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Abstract—This paper investigates the performance of some recently proposed optical orthogonal frequency-division multiplexing (OFDM) transmission techniques in a short-range intensity-modulated, direct-detected (IM/DD) optical channel. Due to the unipolarity of the IM/DD channel, asymmetric clipping and associated nonlinear distortion is inevitable, resulting in an unfavorable dc power and a significant performance penalty. Using a detailed analysis of the clipped signal, our recent work focused on reducing this clipping-resulted dc via both power optimization and frequency planning. In this paper, a set of effective receiver signal-to-noise ratio formulas is proposed, which helps in accurately and efficiently evaluating the system performance across various optical OFDM systems. We conduct a power efficiency analysis to reveal tradeoffs between power and spectral efficiencies among different systems. Our results show that with a cost of additional complexity, a diversity-combining technique offers significant benefits in all cases.

Index Terms—Direct detection, intensity modulation, optical orthogonal frequency-division multiplexing (OFDM).

I. INTRODUCTION

RECENTLY, as one of the promising solutions to combat signal dispersion, optical orthogonal frequency-division multiplexing (OFDM) systems have gained a strong interest in both academic and industrial sectors due to its scalability with data rate and/or transmission distance. Consequently, different flavors of optical OFDM systems have been proposed in either short-range free space [1]–[3], multimode fiber (MMF) [4]–[9], plastic optical fiber (POF) [10]–[12], or long-haul single-mode fiber (SMF) systems [13]–[19].

An optical OFDM system, where the aggregate throughput is distributed over a large set of partially overlapped yet orthogonal subchannels, is able to improve the immunity to turbulence and nonlinearities, as well as the tolerance to both chromatic [6] and polarization-mode dispersion [20]. Instead of trying to compensate the dispersion completely, optical OFDM intrinsically reduces the baud rate and, consequently, the amount of accumulated dispersion penalty. Moreover, with a proper choice of cyclic prefix, optical OFDM signals have the ability of greatly alleviating or even completely eliminating the dispersion penalty.

As a result of the nonlinear photodetection process, the performance of long-haul SMF systems is limited by chromatic as well as polarization-mode dispersion. In these scenarios, optical single-sideband OFDM modulation [13] or OFDM systems with coherent optical transceivers [15], [17] have demonstrated the ability to fully compensate the dispersion by providing a one-to-one frequency mapping between optical and electronic domains. While in short-range, free-space, POF or MMF systems, which is the focus of this paper, the achievable rate is largely limited by a combination of optical power and modal dispersion. A better alternative is to employ noncoherent OFDM transmission directly onto existing intensity-modulated, direct-detected (IM/DD) transceivers as it requires minimal modifications and, hence, is very attractive for its compactness and cost-effectiveness.

Due to incompatibility between the unipolar IM/DD optical channel and bipolar electronic OFDM signalling, conventional OFDM systems cannot be employed without modification. Furthermore, as the instantaneous envelope of the OFDM waveform generally follows a Gaussian distribution with a large peak-to-average power ratio, the OFDM signal is very sensitive to nonlinear effects. To overcome the nonlinear distortion due to clipping of negative peaks, IM/DD optical OFDM transmission requires either an additional electronic bias [2]–[4], or an odd-subchannel-only bit-loading pattern [21]. Recent research [22]–[24] shows that for short-range transmission, there is a tradeoff between spectral and power efficiencies. Some previous work has indeed been focused on using both distortion-less and distortion-introducing techniques to improve this power-spectrum tradeoff [6]–[8], [25]–[29]. In this paper, we provide an extended comparison of both electronic and optical power efficiencies for various IM/DD optical OFDM systems.

The rest of this paper is organized as follows: the system model of a short-range IM/DD optical OFDM system is presented in the next section. In Section III, we provide an overview of various IM/DD optical OFDM transmission schemes and focus on the representations of their electronic and optical power. The effective receiver SNR and bit error rate (BER) performance are characterized through both theoretical analysis and simulation in Section IV. Simulation results and discussions about the system power efficiency are presented in Section V before we draw conclusions.
II. SYSTEM DESCRIPTION

An example of a short-range IM/DD optical OFDM system considered here is shown in Fig. 1. At the transmitter, incoming high-speed data are first split into a large number of low-speed datasets by a serial-to-parallel converter before being encoded into quadratic-amplitude modulation (QAM) symbols and applied onto N equally spaced subchannels. The complex symbols are then transformed into a time-domain signal via an inverse fast Fourier transform (IFFT). The n-th sample of the output is given by

$$x_n = \frac{1}{N} \sum_{k=0}^{N-1} (X_k^I + jX_k^Q) \exp \left( \frac{2\pi}{N} kn \right)$$  

(1)

where $X_k^I + jX_k^Q$ is the complex symbol modulated on the $k$-th subchannel. In order to focus on nonlinear clipping effects, we will look at the case where a real-valued signal is produced. Therefore, as in the case of digital multitone modulation [30], we enforce conjugate symmetry by setting $X_k^Q = X_{N-k}^Q$ and $X_k^I = X_{N-k}^I$ for all $k < N/2$ except the first one. For the case of complex output, an intermediate frequency can be inserted to generate real waveforms via electronic I/Q modulation [13].

As the OFDM signal is the sum of a group of independent, identically distributed components, for any practical choice of subchannel number and/or alphabet size, $x_n$ becomes approximately Gaussian due to the central limit theorem. In the case of a real output, as a result of conjugate symmetric bit-loading, some correlation can be observed among $x_n$ sequences. However, with a large subchannel number, $\{x_n\}$ can still be well approximated as i.i.d. Gaussian random variables [31]. Fig. 2 shows the time-domain characteristics of a simulated OFDM system with only 16 subchannels, each loaded with 4-QAM symbols. The output time-domain signal is first normalized so that the empirical variance is equal to one. Its probability density function (pdf) and cumulative distribution function (cdf) are then evaluated. The results suggest that we can accurately model the $x_n$ sequence using an independent identically distributed Gaussian process with the following pdf:

$$p_x(x) = \mathcal{N}\left(x; 0, \mathbb{E}\left[X_k^2\right]\right)$$  

(2)

where

$$\mathcal{N}(x; \mu, \sigma^2) = \frac{1}{\sqrt{2\pi} \sigma} e^{-\frac{(x-\mu)^2}{2\sigma^2}}$$  

(3)

is a standard Gaussian distribution function with mean $\mu$ and variance $\sigma^2$.

Depending on the details of the OFDM modulator, not all subchannels need be loaded and/or the output $x_n$ sequence may have been shaped/combined to form some useful properties (e.g., with certain bit-loading patterns across subchannels [21], [26], [29], strong correlations can be observed among IFFT output samples). However, by slightly modifying the above model and including only the independent samples, the overall analysis presented in this paper remains valid.

The output of the OFDM modulator is then transformed into a digital data sequence via a parallel-to-serial converter. A digital-to-analog converter (DAC) is used to convert this sequence into an analog waveform, which is generally bipolar. A biasing and clipping process can then be employed so this signal can be delivered by a unipolar IM/DD system. If we denote the biasing voltage by $I_{DC}$, the asymmetrically clipped time-domain samples $s_n$, which represents the output distorted signal sequence are

$$s_n = \begin{cases} 
0, & x_n < -I_{DC}, \\
 x_n, & x_n \geq -I_{DC}.
\end{cases}$$  

(4)

This helps us to avoid the complexity and high cost associated with an analog clipping device. In general, although the analog driving signal may still dip below 0 due to DAC and filtering, the effect is negligible [32].

This unipolar signal is then used to drive a linear optical modulator. For simplicity, we assume an ideal intensity modulator is used here, where the instantaneous output optical power is a replica of the corresponding electrical-drive signal. The output optical beam will then travel through a channel suffering from various attenuations, dispersions and nonlinear effects before the distorted signal hits the receiver where it may again be corrupted by electronic noise. A cyclic prefix can be added to each

---

1For a more detailed analysis about modulator nonlinearities, see [32].
OFDM symbols so that both the inter-symbol interference and inter-channel interference due to delay spread/modal dispersion can be eliminated.

For short-range applications, the achievable rates are limited by a combination of both optical power and modal dispersion. Thus, even though IM/DD optical OFDM can only compensate the linear impairments, it is reasonable to start with a simple case where loss and dispersion are fully compensated. The system performance is then limited by the receiver electronic noise, and the optical channel is, therefore, modeled as an additive white Gaussian noise (AWGN) vector channel. In reality, some of the optical noise is related to the transmit optical power and consequently has a strong correlation with the time-domain signal. In OFDM systems, however, this power dependence can be greatly alleviated due to its frequency-domain parallel transmission, where the noise power is spread over the entire spectrum through the demodulating FFT process. We assume appropriate algorithms can be performed at the OFDM receiver to recover the information.

III. STATISTICAL CHARACTERIZATION OF THE CLIPPED SIGNAL

The information is modulated onto the electronic signal \( s_n \) in the form of either current or voltage with its electronic power \( P_e \) proportional to \( E[s_n^2] \). On the other hand, the intensity modulator generates a beam with its optical intensity/power \( P_o \) proportional to \( E[s_n^2] \). Without loss of generality, we define \( P_e = E[s_n^2] \) and \( P_o = E[s_n] \) as in [23]. The power ratio \( P_o/P_e \) then indicates the transmission efficiency which determines the amount of actual energy required to achieve a desired signal strength after the photodetector. This serves as a starting point for our power efficiency analysis. We note that the electronic-optical power relationship can differ from one system to another, and is indeed dependent on the statistics of the \( s_n \) sequence. Hence, in this section, we give a brief summary of the IM/DD optical OFDM transmission with a focus of theoretical characterization of the electronic and optical power of the clipped signal, \( s_n \). We consider both the case of 1) dc-biased OFDM systems where additional electronic biases are used; as well as 2) asymmetrically clipped OFDM where certain bit-loading patterns are used to avoid the additional biasing.

A. DC-Biased OFDM

1) Sufficiently Biased OFDM: Many previous works have assumed an appropriate and variable dc offset is added [3], [5], [10]. Depending on the minimum value of the IFFT output samples, \( I_{DC} \) is chosen on a symbol-by-symbol basis to avoid clipping. The output power is simply

\[
E[s_n] = I_{DC}, \quad E[s_n^2] = \sigma^2 + I_{DC}^2
\]

where \( \sigma^2 = E[|X_k|^2] \) is the transmitted average electronic energy per QAM symbol.

2) Fixed-Biased OFDM: To improve power efficiency, other works [2], [6], [11], [12], [22], [23] have used fixed, yet large enough power, to ensure an infrequent clipping from a statistical point of view. In the low-bias region, since a significant amount of power will be clipped out, the pdf of the transmitted signal \( s_n \) is

\[
p_s(x) = \begin{cases} \mathcal{N}(x; I_{DC}, \sigma^2), & x > 0 \\ Q \left( \frac{I_{DC}}{\sigma} \right) \delta(x), & x = 0 \end{cases}
\]

where \( \delta(x) \) is the Dirac delta function with a unit impulse at \( x \) only and the well-known \( Q \)-function is defined as the integral over normal pdf

\[
Q(v) = \int_v^\infty N(0, 1) d\tau = 1 - \Phi(v).
\]

Hence, the transmit power becomes

\[
E[s_n^2] = \int_{-\infty}^{\infty} x^2 \cdot p_s(x) \, dx = \sigma^2 + I_{DC}^2 \Phi \left( \frac{I_{DC}}{\sigma} \right)
\]

\[
E[s_n^2] = \int_{-\infty}^{\infty} x \cdot p_s(x) \, dx = \sigma^2 + I_{DC}^2 \Phi \left( \frac{I_{DC}}{\sigma} \right)
\]

\[
E[s_n] = I_{DC} + \int_{-\infty}^{\infty} x^2 \cdot p_s(x) \, dx
\]

When the bias \( I_{DC} \) is large, the aforementioned equations can be well approximated by (5).

3) Optimally Biased OFDM: More recently, searching for an optimal biasing level has been attempted through both simulation and theoretical analysis [7], [8], [24], [32]. In these cases, since the optimal bias strategy is a special case of the fixed bias where the receiver SNR is maximized, (8) and (9) can still be applied.

B. Asymmetrically Clipped OFDM

1) ACO-OFDM: Using only the odd subchannels, ACO-OFDM systems [21] provide a tradeoff between power and spectral efficiency. The \( x_n \) sequence of ACO-OFDM is known to be antiperiodic: for any sample point in the first half of an OFDM symbol, there exists another unique sample point in the second half with the same amplitude but opposite sign, i.e., \( x_n = -x_{n+N/2} \). As a result of loading only half of the available subchannels per OFDM symbol, the electronic power is halved, \( F[x_n^2] = \sigma^2/2 \). With no additional bias, i.e., \( I_{DC} = 0 \) in (4) and (6), all negative samples are replaced by 0’s after clipping. Due to the asymmetry, exactly one copy of the original information-conveying data sample pairs is preserved, and the resulting output power is

\[
E[x_n] = \int_0^\infty x \cdot \mathcal{N} \left( x; 0, \frac{1}{2} \sigma^2 \right) \, dx = \frac{\sigma}{2\sqrt{\pi}}
\]

\[
E[x_n^2] = \int_0^\infty x^2 \cdot \mathcal{N} \left( x; 0, \frac{1}{2} \sigma^2 \right) \, dx = \frac{\sigma^2}{4}
\]

Note that the aforementioned equations are also special cases of (8) and (9) with an adjusted \( E[x_n^2] \) and \( I_{DC} = 0 \).

2) Asymmetrically Clipped, Diversity-Combined OFDM: When only the odd subchannels are loaded, the clipping distortion, which corresponds to the FFT of the \( x_n \) sequence,
falls exclusively onto the even subchannels [26]. This natural separation of signal and distortion indicates that at the receiver side, some extent of spectral diversity can be observed. Based on this idea, we proposed the asymmetrically clipped, diversity-combined OFDM (AC/DC-OFDM) system in [26]. With the help of one additional IFFT/FFT pair, two separate estimators of $s_n$ are generated and then combined to improve the effective SNR. Since AC/DC-OFDM involves only receiver-side signal processing with no transmitter modifications, the transmit power is exactly the same as defined in (10) and (11), but results in a higher effective received SNR.

3) Asymmetrically Clipped, Successively Decoded OFDM: The spectral diversity presented on an asymmetrically clipped antiperiodic signal can also be converted into higher spectral efficiency. In [29], we extended the idea of using only odd subchannels to an expanded set of particular subchannels combinations. By characterizing and compensating for the clipping distortion, parallel transmission of multiple antiperiodic signals can be achieved. In these asymmetrically clipped, successively decoded OFDM (AC/SD-OFDM) systems, both odd and even subchannels can be loaded with data to create a class of antiperiodic signals. This, in turn, provides a much higher spectral efficiency. These signals $s_n^{(i)}$ are separately clipped, then combined together to form the unipolar driving signal. ACO-OFDM, hence, is a special case of this class where the set of odd subchannels $\{1, 3, 5, \ldots, N-1\}$ are used for bit loading as shown in Fig. 3(a). Fig. 3(b) shows an example of when an additional subchannel group $\{2, 4, 6, 10, \ldots, N-2\}$ is loaded, and its IFFT output waveform $s_n^{(i)}$ becomes periodic as well as antiperiodic.

The electronic driving current of AC/SD-OFDM is the superposition of several asymmetrically clipped anti-periodic signals i.e.,

$$s_n = s_n^{(1)} + s_n^{(2)} + \ldots + s_n^{(N)}.$$  

(12)

Similar as in ACO-OFDM, in order to create an antiperiodic signal $s_n^{(i)}$, only $N/2^i$ of subchannels are loaded with data. As a result, if we denote the variance of $s_n^{(i)}$ by $\sigma_i^2$, we have $\sigma_i^2 = \sigma^2/2^i+1$.

The exact pdf of $s_n$ is the result of a series of convolutions and is quite messy when $u$ is large. Nevertheless, using the basic property of linearity and independence, the output power can simply be expressed as

$$E[s_n] = E[s_n^{(1)}] + E[s_n^{(2)}] + \ldots + E[s_n^{(u)}] = \sum_{i=1}^{u} \frac{\sigma_i^2}{\sqrt{\pi}}$$  

(13)

$$E[s_n^2] = \sum_{i=1}^{u} E[s_n^{(i)^2}] = 2 \sum_{i=1}^{u-1} \sum_{j=i+1}^{u} E[s_n^{(i)} E[s_n^{(j)}]]$$

$$= \sum_{i=1}^{u} \frac{\sigma_i^2}{\pi} \sum_{j=1}^{u-1} \sum_{j'=j+1}^{u} \frac{\sigma_{j'}^2}{\pi}.$$  

(14)

IV. EFFECTIVE RECEIVER SNR

As mentioned in Section II, it is valid to start with a simple AWGN vector channel, where the received signal $r_n$ is given by

$$r_n = s_n + e_n$$  

(15)

and $e_n$ is a zero-mean Gaussian noise process used to denote the joint effect of various noise processes which may be present at the receiver side with a two-side power spectral density of $N_0/2$. The detected signal contains an unfavorable dc component which does not contribute to the receiver SNR. Therefore, in order to fully characterize the power efficiency of a particular system, a theoretical analysis of the effective SNR and BER performances is provided in this section.

In making a fair comparison, we assume that after the receiver’s photodetector, the resulting time-domain waveforms for different systems have the same average energy per OFDM symbol $E_s$. We define the bandwidth of a particular received signal as the first zero crossing on its power spectrum [33]. A $N$-point IFFT/FFT with no oversampling is used so that when $N$ is large, roughly all modulation schemes would have the same bandwidth. We also normalize this bandwidth to unity for comparison purposes. For OFDM with 2-D constellations, such as QAM, the total noise power is then $N_0$. In this section, we will focus on finding the BER for each system in terms of the average electronic SNR, $E_s/N_0$.

A. DC-Biased Optical OFDM

For dc-biased OFDM, since a real output at the transmit IFFT is desired, only half of the subchannels will be loaded with data symbols to form a conjugate symmetry [30]. Furthermore, the additional bias power of $P_{DC}$ makes the output power of $s_n$ much larger than $s_n$. Since we have limited the OFDM symbol energy to $E_s$ for all different systems, the signal must then pass through an automatic gain control unit to make sure the transmit power remains the same. We further note that this dc bias inside the received waveform will be canceled out after the demodulating FFT operation due to the circular symmetry of the “exp” components [8]. Thus, for a particular OFDM symbol, when the bias is large enough to avoid any clipping distortion, the effective SNR per received QAM symbol is

$$\text{SNR}[\gamma] = \frac{E_s}{N_0} \cdot \frac{E_s}{F_{DC} + P_{DC}} = \frac{E_s}{N_0} \cdot \frac{1}{1+\gamma^2}$$  

(16)

where $\gamma = I_{DC}/\sqrt{E_s}$ is defined as the normalized bias.
For moderate to large SNRs and gray-coded assignment, the BER for M-QAM modulation can be approximated as [34]

\[
\text{BER} = \frac{4}{\log_2 M} \left(1 - \frac{1}{\sqrt{M}}\right) Q\left(\sqrt{\frac{3}{M-1} \text{SNR}}\right). \quad (17)
\]

Therefore, in order to evaluate the BER performance, it is sufficient to start with the effective SNR per symbol for different systems.

1) Sufficiently Biased OFDM: When a sufficient biasing strategy is used, the value of \( \gamma \) varies from one OFDM symbol to another, and depends on the minimum value of the IFFT output samples. For systems using an \( N \)-point IFFT/FFT, it can be modeled as a random variable with the following cdf:

\[
P(1 \leq \gamma) = P(\text{min}(x_1, x_2, \ldots, x_N) \geq -\gamma) = \prod_{n=1}^{N} P(x_n \geq -\gamma) = [\Phi(\gamma)]^N. \quad (18)
\]

The pdf of \( \Gamma \) is then

\[
P_{\gamma} = P(\Gamma = \gamma) = \frac{d}{d\gamma} P(\Gamma \leq \gamma) = -\Phi'(\gamma) \cdot N[\Phi(\gamma)]^{N-1}. \quad (19)
\]

Since \( \Phi(x) \) is the cdf of a standard Gaussian distribution, the derivative of \( \Phi^{-1}(x) \) follows immediately from its definition and the pdf of the biasing level \( \gamma \) can be rewritten as

\[
P_\gamma = \frac{N}{\sqrt{2\pi}} \exp\left(-\frac{\gamma^2}{2}\right) \left[1 - Q(\gamma)\right]^{N-1}. \quad (20)
\]

The overall BER for an \( M \)-QAM sufficiently biased optical OFDM system can then be evaluated using

\[
\text{BER}_{\text{s}} = \int_{1}^{\infty} P_{\gamma} \cdot \text{BER}(\gamma) \, d\gamma \quad (21)
\]

where \( \text{BER}(\gamma) \) can be obtained by substituting (16) into (17).

Fig. 4(a) shows the pdf of the sufficient bias \( \gamma \), obtained using (20), for various choices of subchannel numbers. It is easy to conclude that the probability of having \( \gamma \) larger than 5 is extremely small. Consequently, even though a closed form expression of the BER is not available, numerical evaluation of (21) over a limited, yet small range of \( \gamma \) readily provides us with a very good approximation, as shown in Fig. 4(b).

2) Fixed-Biased OFDM: The extremely small probability of requiring a large bias also enables us to use a fixed, rather than a sufficient, bias \( \gamma^* \) to achieve higher power efficiency. With a careful choice of this fixed bias, the probability of clipping can be well controlled.

The effect of insufficient biasing and the following clipping process can be accurately modeled into an attenuation on the signal constellation plus an uncorrelated additional clipping noise [8]. The normalized transmit signal is then

\[
s_\gamma \approx \frac{K x_n + z_n}{\sqrt{K^2 + \gamma^2}} \quad (22)
\]

where the attenuation factor \( K \) and clipping noise power \( \sigma_z^2 \) are both functions of the bias level \( \gamma \) and can be quantified following our previous work in [8]:

\[
K = 1 - Q(\gamma) = \Phi(\gamma) \quad (23)
\]

\[
\sigma_z^2 = K_0 \left\{ (1 + \gamma^2)[Q(\gamma) - Q^2(\gamma)] - \frac{1}{2\pi} e^{\frac{\gamma^2}{4}} \sum_{j=1}^{\infty} \frac{(-1)^j}{(j+1)!} e^{-\gamma^2/2} \frac{\gamma^{2j+1}}{2j+1} \right\}. \quad (24)
\]

This model is shown to give the best linear mean-square error approximation, where the uncorrelated time-domain clipping noise \( z_n \) has a bounded pdf. Under our AWGN channel assumption, the detected signal after the OFDM FFT demodulator contains two Gaussian-like noise terms as a result of the central limit theorem [8]. The frequency-domain additive noise attributed from \( e_n \) has a variance of \( N_0 \), while the frequency-domain additive clipping noise attributed from \( z_n \) has a variance of \( \sigma_z^2/(1 + \gamma^2) \). Therefore, the effective SNR per symbol for a fixed-bias level of \( \gamma \) is then

\[
\text{SNR}_F = \frac{E_s}{\frac{\sigma_z^2}{1 + \gamma^2} + N_0}. \quad (25)
\]

When the fixed bias \( \gamma \) is very large, \( K \) quickly goes to 1 while \( \sigma_z^2 \) approaches zero. The effect of nonlinear clipping distortion is negligible and the aforementioned SNR expression is then reduced to (16).

3) Optimally Biased OFDM: An alternative approach is to further optimize the fixed bias by taking into account the actual system setups and requirements, e.g., modulators with nonlinear transfer functions, ADCs with finite dynamic range and resolutions, channels with fading, and receivers with certain SNR figures. We adopt our previous approach in [8] and denote the transmitted-signal-to-clipping-noise ratio as \( \text{SNR}_s = (K^2 E_s)/(\sigma_z^2) \) and the received-signal-to-receiver-noise ratio as
After some simple manipulations, the effective receiver SNR in (25) can be consequently rewritten into

$$\text{SNR}_P = \frac{\text{SNR}_c \cdot \text{SNR}_d}{1 + \text{SNR}_c + \text{SNR}_d}.$$  \hspace{2cm} (26)

Note that (26) is not a monotonic function of $\gamma$ as shown in Fig. 5. In the low-bias region, $\text{SNR}_c \ll \text{SNR}_d$. Hence, by ignoring the effect of receiver noise, the effective SNR is simply bounded by Upper Bound 1:

$$\text{SNR}_P = \frac{E_s \cdot \frac{K^2}{1 + \gamma^2} + N_0}{\frac{1}{1 + \gamma^2} + N_0} \leq \frac{E_s \cdot \frac{K^2}{1 + \gamma^2} + N_0}{\frac{\sigma_e^2}{1 + \gamma^2}} = \text{SNR}_c.$$  \hspace{2cm} (27)

When increasing the biasing power in this region, $\text{SNR}_c$ as well as the total effective SNR begin to increase, thereby leading to a decreased BER.

On the other hand, with a very large biasing power, the effect of clipping distortion is negligible, i.e., $K \approx 1$ and $\sigma_e^2 \approx 0$. Since $\text{SNR}_c \gg \text{SNR}_d$, the effective SNR is also bounded by Upper Bound 2:

$$\text{SNR}_P = \frac{\text{SNR}_d}{1 + \frac{1 + \gamma}{\text{SNR}_d}} \leq \frac{\text{SNR}_d}{\frac{1}{1 + \gamma} + N_0} \leq \frac{E_s}{N_0} \cdot \frac{1}{1 + \gamma^2}.$$  \hspace{2cm} (28)

This bound indicates that with excessive biasing power, the effective SNR starts to decrease since a very large portion of the received signal power is its dc component.

Therefore, for any given dc-biased OFDM system with a specific $E_s/N_0$ value, there exists an optimal biasing level, $\gamma^*$, as shown in Fig. 5. Due to the power normalization, the maximized effective SNR is always smaller than the original $E_s/N_0$, and is always below the aforementioned Upper Bound 1 and Upper Bound 2. With an increased received SNR, the optimal bias point which maximizes the effective SNR can be readily located.

---

**B. Asymmetrically Clipped Optical OFDM**

In Asymmetrically clipped OFDM systems, only limited number of subchannels are loaded with data; some subchannels are reserved to accommodate the clipping distortions. The clipping process also generates an inherent dc term, $E_s|s_n|$. Therefore, in deriving the effective SNR formulas, we will first adjust QAM symbols so that the OFDM symbol energy is $E_s$. The effect of the unfavorable dc is then removed when calculating SNR.

1) **ACO-OFDM**: When $I_{DC}$ in (4) is set to 0, the output distorted signal sequence can also be expressed as

$$s_n = \frac{1}{2} x_n + \frac{1}{2} |x_n|.$$  \hspace{2cm} (29)
which means that the ACO-OFDM system requires no additional bias because the clipping process itself generates a variable “bias” contained in the second term. It also means that after FFT, half of the received power goes to the odd subchannels, while the other half goes to the clipping distortions on even subchannels. The SNR per received QAM symbol on a data subchannel is then simply

\[
\text{SNR}_A = \frac{E_s}{N_0}\tag{30}
\]

2) **AC/DC-OFDM:** The first term in (29) corresponds to the attenuated signal on the odd subchannels, while the second term is transformed into a noise-like distortion that falls only onto the even subchannels. This natural separation of signal and distortion indicates that if the frequency-domain noise process has relatively low correlations among odd and even subchannels, two highly correlated signals (\(x_n\) and \(x_{-n}\)) are virtually delivered through two reasonably independent channels. Hence, in AC/DC-OFDM systems, we have shown that with the help of two additional IFFTs, two estimators of \(x_n\) are generated:

\[
r_n^{\text{odd}} = \frac{1}{2} x_n + r_n^{\text{odd}}; \quad r_n^{\text{even}} = \frac{1}{2} x_n + r_n^{\text{even}}\tag{31}
\]

where the first is the result of a direct IFFT that involves the samples on the odd subchannels only, while the second requires an IFFT of the samples on the even subchannels as well as estimated polarities from the first estimator [29].

The noise processes on these two signals have very different statistical behaviors. \(r_n^{\text{odd}}\) is a Gaussian process, while \(r_n^{\text{even}}\) contains both an uncorrelated Gaussian process as well as correlated estimation errors. Note that \(r_n^{\text{even}}\) is, in general, more noisy than \(r_n^{\text{odd}}\). Nevertheless, linearly combining \(r_n^{\text{odd}}\) and \(r_n^{\text{even}}\) will still result in a better estimator \(\hat{r}_n\), since the signal power is added up coherently while uncorrelated noise is averaged out:

\[
\hat{r}_n = (1 - \alpha) r_n^{\text{odd}} + \alpha r_n^{\text{even}}\tag{32}
\]

where the combining coefficient \(\alpha\) ranges from (0,0.5).

The dependent and impulsive nature of the estimation error \(e_n^{\text{even}}\) in (31) makes it intractable to evaluate the exact SNR figure of \(\hat{r}_n\). However, in a high-SNR region, it is reasonable to model the total noise term inside the \(r_n^{\text{even}}\) as a Gaussian random process uncorrelated with \(e_n^{\text{even}}\) and further denote the SNR gap between the two estimators to be \(\eta\). The SNRs before combining are

\[
\text{SNR}^{\text{odd}}_c = \frac{E_s}{N_0} \quad \text{and} \quad \text{SNR}^{\text{even}}_c = \eta \cdot \frac{E_s}{N_0}\tag{33}
\]

Under this assumption, the combining coefficients in (32) should be chosen to be linearly proportional to the strength of the signal, i.e., \(\alpha/(1 - \alpha) = \sqrt{\eta}\). The SNR after combining then achieves its maximum

\[
\text{SNR}_C = (1 + \eta) \frac{E_s}{N_0}\tag{34}
\]

Since \(\eta\) is smaller than 1, the diversity gain is always smaller than 3 dB. Nevertheless, with simple combining, AC/DC-OFDM system can achieve a lower BER with exactly the same setup for optical transceivers as ACO-OFDM and no additional transmission power.

3) **AC/SD-OFDM:** In AC/SD-OFDM, a set of antiperiodic signals are created at the transmitter. Asymmetrical clipping of these signals exhibit a similar property as ACO-OFDM whereby nonlinear distortion falls into certain subchannel sets. In other words, the received power on a particular even subchannel could have only a limited, and not necessarily equal, number of sources. Odd subchannels are not affected by any clipping distortion. Therefore, by iteratively characterizing and compensating the clipping distortion, parallel transmission of multiple antiperiodic signals can be achieved.

The electronic driving current of AC/SD-OFDM is the superposition of several asymmetrically clipped anti-periodic signals. For simplicity, we assume here that all subchannels use the same \(M\)-QAM constellations with the same energy per symbol. With the help of (14), it is straightforward to derive the effective SNR on the first group

\[
\text{SNR}^{(1)} = \frac{\sum_{i=1}^{u} \sigma_i^2 + 2 \sum_{i=1}^{u-1} \sum_{j=i+1}^{u} \alpha \sigma_i \sigma_j \pi}{2 \left( \sum_{i=1}^{u} 2^{-i} + \frac{1}{\pi} \sum_{i=1}^{u} \sum_{j=i+1}^{u} 2^{1-\frac{i+j}{2}} \right)} \cdot \frac{E_s}{N_0}\tag{35}
\]

Due to the nature of soft-decoding, the performance of the later group will be limited by both the receiver noise and the accumulated distortion estimation errors from the previous groups,
which is roughly a Gaussian process with the variance equals to $\sigma^2_{\text{SNR}}$. Therefore, the effective SNR for the $i$th group is then

$$\text{SNR}^{(i)} = \frac{1}{7} \text{SNR}^{(1)}.$$  \hfill (36)

However, when replaced with a hard-decoding-based distortion estimation, the performance of the AC/SD OFDM system could be greatly improved, especially in the high-SNR region, where roughly the same SNR could be obtained across all groups4

$$\text{SNR}^{(1)} \approx \text{SNR}^{(1)}.$$  \hfill (37)

The total BER can then be evaluated by taking a weighted average over all subchannel groups.

Fig. 8 shows the analytical and simulation results for different types of asymmetrically clipped optical OFDM systems, where 1,000,000 random binary bits are again tested in a Monte Carlo setup. In all cases, a very good agreement between the two has been achieved. Since only a quarter of the subchannels can be loaded with data symbols, and with an equal bit-loading across all subchannels, 16-QAM modulation is required for ACO-OFDM and AC/DC-OFDM systems to achieve the same bit rate as 4-QAM dc-biased systems. For AC/SD-OFDM, only two groups of subchannels with 4-QAM are used here. Thus, even though they require less power, the total bit rate is lower than the others.

V. POWER EFFICIENCY DISCUSSION

In this section, we analyze the performance of different type of IM/DD optical OFDM systems via Monte-Carlo simulations. All systems have 1024 subchannels, each loaded with 16-QAM complex symbols. 1,000,000 random binary bits are tested and the minimum required power for each system to achieve a BER target of $10^{-4}$ is compared. The optical attenuation and dispersion is fully compensated so that we can focus on the effect of the bias and clipping. Again, we assume the noise power at the receivers is the same for all systems. For a fair comparison, we further assume that the signal bandwidth for all OFDM systems is limited within the same range. Without loss of generality, both the rate per OFDM symbol and the corresponding power for a sufficiently biased OFDM system are normalized to unity.

Fig. 9 shows the simulation results in terms of electronic power required at the receiver end. We first look at the cases where no further signal processing is employed, i.e., excluding all AC/DC and AC/SD systems. Among dc-biased systems, the optimal-biased strategy provides the best power efficiency by using approximately 36% of the power to achieve the same spectral efficiency. ACO-OFDM is also quite attractive by providing a tradeoff between spectral and power efficiency, where only 8% of the power is required for a half-rate transmission. Full-rate ACO-OFDM requires a slightly higher power than the optimal biased systems and is not preferred as its larger constellation is very vulnerable to beat noise and leftover nonlinear dispersion.

Note that any point along the dashed lines in the figure is achievable, e.g., by using a frequency/time sharing between two schemes. The points below these lines indicate better power efficiencies. If extra complexity and hardware cost can be afforded, more options are available.

With AC/SD systems, it is not efficient to have too many groups. Aside from the increased processing delay and accumulated hardware cost, the power efficiency becomes worse with each additional group. With hard decoding, however, AC/SD is certainly better than ACO-OFDM as both the spectral and power efficiencies are greatly improved. Overall, AC/DC-OFDM is the most power efficient scheme with a power usage of only 5.5% and 23%, for a half-rate and full-rate transmission, respectively. Compared to the ACO-OFDM system and optimal-biased system, a 2.2 dB receiver sensitivity gain can be achieved via diversity combining.

Applying the $P_s/P_o$ relationship we developed in Section III, the corresponding optical power required is compared in Fig. 10. The optical power required for dc-biased
systems is significantly higher than for asymmetrically clipped systems due to a larger dc component. The power efficiency of a full-rate, large-constellation ACO-OFDM system stays the same, while the usage for a half-rate ACO-OFDM dramatically increased. As a result, using a smaller constellation but larger bandwidth is no longer power efficient. The AC/SD system also becomes worse due to accumulated dc terms from all its summands. The AC/DC-OFDM system, however, remains the best option by providing a 5.5 dB receiver sensitivity gain over sufficiently biased systems and a 1.1 dB gain over ACO-OFDM systems.

VI. CONCLUSION

Asymmetric clipping and its associated nonlinear distortion result in a significant performance penalty for OFDM transmissions in IM/DD optical channels. However, we have shown that with a better understanding of its characteristics, such clipping distortion can be optimally controlled, effectively compensated, and even constructively utilized, resulting in an improved power-spectrum tradeoff. In quantifying the power efficiency of a particular IM/DD optical OFDM system, we looked at both the transmission efficiency via $P_o/P_p$ and the decoding efficiency via the effective receiver SNR. For low complexity algorithms where clipping distortion is simply treated as noise, an optimally biased system is preferred when electronic power is a cost premium. When optical power is the premium, ACO-OFDM is preferred since it has the lowest detrimental dc component. Furthermore, the distortion power also contains useful information which can easily be extracted by simple diversity-combining method. As a result, AC/DC-OFDM offers a significant performance improvement and is the most efficient modulation scheme in all scenarios.
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