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**A B S T R A C T**

In this study, a multi-scale approach is used to improve the segmentation of a high spatial resolution (30 cm) color infrared image of a residential area. First, a series of 25 image segmentations are performed in Definiens Professional 5 using different scale parameters. The optimal image segmentation is identified using an unsupervised evaluation method of segmentation quality that takes into account global intra-segment and inter-segment heterogeneity measures (weighted variance and Moran’s I, respectively). Once the optimal segmentation is determined, under-segmented and over-segmented regions in this segmentation are identified using local heterogeneity measures (variance and Local Moran’s I). The under- and over-segmented regions are refined by (1) further segmenting under-segmented regions at finer scales, and (2) merging over-segmented regions with spectrally similar neighbors. This process leads to the creation of several segmentations consisting of segments generated at three different segmentation scales. Comparison of single- and multi-scale segmentations shows that identifying and refining under- and over-segmented regions using local statistics can improve global segmentation results.
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1. Introduction

High spatial resolution Earth observation imagery obtained from satellite (IKONOS, Quickbird, GeoEye-1, WorldView-2, etc.) and airborne sensors has become increasingly available in recent years. However, traditional pixel-based image analysis methods, which extract information using statistics of single pixels, are often not well suited for this high-resolution imagery (Blaschke and Strobl, 2001; Benz et al., 2004). This is due to the fact that a single pixel often represents only a small part of a classification target (e.g. tree canopy, building rooftop, road) in high-resolution images. When image classification is performed, the high degree of spectral variability found within land cover classes caused by shadows, gaps in tree canopy, etc., reduces the statistical separability between classes, resulting in low classification accuracy (Yu et al., 2006).

One alternative that has been able to outperform the pixel-based approach to image analysis is the “object-based” approach (Thomas et al., 2003; Blaschke et al., 2004; Yu et al., 2006). One key step in object-based image analysis (OBIA) is to segment an image into relatively homogeneous regions called segments or “image objects” (Benz et al., 2004). The statistics for these image objects are then used for image analysis (e.g. image classification) rather than the statistics of individual pixels. Using image objects as the basic analysis units has a number of benefits, including the reduction of within-class spectral variability and the ability to incorporate spatial and contextual information such as size, shape, texture, and topological relationships (e.g. containment and adjacency) (Blaschke et al., 2004; Benz et al., 2004). For additional information regarding object-based image analysis, readers are encouraged to refer to Blaschke (2010).

In most image segmentation software packages, users need to set one or more parameters that influence the average size of segments produced by the segmentation. Changing these parameters will change the size of segments produced by the segmentation (i.e. the segmentation scale), allowing for an image to be segmented at many different scales. Some studies have involved the use of a single segmentation scale (Chabrier et al., 2006; Espindola et al., 2006; Yu et al., 2006; Moller et al., 2007; Neubert et al., 2008; Kim et al., 2008, 2009). Other studies have employed a multi-scale approach, creating a hierarchy of several single-scale segmentations (Hay et al., 2003; Blaschke et al., 2004; Trias-Sanz et al., 2008; Xie et al., 2008; Zhou and Troy, 2009).

For remote sensing studies, this ability to choose segmentation scale(s) is useful but challenging (Dorren et al., 2003; Kim et al., 2009). One difficulty is that, prior to performing a segmentation, there is no way to really know what parameters will produce a good result (i.e. segments that closely resemble ground features). A segmentation performed using one set of parameters may produce good results for a homogeneous scene, but not work well for a more...
heterogeneous scene of the same spatial resolution. A second challenge is that, since landscapes typically consist of different types of land cover that vary in size (e.g. trees, roads, and buildings), it may not be possible to properly segment all features in a scene using a single segmentation scale, so over-segmentation (producing too many segments) or under-segmentation (producing too few segments) often occurs. In a recent study, Liu and Xia (2010) found that classification accuracy decreased considerably when over- or under-segmentation occurred (especially under-segmentation) because (a) the spatial, textual, and contextual information extracted from over-segmented objects was not very useful for classification, and (b) under-segmented objects held little value since they contained more than one land cover class. These issues related to over- and under-segmentation are the main disadvantages of using only one segmentation scale for remote sensing images, and why using a multi-scale approach may often be preferable. The main difficulty with the multi-scale approach is that the segmentation scales are typically selected based on extensive knowledge of the study area, and are more or less subjective.

Since segmentation quality has been shown to have an impact on image classification accuracy (Dorren et al., 2003; Kim et al., 2009), research that deals with evaluating image segmentation quality to identify good segmentation parameters has become a topic of interest in remote sensing. Most of these evaluation methods fall into one of three categories: visual, supervised, or unsupervised.

Visual methods involve the user(s) identifying parameters that produce high-quality image segmentations by visually comparing multiple segmentations. This method has been the most widely-used method of assessing image segmentation quality (Zhang et al., 2008). One problem with the visual method is that it can be highly subjective, as different people may have a different idea about what is the best segmentation (Paglieroni, 2004). This process can also be time and labor intensive, since several segmentations need to be inspected in detail to identify the best one(s).

Supervised evaluation methods, also called empirical discrepancy methods, involve comparing multiple image segmentations with a ground truth, or reference digitization that is created by the user for at least part of the image (Zhang, 1997). This comparison involves computing a measure of dissimilarity between the image segmentations and the reference digitization (Chabrier et al., 2006). Dissimilarity measures can be based on differences in color, location, size, or shape (Abeyta and Franklin, 1998; Carleer et al., 2005; Moller et al., 2007; Neubert et al., 2008; Clinton et al., 2010). The segmentation most similar to the reference digitization is determined to be the optimal segmentation. Since different dissimilarity measures can indicate wildly different segmentations as “best”, it may be necessary to consider the results of multiple dissimilarity measures when choosing an optimal segmentation (Clinton et al., 2010). Most studies employing supervised methods used them to evaluate the quality of single-scale segmentations (Paglieroni, 2004; Carleer et al., 2005; Chabrier et al., 2006; Moller et al., 2007; Neubert et al., 2008). However, Trias-Sanz et al. (2008) compared different hierarchical, multi-scale segmentations using two reference segmentations, one containing compulsory edges and one with optional edges. The main disadvantage of the supervised approach is that creating a reference digitization can be difficult, subjective, and time-consuming (Zhang et al., 2008). Creating a reference digitization for a large image or for many different images may not be feasible.

Unsupervised evaluation methods, or empirical goodness methods, allow segmentation quality to be assessed quantitatively without the need for a reference digitization or a detailed visual comparison of multiple image segmentations (Chabrier et al., 2006), making it more time and labor efficient and less subjective than the visual and supervised methods. Unsupervised evaluation methods involve scoring and ranking multiple image segmentations using some quality criteria, which are typically established in agreement with human perception of what makes a good segmentation (Chabrier et al., 2006). One widely-accepted definition of what constitutes a good segmentation is one in which: (i) regions are uniform and homogeneous, (ii) regions are significantly different from neighboring regions, (iii) regions have a simple interior without many holes, and (iv) regions have boundaries that are simple, not ragged, and spatially accurate (Haralick and Shapiro, 1985). However, for highly-textured and natural images, only the first two criteria can realistically be applied (Zhang et al., 2008). So, for remote sensing images, a good segmentation should, in theory, maximize intra-segment homogeneity and inter-segment heterogeneity. For this reason, most unsupervised evaluation methods involve calculating intra- and inter-segment heterogeneity measurements for each segment, and then aggregating these values into a global value (Chabrier et al., 2006). The global intra- and inter-segment values are then combined to assign an overall “goodness” score to the segmentation (Zhang et al., 2008).

In remote sensing, relatively few studies have incorporated unsupervised segmentation evaluation methods. Stein and De Beurs (2005) used complexity metrics to quantify the semantic accuracy of image segmentations for two Landsat images. Chabrier et al. (2006) tested and compared six different evaluation criteria and three different algorithms for segmenting radar and multi spectral aerial images. Espindola et al. (2006) measured intra-segment homogeneity using the weighted variance of the near infrared (NIR) band and measured intra-segment heterogeneity using a spatial autocorrelation measure, Global Moran’s I, for the NIR band as well. The two values were normalized and combined to identify optimal segmentation parameters in an urban area. In a similar study, Kim et al. (2008, 2009) computed unweighted variance (NIR band) and Global Moran’s I (NIR band) and graphed each separately to compare multiple segmentations and identify optimal parameters for segmenting forest stands. The segmentation level where variance began to level off and Moran’s I was lowest was found to be the optimal segmentation. Radoux and Defourny (2008) used a combination of unsupervised (normalized post-segmentation standard deviation) and supervised (border discrepancy) methods to evaluate segmentation results in a rural area. The unsupervised evaluation methods used in these studies all involved computing global quality scores for image segmentations. However, since some intra- and inter-segment heterogeneity measures (e.g. variance and spatial autocorrelation) can be calculated for individual segments, this information may also be useful for assessing local segmentation quality.

In this study, a global unsupervised segmentation evaluation method similar to that of Espindola et al. (2006) and Kim et al. (2008) is used for scoring and ranking multiple image segmentations of a heterogeneous residential area. We chose to use an unsupervised evaluation method because it does not require a reference digitization or expert knowledge of the landscape, and because intra- and inter-segment heterogeneity information may be useful for assessing local segmentation quality (i.e. local over- and under-segmentation) as well as global segmentation quality. Unlike previous studies, we (1) validate that the unsupervised evaluation method used is a good indicator of segmentation quality by scoring and ranking a reference digitization as well, (2) test the use of three spectral bands (NIR, red, and green) for calculating “goodness” scores, rather than just the NIR band, and (3) refine the optimal single-scale segmentation using local heterogeneity statistics. The optimal single-scale segmentation is refined by (a) further segmenting under-segmented regions at finer scales, and (b) merging over-segmented regions with spectrally similar adjacent regions that are also over-segmented. The proposed methods may be able to overcome some of...
the limitations of traditional single-scale segmentation methods (many segments are under- or over-segmented) and multi-scale methods (somewhat subjective, reliant on expert knowledge of the study area).

2. Study area and data

For this study, a 30 cm resolution, color infrared (CIR) digital aerial orthoimage (flight date: Dec 31, 2008) of Broward County, Florida, USA, was obtained from the Broward County Property Appraiser. The digital orthoimage contained information for the NIR, red, and green spectral bands. A 150 m × 150 m (500 × 500 pixel) subset of a residential area, shown in Fig. 1, was chosen as the study area because it contains many different types of land cover within a small area (buildings, light pavement, dark pavement, trees, grass, hedges, shadow, and water). The relatively small size of the scene allowed for a reference digitization, used for testing the unsupervised evaluation method, to be created in a reasonable amount of time.

3. Methods

3.1. Image segmentation

Image segmentation was performed in Definiens Professional 5 using the “Multi-resolution Segmentation” algorithm. The segmentation procedure starts with one-pixel objects and merges similar neighboring objects together in subsequent steps until a heterogeneity threshold, set by a “scale parameter”, is reached (Benz et al., 2004). Other segmentation parameters include: (1) which bands to use for the segmentation and their relative weights, and (2) color/shape and smoothness/compactness weights. For additional information regarding the segmentation algorithm, readers are encouraged to refer to Benz et al. (2004).

For this study, all spectral bands were used and given equal weight for image segmentation. A series of segmentations was performed using 25 different scale parameters, ranging from 10 to 250 at an interval of 10, so that the landscape could be analyzed at many different scales. The remaining segmentation parameters (color/shape, smoothness/compactness) were left at their default values. Mean spectral values and variance for each spectral band were calculated for all segments. All of the segmented images were then exported as polygon shape files for further analysis in ArcGIS 9.3. For an overview of the methods used in this study, see Fig. 2.

3.2. Identifying optimal image segmentation scale

To evaluate segments generated at each scale, global intra- and inter-segment “goodness measures” were calculated. The optimal image segmentation scale was defined as the scale that maximized intra-segment homogeneity and inter-segment heterogeneity. At this optimal scale segments should, on average, be internally uniform and significantly different from their neighbors. These criteria fit with what is generally accepted as a good segmentation for natural images (Zhang et al., 2008).

---

Fig. 2. Overview of the methods used in this study.
The global intra-segment goodness measure that we used was variance, weighted by each segment’s area, calculated in Eq. (1) as:

$$\frac{\sum_{i=1}^{n} a_i \cdot v_i}{\sum_{i=1}^{n} a_i}$$

where \(v_i\) is the variance and \(a_i\) is the area of segment \(i\). Variance was chosen as the intra-segment goodness measure because segments with low variance should be relatively homogeneous. Weighted variance \((w_{\text{Var}})\) was used for the global calculation so that large segments have more of an impact on global calculations than small ones.

The inter-segment global goodness measure used was Global Moran’s \(I\), a spatial autocorrelation metric which measures, on average, how similar a region is to its neighbors (Fotheringham et al., 2000). We chose to use Moran’s \(I\) because it is a reliable indicator of statistical separation between spatial objects (Fotheringham et al., 2000), and was found to be a good indicator of segmentation quality in previous segmentation evaluation studies (Espindola et al., 2006; Kim et al., 2008). For this study, Global Moran’s \(I(MI)\) was calculated using the formula in Eq. (2):

$$MI = \frac{n \sum_{j=1}^{n} \sum_{i=1}^{n} w_{ij} (y_i - \overline{y}) (y_j - \overline{y})}{\sum_{i=1}^{n} (y_i - \overline{y})^2 \sum_{j=1}^{n} \sum_{i=1}^{n} w_{ij}}$$

where \(n\) is the total number of regions, \(w_{ij}\) is a measure of the spatial proximity, \(y_i\) is the mean spectral value of region \(R_i\), and \(\overline{y}\) is the mean spectral value of the image. Each weight \(w_{ij}\) is a measure of the spatial adjacency of regions \(R_i\) and \(R_j\). In this study, only adjacent regions (i.e. regions sharing a boundary) were considered for the Moran’s \(I\) calculation, so if regions \(R_i\) and \(R_j\) are neighbors, \(w_{ij} = 1\), otherwise, \(w_{ij} = 0\). Low Moran’s \(I\) values indicate high inter-segment heterogeneity, which is desirable for an image segmentation.

For all image segmentations, both goodness measures were calculated for each of the three spectral bands. To allow for the intra-segment and inter-segment goodness measures to be considered equally, both were rescaled to a similar range \((0–1)\) using the normalization formula in Eq. (3):

$$\frac{(X - X_{\text{min}})}{(X_{\text{max}} - X_{\text{min}})}$$

where \(X_{\text{min}}\) and \(X_{\text{max}}\) are the minimum and maximum value of weighted variance or Moran’s \(I\) for a spectral band. The normalization equation caused segmentations with low weighted variance or Moran’s \(I\) to have normalized values relatively close to zero. Since low variance and low spatial autocorrelation are desirable, low normalized values indicate better results. To assign an overall “Global Score” \((GS)\) to each image segmentation, the normalized weighted variance and Moran’s \(I\) values were combined using the formula in Eq. (4):

$$GS = V_{\text{norm}} + MI_{\text{norm}}$$

where \(V_{\text{norm}}\) is the normalized weighted variance and \(MI_{\text{norm}}\) is the normalized Moran’s \(I\). This calculation is similar to the method used by Espindola et al. (2006). In Espindola et al. ‘s study, values were only calculated for the NIR band. However, since there may be useful data in the other bands as well, we calculated the GS values for each spectral band individually, and used the average GS of the three bands \((\text{NIR GS} + \text{red GS} + \text{green GS})/3\) to identify the best single-scale segmentation. Using the average GS allowed for all three bands to have an equal influence on the segmentation evaluation. The optimal segmentation was identified as the one with the lowest average GS, because at this level there is the lowest combined weighted variance and spatial autocorrelation for the three spectral bands.

### 3.3. Reference digitization

A reference digitization of the entire image was also created manually in ArcGIS 9.3. Pixels in the study area image were assigned to the reference polygon that they had the greatest area inside of, and mean values and weighted variance for all three spectral bands were calculated for each reference polygon. The reference digitization, shown in Fig. 3, was used to test the unsupervised segmentation evaluation method used in this study. In theory, the reference digitization should score very well (low GS) since expert knowledge of the study area was required to create it. If the reference digitization does not receive a good score, the evaluation method may not be effective for judging segmentation quality.

### 3.4. Refining under-segmented regions

The optimal single-scale segmentation was defined as the scale at which the lowest average GS was achieved. However, even at this optimal scale, upon a visual inspection it was clear that many segments were still under- or over-segmented. To refine the optimal single-scale segmentation by reducing under-segmentation, local intra- and inter-segment heterogeneity statistics were used to identify under-segmented regions and segment them again at finer scales.

Regions considered for further segmentation were those with high intra- and inter-segment heterogeneity. These segments are likely to contain more than one type of land cover because they are heterogeneous internally, and they should not be over-segmented already since they are very different from their neighbors. To identify the regions that needed to be segmented at smaller scales, local intra- and inter-segment heterogeneity statistics were calculated for each segment. Variance was used as the intra-segment heterogeneity statistic, and the inter-segment heterogeneity statistic chosen was Local Moran’s \(I\) (Anselin, 1995), a decomposed form of Moran’s \(I\) that measures spatial autocorrelation for each segment, calculated using the formula in Eq. (5):

$$I_i = \sum_{j \neq i} w_{ij} z_i z_j$$

where \(z_i\) and \(z_j\) are in deviations from the mean. Only neighboring segments were considered for calculations, so \(w = 1\) for neighboring segments, and \(w = 0\) for all other segments. We chose to use variance and Local Moran’s \(I\) to measure local intra- and...
inter-segment heterogeneity because they were quite similar to the global measures used to calculate the GS values.

Variance and Local Moran’s I values were normalized for each spectral band using the normalization equation from Eq. (3), and a heterogeneity index ($H$) was created to assign a heterogeneity value to each segment, using the formula in Eq. (6):

$$H = \frac{(n\text{Var} - n\text{MI})}{(n\text{Var} + n\text{MI})}$$

where $n\text{Var}$ is the normalized variance and $n\text{MI}$ represents normalized Moran’s $I$ values.

$H$ values range from $-1$ to $1$, with values close to $1$ indicating high variance and low Moran’s $I$. To combine the information from all three spectral bands, average three-band $H$ values were also calculated $\left(\frac{\text{NIR } H + \text{red } H + \text{green } H}{3}\right)$. High average $H$ values indicate segments with high overall intra- and inter-segment heterogeneity. Visually inspecting segments with high average $H$ values, we found that they tended to consist of a mixture of land cover with different spectral characteristics, causing them to be heterogeneous internally, and significantly different from their neighbors. Several thresholds were tested for selecting regions with the highest average $H$ values, because it was unknown beforehand which threshold would produce the best results. For this study, we tested four different thresholds, the top 5%, 10%, 15%, and 20% of segments. Polygon boundaries of these selected segments were used to extract the regions in the image that needed to be merged with similar neighbors. These extracted image regions are shown in Fig. 5.

Adjacent over-segmented regions were combined using the “Spectral Difference” algorithm in Definiens Professional 5. This algorithm merges neighboring segments together according to their mean layer intensity values. Segments are merged if the difference in layer mean intensities is below the value specified in the user input “Spectral Difference” parameter, and is used to refine existing segmentation results by merging regions with similar values produced by previous segmentations (Definiens, 2006). For this study, all three spectral bands were given equal weight for the Spectral Difference segmentation, and five different Spectral Difference parameters were tested for merging segments (10, 20, 30, 40, and 50). All neighboring over-segmented regions were merged when the Spectral Difference parameter of 50 was used, so we stopped performing spectral difference segmentations at this point. The refined segments were combined with the remaining segments from the optimal two-scale segmentation using the “Merge” tool in ArcGIS 9.3. As detailed later, this process led to the creation of 24 two-scale image segmentations. GS values were calculated for each of the two-scale segmentations in order to compare the scores to those calculated for the single-scale segmentations.

3.5. Refining over-segmented regions

To reduce over-segmentation, average $H$ values were also used to select the least homogeneous segments from the optimal single-scale segmentation. These segments should be quite homogeneous internally, and very similar to their neighbors. This high degree of similarity both within itself and with neighboring segments indicates the segment and its neighbor(s) are likely to be parts of the same ground feature. For this study, we tested four different $H$ value thresholds for selecting these homogeneous segments (lowest 5%, 10%, 15%, and 20% of segments), and the polygon boundaries for these segments were used to extract the regions in the image that needed to be merged with similar neighbors. These extracted image regions are shown in Fig. 5.

Adjacent over-segmented regions were combined using the “Spectral Difference” algorithm in Definiens Professional 5. This algorithm merges neighboring segments together according to their mean layer intensity values. Segments are merged if the difference in layer mean intensities is below the value specified in the user input “Spectral Difference” parameter, and is used to refine existing segmentation results by merging regions with similar values produced by previous segmentations (Definiens, 2006). For this study, all three spectral bands were given equal weight for the Spectral Difference segmentation, and five different Spectral Difference parameters were tested for merging segments (10, 20, 30, 40, and 50). All neighboring over-segmented regions were merged when the Spectral Difference parameter of 50 was used, so we stopped performing spectral difference segmentations at this point. The refined segments were combined with the remaining segments from the optimal two-scale segmentation using the “Merge” tool in ArcGIS 9.3, which led to the creation of several three-scale image segmentations. GS values were calculated for all of the three-scale segmentations and compared with those for the single- and two-scale segmentations to see which segmentation performed best.
4. Results and discussion

4.1. Identifying the optimal image segmentation scale

As the scale parameter increased for the single-scale image segmentations, weighted variance tended to increase and Global Moran’s I tended to decrease for each spectral band, as shown in Table 1. This means that as the average size of segments increased, segments tended to consist of more dissimilar pixels, and became less similar to neighboring segments. These results were similar to results from the Espindola et al. (2006) study, which also observed an increasing trend in global variance, and a generally decreasing trend in Moran’s I as the average size of segments increased. However, our findings are somewhat different than those from the study conducted by Kim et al. (2008), which found that variance tended to level off, and Global Moran’s I was lowest at the optimal segmentation scale. This may have been because the study area investigated by Kim et al. (2008) was a more homogeneous forest scene, in which the spectral values for the different types of land cover were quite similar. Our study and the study conducted by Espindola et al. (2006) both investigated more heterogeneous urban areas, where different types of land cover can have very different spectral characteristics. In these more heterogeneous environments, variance will likely continue to increase as segmentation scale increases, and Moran’s I will continue to decrease until segments become large enough to contain a mixture of many different types of land cover. Once all segments become mixed, spatial autocorrelation should start to increase again. The segmentation scale at which this happens is larger than any of the segmentation scales investigated in this study, and will not occur until the image is significantly undersegmented.

Comparison of GS values for all single-scale segmentations showed that the image segmentation performed using a scale parameter of 70 had the lowest average GS (0.623), as shown in Fig. 6. GS values for all three spectral bands were also lowest using the scale parameter of 70, as shown in Table 1. These results indicate that for the segmentation performed using the scale parameter of 70, segments are, on average, most homogeneous internally and most different from their neighbors. Since that fits with the widely-accepted definition of what constitutes a good segmentation, this segmentation was chosen as the optimal single-scale segmentation.

To assess whether or not the GS values used to evaluate the image segmentations are actually a good indicator of segmentation quality, the GS values calculated for the reference digitization were compared with GS values for the image segmentations. Since manual digitization of an image by professionals is generally accepted to be more accurate than automated segmentations, the reference digitization should have a good score if the GS is an accurate indicator of segmentation quality. When we compared the GS values of the individual spectral bands and the three-band average GS values calculated for the image segmentations with the reference digitization’s GS values, we found that for the NIR band, the reference digitization performed better than all of the image segmentations. This suggests that the GS values for the NIR band were a good indicator of segmentation quality. The average three-band GS[(NIR GS + green GS + red GS)/3] of
0.623 was very close to the reference GS value of 0.628, which indicates a generally good result as well. However, for the red and green bands, the reference digitization had significantly higher GS values than many of the image segmentations, as shown in Table 1. To identify some possible reasons why this occurred, we investigated the statistics for several of the polygons from the reference digitization. We found that for the red and green spectral bands, building rooftops, which made up many of the larger segments in the reference digitization, tended to have higher variance in the red and green bands than for the NIR band. This occurred because shaded pixels within the rooftops had much lower brightness values than non-shaded pixels for the red and green bands, while for NIR band the difference in brightness was not as great. For this reason, the weighted variance calculated was relatively high for both the red and green bands in the reference digitization, and affected the GS values for these two bands. Further investigation of the red and green spectral bands showed that different types of vegetation (trees, grass, hedges) had very similar spectral values. Since different types of vegetation were all segmented separately in the reference digitization, there was a higher degree of spatial autocorrelation between neighboring vegetation segments in the red and green bands of the reference digitization, which also affected the GS values calculated for these two bands. According to these findings, in future studies it may be better to use just the NIR band for the segmentation evaluation, or at least weight it more heavily. For this study, we continue to report the average three-band GS values, but also report GS values for individual spectral bands as well.

4.2. Refined under-segmented regions

Of the two-scale segmentations, the best results were achieved when 20% of segments (56 out of the 280 total segments) with the highest $H$ values from the optimal single-scale segmentation were re-segmented at a scale of 50. Results for each of the two-scale segmentations are shown Table 2. The average GS value for the optimal two-scale segmentation was 0.595, which was better than the optimal single-scale value of 0.623. In fact, the average GS values for all three spectral bands from the optimal two-scale segmentation were better than those from the optimal single-scale segmentation. Visually comparing the optimal single- and two-scale segmentations, it is also clear that the two-scale method was better able to segment smaller objects of interest (e.g. small trees, hedges) without causing additional over-segmentation of larger objects, such as buildings, as shown in Fig. 7.

The average GS of the optimal two-scale segmentation (0.595) was also lower than that of the reference digitization (0.628). However, when GS values for each spectral band were investigated individually, we found that the NIR GS for the reference digitization (0.519) was still much better than that of the two-scale digitization (0.578), but the GS values of the other two bands caused the reference segmentation to have a higher average GS. Since the reference digitization is expected to outperform the computer-generated segmentations, this again suggests that for future studies it may be better to use the NIR band alone for the purpose of segmentation evaluation, or at least weight it more heavily than the green and red bands. For our study, since the segmentation with the lowest average GS value was also the one with the lowest GS value for the NIR band, using the average GS instead of using that of the NIR band alone did not affect our results.

4.3. Refined over-segmented regions

For the three-scale segmentations, the lowest average GS was achieved when the least heterogeneous 20% of segments (56 segments) from the single-scale segmentation were put through a region merging process in Definiens Professional using a”Spectral Difference” parameter of 30 or 40 (both produced identical results). In fact, the GS values for all three spectral bands were lowest for this segmentation. Results for all of the three-scale segmentations are shown in Table 3. The procedure for combining the three different groups of segments (original segments, refined
Table 2
GS values for all two-scale segmentations. Under-segmented regions from the optimal single-scale segmentation were segmented again at finer scales. The optimal two-scale segmentation is highlighted. Reference and optimal single-scale segmentation statistics are also shown and highlighted to allow for comparison. Best results were obtained when 20% of segments from the single-scale segmentation were further segmented using a scale parameter of 50.

<table>
<thead>
<tr>
<th>% of segments selected for further segmentation</th>
<th>Scale parameter</th>
<th>NIR band global score (GS)</th>
<th>Red band global score (GS)</th>
<th>Green band global score (GS)</th>
<th>Three-band average global score (GS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>10</td>
<td>0.920</td>
<td>0.8445</td>
<td>0.852</td>
<td>0.872</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.721</td>
<td>0.665</td>
<td>0.674</td>
<td>0.687</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.668</td>
<td>0.641</td>
<td>0.649</td>
<td>0.653</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>0.637</td>
<td>0.623</td>
<td>0.629</td>
<td>0.630</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.624</td>
<td>0.621</td>
<td>0.625</td>
<td>0.623</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>0.606</td>
<td>0.623</td>
<td>0.623</td>
<td>0.618</td>
</tr>
<tr>
<td>10%</td>
<td>10</td>
<td>0.941</td>
<td>0.873</td>
<td>0.881</td>
<td>0.898</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.723</td>
<td>0.677</td>
<td>0.687</td>
<td>0.695</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.649</td>
<td>0.633</td>
<td>0.629</td>
<td>0.637</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>0.624</td>
<td>0.612</td>
<td>0.620</td>
<td>0.619</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.607</td>
<td>0.606</td>
<td>0.613</td>
<td>0.609</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>0.597</td>
<td>0.613</td>
<td>0.616</td>
<td>0.609</td>
</tr>
<tr>
<td>15%</td>
<td>10</td>
<td>0.976</td>
<td>0.900</td>
<td>0.905</td>
<td>0.927</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.743</td>
<td>0.706</td>
<td>0.713</td>
<td>0.720</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.646</td>
<td>0.645</td>
<td>0.652</td>
<td>0.647</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>0.614</td>
<td>0.612</td>
<td>0.620</td>
<td>0.615</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.601</td>
<td>0.608</td>
<td>0.614</td>
<td>0.608</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>0.587</td>
<td>0.619</td>
<td>0.621</td>
<td>0.609</td>
</tr>
<tr>
<td>20%</td>
<td>10</td>
<td>0.961</td>
<td>0.890</td>
<td>0.897</td>
<td>0.916</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.734</td>
<td>0.705</td>
<td>0.710</td>
<td>0.717</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.623</td>
<td>0.637</td>
<td>0.643</td>
<td>0.634</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>0.595</td>
<td>0.601</td>
<td>0.611</td>
<td>0.602</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.578</td>
<td>0.600</td>
<td>0.608</td>
<td>0.595</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>0.582</td>
<td>0.618</td>
<td>0.623</td>
<td>0.607</td>
</tr>
<tr>
<td>0% (Single-scale segmentations)</td>
<td>70</td>
<td>0.610</td>
<td>0.629</td>
<td>0.629</td>
<td>0.623</td>
</tr>
<tr>
<td></td>
<td>Reference</td>
<td>0.519</td>
<td>0.665</td>
<td>0.698</td>
<td>0.628</td>
</tr>
</tbody>
</table>

Fig. 7. Subset of the image showing the optimal single-scale segmentation (a) and the optimal two-scale segmentation (b). Polygon boundaries are shown in white. Using multiple scales allowed for vegetated and dark pavement regions to be better segmented without causing the building to be over-segmented. The building shown here is the top, center building in the study area image shown in Fig. 1.

under-segmented regions, refined over-segmented regions) to create the final three-scale segmentations is shown in Fig. 8. The average GS value for the optimal three-scale segmentation was 0.574, which was significantly better than both the optimal single-scale (0.623) and two-scale (0.595) scores. When the GS values for each spectral band in the optimal three-scale segmentation were inspected individually, all three were found to have scores better than those than in the optimal single-scale and two-scale segmentations. Visual inspection of region boundaries before and after the Spectral Difference segmentation, shown in Fig. 9, also indicates an improvement in segmentation quality. The GS values for the three-scale segmentation were better than those of the reference digitization for all but the NIR spectral band, which had a GS value of 0.568 compared to the 0.519 score of the reference digitization. So, once again, the GS values for the red and green bands caused the reference digitization’s average GS to be higher than that of the three-scale segmentation, and the GS for the NIR band was the best indicator of segmentation quality.

4.4. Importance of input data in segmentation

We found the spectral information from the digital orthoimagery to be useful for image segmentation. However, it may also be beneficial to incorporate non-spectral information, such as image texture, as input layers for segmentation (Ryherd and Woodcock, 1996). In recent studies, Lucieer and Stein (2005) used texture images created from a LiDAR digital surface model as input for segmentation in order to identify coastal landform objects, and
Table 3

GS values for all three-scale segmentations. Neighboring over-segmented regions from the optimal single-scale segmentation were merged using the “Spectral Difference” algorithm in Definiens Professional. Results for the optimal three-scale segmentation are highlighted. There were no adjacent segments when the 5% $H$ threshold was used, so no Spectral Difference segmentation was performed for this threshold. We stopped performing the Spectral Difference segmentation once all neighboring segments had been merged.

<table>
<thead>
<tr>
<th>% of Segments selected for further region merging</th>
<th>&quot;Spectral difference&quot; parameter</th>
<th>NIR band global score (GS)</th>
<th>Red band global score (GS)</th>
<th>Green band global score (GS)</th>
<th>Three-band average global score (GS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>10</td>
<td>0.579</td>
<td>0.595</td>
<td>0.603</td>
<td>0.592</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.576</td>
<td>0.590</td>
<td>0.596</td>
<td>0.587</td>
</tr>
<tr>
<td>15%</td>
<td>10</td>
<td>0.579</td>
<td>0.595</td>
<td>0.603</td>
<td>0.592</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.575</td>
<td>0.587</td>
<td>0.594</td>
<td>0.585</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.573</td>
<td>0.583</td>
<td>0.592</td>
<td>0.583</td>
</tr>
<tr>
<td>20%</td>
<td>10</td>
<td>0.577</td>
<td>0.593</td>
<td>0.603</td>
<td>0.591</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.573</td>
<td>0.582</td>
<td>0.591</td>
<td>0.582</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.568</td>
<td>0.572</td>
<td>0.584</td>
<td>0.574</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>0.568</td>
<td>0.572</td>
<td>0.584</td>
<td>0.574</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.571</td>
<td>0.578</td>
<td>0.594</td>
<td>0.581</td>
</tr>
</tbody>
</table>

Fig. 8. Refined under-segmented regions (a) and over-segmented regions (b) merged with the remaining regions from the optimal single-scale segmentation using the “Merge” tool in ArcGIS 9.3 (c). The result is a segmented image consisting of segments generated at three different scales (d).

Fig. 9. Over-segmented regions, defined in this case as the 20% of segments from the optimal single-scale segmentation with the lowest heterogeneity ($H$) values, (a) and the same regions after refinement using a “Spectral Difference” parameter of 30 or 40 (b). Canal (left-bottom polygon) and building rooftops better represent real-world objects in the refined segmentation.
Kim et al. (2010) found that incorporating texture and topographic variables for segmentation in addition to spectral information led to higher accuracy for vegetation classification than the use of spectral information alone. For future research, it may be interesting to incorporate additional non-spectral information as input for image segmentation to see if segmentation quality improves.

5. Conclusion

In this study, an unsupervised image segmentation evaluation method similar to those used in other recent studies (Espindola et al., 2006; Kim et al., 2008, 2009) was employed to score and rank the quality of several image segmentations of a residential area. We also created and computed GS values for a reference digitization in order to validate that this segmentation evaluation method is a good indicator of image segmentation quality. Since the reference digitization received a good score (low GS), we deemed this evaluation method a reliable indicator of segmentation quality.

We tested the use of all three spectral bands for the segmentation evaluation, but found that the NIR band was most useful for evaluation purposes. In our study, using the three-band average GS value rather than just using the NIR GS value alone did not really have an impact on which segmentations were chosen as the optimal segmentations, since the single-, two-, and three-scale segmentations with the lowest average GS values also had the lowest GS values for the NIR band. However, for future studies, it may be more useful to use the NIR band alone for segmentation evaluation, or to increase its weight in calculations.

We also found that refining an image segmentation using local statistics (Local Moran’s I and variance) can improve global segmentation quality. A heterogeneity index (H), which took into account these local statistics, was able to identify regions that were under-segmented and over-segmented in the optimal single-scale image segmentation. These regions were refined by segmenting under-segmented regions at finer scales and merging over-segmented regions with spectrally similar neighbors that were also over-segmented. The methods used in this study were able to overcome some of the limitations of traditional single-scale segmentation approaches (many features are under- or over-segmented) and multi-scale methods (scales chosen are somewhat subjective and reliant on expert knowledge of the study area).

We selected H thresholds ranging from 5%–20% of segments to be used for refining under- and over-segmented regions, but results may continue to improve if additional thresholds are considered. The final segmented image was created by combining segments generated using three different segmentation scales, but the methods from this study can be used progressively to incorporate additional scales by further segmenting/merging the under- and over-segmented regions in the optimal three-scale segmentation, and so on. Using additional scale parameters, modifying other segmentation parameters (depending on the software used for segmentation), and incorporating non-spectral information may improve segmentation quality as well.

In future studies, we will test how well the methods developed work in a more homogeneous natural area, and a larger urban area containing additional types of land use and land cover. In addition, the ultimate goal of improving image segmentation quality is typically to obtain a more accurate image classification. In this paper, we focused only on improving segmentation quality. We worked under the assumption that, as past studies have found (Dorren et al., 2003; Kim et al., 2009), improvement in segmentation quality will result in higher classification accuracy because higher quality segments have more accurate statistics (mean spectral values, size, shape, etc.). However, in the future we plan to compare image classification accuracy before and after segmentation refinement in order to quantify the impact that segmentation refinement has on classification accuracy.
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