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CLOUD COMPUTING 2021

Forward

The Twelfth International Conference on Cloud Computing, GRIDs, and Virtualization (CLOUD
COMPUTING 2021), held on April 18 - 22, 2021, continued a series of events targeted to prospect the
applications supported by the new paradigm and validate the techniques and the mechanisms. A
complementary target was to identify the open issues and the challenges to fix them, especially on
security, privacy, and inter- and intra-clouds protocols.

Cloud computing is a normal evolution of distributed computing combined with Service-oriented
architecture, leveraging most of the GRID features and Virtualization merits. The technology foundations
for cloud computing led to a new approach of reusing what was achieved in GRID computing with
support from virtualization.

The conference had the following tracks:

 Cloud computing

 Computing in virtualization-based environments

 Platforms, infrastructures and applications

 Challenging features

Similar to the previous edition, this event attracted excellent contributions and active participation from
all over the world. We were very pleased to receive top quality contributions.

We take here the opportunity to warmly thank all the members of the CLOUD COMPUTING 2021
technical program committee, as well as the numerous reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors that dedicated much of their time and effort to contribute to CLOUD COMPUTING 2021. We
truly believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

Also, this event could not have been a reality without the support of many individuals, organizations and
sponsors. We also gratefully thank the members of the CLOUD COMPUTING 2021 organizing committee
for their help in handling the logistics and for their work that made this professional meeting a success.

We hope that CLOUD COMPUTING 2021 was a successful international forum for the exchange of ideas
and results between academia and industry and to promote further progress in the area of cloud
computing, GRIDs and virtualization.
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IT Security of Cloud Services and IoT Devices in Healthcare
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Abstract—The continuous evolution of new technologies is
going to rapidly transform several sectors. A widespread hy-
pothesis claims that especially the healthcare sector will undergo
a drastic transformation with the integration of medical Internet
of Things (IoT) devices. The use of medical IoT devices results
in the implementation of necessary medically approved hard-
ware, software and attached cloud services. This leads to new
Information Technology (IT) security challenges and demands for
new IT security concepts. This paper aims to identify upcoming
security challenges by researching existing IT security guidelines
targeting network-connected medical IoT devices, their users and
the attached cloud services in homecare and integrated care.

Keywords—Internet of Things; healthcare; medical IoT; cloud
services.

I. INTRODUCTION

According to the Check Point Software Technologies Ltd.
Security Report from 2020, more than 90 percent of companies
use cloud services, with 67 percent of security departments
complaining about a lack of transparency in their cloud
infrastructure and compliance. The number of attacks on cloud
services has increased in 2019 and is expected to continue
rising in the following years. Above all, the incorrect configu-
ration of cloud systems is identified to be a major problem [1].
Additionally, the number of active connections to the Internet
of Things (IoT) will grow worldwide from 8.74 million in
2020 to 25.44 million in 2030 [2].

The benefits of more devices and cloud services will ensure
a high potential for innovation especially in the healthcare
sector. However, this also increases the risk of attacks. The
healthcare sector is an area where particularly sensitive infor-
mation is stored and processed. In this field, digitization is
seen as a key factor for growth and the opportunity for mod-
ernization. Although Germany only ranks second to last when
it comes to digitization in the healthcare system compared to
other European countries, there is a noticeable change in the
market [3]. Further digitization in the health sector will lead to
more extensive exchange of sensitive patient data. Since the
data requires special protection, the IT security has to be a
major focus point.

This paper will describe some of the specific security
considerations that need to be made in the healthcare branch
when using IoT devices and cloud services. There are some
specifics that need to be highlighted in this industry. In Section
II, an overview of the status quo concerning IT security
for medical applications is provided. Initial analysis of IoT

devices and cloud services are presented in Sections III and
IV, respectively. Both sections go into more detail specifically
for the use cases homecare and integrated care. It shows the
different special conditions of the environment from the IT
security perspective. This can be used as a blueprint for dealing
with cloud services and IoT devices in the healthcare sector.

II. RECENT WORK IN MEDICAL IT SECURITY

With the current Covid-19 pandemic, it is obvious that
the healthcare sector is forced to transform itself and adopt
new telecommunication technologies more quickly. Therefore,
medical IoT device manufacturers are eager to evolve their
current hardware and develop additional cloud services, which
can already be seen in the rapid digitization of the industrial
sector. This trend raises several IT security challenges. Firstly,
as mentioned with the development of medical IoT devices,
manufacturers are trying to enlarge their business offerings
by developing digital services. Secondly, it is obvious that
due to financial restrictions medical healthcare facilities are
going to integrate their out-of-date medical inventory into their
existing IT infrastructure. It is obligatory to note that such
devices were never designed to operate in an IoT network,
therefore, lacking the required security design to operate
in this environment. Additionally, for most older medical
devices the original manufacturers either never intended to
provide updates from the beginning or stopped doing so. The
previously mentioned thoughts clearly illustrate upcoming vul-
nerabilities. As a consequence, several institutes and enclosed
working groups are aiming to guide and regulate medical
device manufacturers. An example for a guiding group is the
Medical Device Coordination Group (MDCG) established by
Article 103 of Regulation (EU) 2017/745. They published
the “Guidance on Cybersecurity for medical devices” [4].
This Medical Device Directive represents a first basis of the
ongoing research when it comes to implementing IT security
in the field of network-connected medical devices. Also, the
International Medical Device Regulators Forum (IMDRF) is
investigating cyber threats and is aiming to "promote a globally
harmonized approach to medical device cybersecurity that
at a fundamental level ensures the safety and performance
of medical devices and encouraging information" in their
current work item "Medical Device Cybersecurity Guide" [5].
From a national perspective, the German Federal Office For
Information Security (BSI) recently published the reports of
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their research projects “Manipulation in Medical Products”
(ManiMed) and “Digitization in Care” (eCare). These docu-
ments contain recommendations for good IT security practices
for medical manufacturers. The publication “Cyber Security
Requirements for Network-Connected Medical Devices” [6]
provides detailed assistance to manufacturers in how identified
security threats can be reduced. Even if those concepts are de-
veloped, approved and implemented it is still vital to consider
how they are embedded into their specific environment. In
detail, it is important to differentiate the surroundings (e.g.,
private home, clinic, elderly home) into which medical IoT
devices will be integrated, the technical capabilities of the
targeted user and the individual IT landscape into which the
devices are integrated.

III. MEDICAL IOT

The Internet of Things is widely known as a landscape
of interconnected devices that collect, send and store data
over a network. After an initial setup, mostly no human-
to-human or human-to-computer interaction is required. In
contrast to classic devices, most IoT devices have features
known as smart functions, which means that they can access
information on the internet, as well as be accessed from
outside their local network. In general, two types of IoT
devices can be distinguished. While there are IoT devices
that require another device (such as a smartphone) in order
to establish a connection with the network indirectly, others
are connected directly. In order to use IoT devices, connections
between the devices are required. These connections can be
wired, such as Ethernet, or wireless, e.g., USB, Bluetooth,
5G networks, WiFi and Zigbee, that should be considered in
an IT security strategy. Especially in the field of healthcare,
specific requirements for certain devices are needed, e.g.,
connectors for an ECG have standard requirements regarding
safety (ANSI/AAMI EC53) [7]. A review of several guidelines
and standard literature reveals that the recommendations and
specifications are similar to each other and show almost no
contradiction. In this respect, different sources of information
are being used in this paper, which all have the same direction
in approaching the desired security level. The productive usage
of IoT devices has a variety of benefits. In relation to the health
sector, IoT devices can proactively foresee health conditions
and patients can be diagnosed, treated and monitored auto-
matically. IoT devices increase the transparency in tracking of
medical objects. Central management enables better visibility
for a large number of devices at the same time. This offers
an opportunity to relieve medical staff and let them focus
on their actual work on patients. As a consequence, hospital
stays can be reduced and re-admissions avoided [8]. However,
these interconnections represent potential security weaknesses.
In the following section potential threats concerning medical
IoT devices are discussed. The focus is on general advice
influenced by the top-level use cases homecare and integrated
care, which are explained in detail in Section III-A and III-B,
respectively.

First, a holistic security strategy must be created. This
strategy needs to include the overarching infrastructure of the
surrounding environment. It is crucial to distinguish whether
the environment is safe and controllable (e.g., hospital net-
work) or an unprotected area (e.g., in a patient’s home). In any
case, fine-grained access control mechanism and multi-level
user administration have to be part of the deployment strategy.
Otherwise, especially in unprotected surroundings, this could
be an easy gateway for data theft or data manipulation [6].
An investigation by the BSI of six medical products (e.g.,
senior tablet, emergency watch with fall detection, etc.) shows
that this has not been sufficiently taken into account so far.
These devices were examined for security vulnerabilities. The
bottom line remains: The IT security level of all devices is
critical, as moderate to severe weaknesses were identified,
which concludes that none of the devices were previously
subjected to an IT security test. None of the devices met the
requirements of ISO 27001 [9]. Since it is mostly sensitive
patient data, encrypted data transmission is essential. The
technical guideline TR-02102 of the BSI on cryptographic
procedures should be included in the strategy [6].

If the configuration is adapted to the environment, it must
be ensured that the specifications for secure implementation
are adhered to before commissioning. In concrete terms, this
means a separation of software units and the use of already
certified and, therefore, approved implementations instead of
in-house development of services or protocols. Before medical
IoT devices are put into operation, it has to be ensured that
the assignment of permissions is restricted by default. Only
the privileges necessary for operation should be allowed at its
lowest level.

After the devices have been configured and implemented,
an automated, auditable and controllable update function must
be offered in order to be able to close known vulnerabilities
as quickly as possible. Patches and updates for medical IoT
devices in Germany have to come from known and trustworthy
sources [10].

A. Medical IoT in Homecare

The term homecare describes the treatment of patients with
medical aids, dressings and medical diets at home or in nursing
homes [11]. In the context of this research, the focus is solely
on the applications at home. Products that are being used in
nursing homes will be addressed in the Section “Integrated
Care" below. In the homecare sector, various applications (e.g.,
wearables) can support the health system, such as remote
monitoring of health progress, improving self-management
of chronic conditions, early detection of anomalies, quick
identification of symptoms or compliance with medication
intake. However, the use of IoT equipment in a remote envi-
ronment requires a well thought out strategy to allow reaping
said benefits whilst neither compromising confidentiality nor
integrity.

First, the characteristics of the environment in which an IoT
device is to be deployed must be identified. This is necessary
in order to derive the precautions, which are needed for secure
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operation. The home networks of patients differ vastly in size,
complexity and given security. Devices of a home network
are unknown and can change at any time. Additionally, it
cannot be guaranteed that all network components within the
network are state-of-the-art and that their software is being
updated regularly. Therefore, the assumption of the worst case
scenario has to be made and a generic home network has to
be classified as a hostile environment. This requires thorough
security hardening of the used IoT devices. A certain secu-
rity level can be ensured by requiring relevant certifications
from the manufacturer, but there are still no specific medical
technical certifications, which completely fulfill the conditions
of medical surroundings. Another option would be to request
a penetration testing report from a well-known cyber security
company, but for most applications this is not a suitable option.
In practice this could lead to additional time and money, which
needs to be spent by the customer if the IoT manufacturer
cannot provide such a report by default. This can be justified
if the product is used in critical applications. It is therefore
highly dependent on the circumstances and the amount of risk
that needs to be mitigated. The customers themselves can also
proactively increase the network security independently of the
manufacturer. A safeguard is network segmentation, where the
goal is to completely separate the communication channels of
the IoT device from the traffic of the remaining home network.
The IoT device is then only able to communicate with its
intended communication partners and it cannot be accessed
from any other non-trusted network member.

Second, the consumer has to specify the expected benefits
and features the product of the manufacturer is supposed to
provide. The patients’ IT skills have to be taken into considera-
tion. Because a homecare provider has to provide their services
to the entire demographic and all social classes, IT knowledge
cannot be expected (e.g., elders). Therefore, the set up and
maintenance needs to be done by an expert and it should not
be possible for a patient to change any security parameters.
The specifications also allow identification of communication
interfaces which should be enabled or disabled. Reducing the
amount of possible communication paths minimizes the attack
surface. In the context of homecare this is even more important
because of the unsecured and unprotected environment.

B. Medical IoT in Integrated Care

Integrated care is not a well defined term [12]. In this
paper integrated care will be referred to as the aspiration to
optimize workflows within medical facilities with the help
of digitization and IoT. Such facilities could be hospitals,
nursing homes, medical offices or any other institutions in the
healthcare sector.

Deployment of an IoT device in an integrated care facility
needs to be well thought out. The IT security of the IoT
device itself must be guaranteed and a secure infrastructure
must be available. As with the homecare use case, the first
step is to determine how to integrate an IoT product into the
network. It is an advantage that the infrastructure, into which
a product is deployed, is completely under the customer’s

control. The customer might provide their patients with WiFi
access, for example, so these connections can be seen as
unknown members within the network. As a consequence, the
patients’ connection can be potential threats. But most of the
time network segmentation is in place to strongly separate
this kind of traffic from the internal communications of the
facility. Thus, the focus will only be on integrating IoT devices
into the closed off environment of the customer. From the
perspective of the IoT device the network can be seen as
a trusted environment. However, IoT devices themselves can
only be trusted to a certain degree. According to Check Point
Software Technologies Ltd. the risk of a data breach through
IoT is substantial. It is advisable to the customer to deploy
network segmentation in a way that the IoT device only has
access to the endpoints, which are needed for it to operate
[13].

Again, the specification of all needed features is the founda-
tion that allows for the derivation of the customer’s needed IT
know-how, as well as the product’s communication interfaces
required. The customer needs to determine if it is within the
capabilities of their staff to set up and maintain the IoT product
in question. This depends on the amount of work force and
knowledge available, as well as the complexity and number
of the products. Additionally, it needs to be ensured that only
system administrators are allowed to configure IT security
parameters. The staff which is responsible for handling the
device in operation then only requires the permission to
configure and start the product on a medical level. This is
particularly a problem in nursing homes, where there is often
neither the required IT knowledge nor enough staff.

IV. CLOUD SERVICES

In Section III, the focus was on the security of the IoT
device. In the following sections, the chain of communication
from an IoT device to its respective cloud services is going to
be analyzed. Hereby, a distinction between different types of
cloud services is going to be made. At last, the specifics of
integrated care as well as homecare are going to be discussed
as well.

When it comes to deploying IoT in any environment,
considering the device itself as part of the respective network
is necessary, but any relationships to the cloud services it is
connected to in order to provide either its intended functions
or additional features are also relevant. Similarities can be
drawn to the Industrial Internet of Things (IIoT). In the
IIoT, connections to different services are needed in order
provide firmware updates, receive sensor data, achieve remote
maintenance, perform analytics and other services [14]. Each
cloud service needs to fulfill specific tasks which can differ
vastly in complexity and the amount of data which is sent
or received over a certain period of time. Therefore, different
interfaces, protocols and connection types are needed in order
to ensure the desired functionality.

In the health sector an IoT device might be responsible
for monitoring vital data of a patient (e.g., heart rate and
blood pressure). The manufacturer might require a connection
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to their company servers in order to provide security and
feature updates on the fly. A second connection might go
to the infrastructure of the doctor or health personnel in
charge in order to receive the measurements of the sensor
for evaluation. Even more connections might be possible for
remote maintenance and other services. The work in [15] goes
into further detail on which applications might be possible
and how such a cloud platform might be implemented. It can
be seen that knowledge from industrial applications can be
used as a foundation to build on for healthcare use cases. The
main difference is that the handled information is far more
sensitive and the requirements for availability and stability are
far higher. In a worst case scenario a malfunction of the IoT
device might decide over life and death.

Three entry points can be identified where a malicious actor
might compromise security. The first being the connection
itself from a client to the cloud service. In the following
paragraph it is assumed that the way a connection is es-
tablished and maintained from the client to the cloud is
secure. This is justified because using common state of the
art technology, such as Transport Layer Security (TLS) or a
Virtual Private Networks (VPN), already ensures a high level
of security. Furthermore, it is not the objective of this paper
to evaluate common protocols or standards (e.g., Bluetooth).
What is left is the possibility for an attacker to disrupt the
connection, for example, with a Denial of Service (DOS)
attack. An interruption of communication does not necessarily
mean that a malicious actor is present. Other reasons might
be technical difficulties of the provider or power outages. It
is important for the customer to develop a process in which
it is defined how an unexpected interruption is supposed to
be handled. The maximum reaction time should be specified.
The reaction time is defined as the time difference between
the incident happening and the execution of the reaction.
Both the steps necessary to handle a security incident and
the maximum reaction time are highly dependent on the
products and services used as well as the severity of a potential
malfunction.

A second entry point might be the device itself. The ability
to compromise an IoT device has security implications on the
cloud services. Taking control of a device, which is connected
to a cloud service, must not lead to a security breach of
the cloud service. This can be achieved by minimizing the
permissions an IoT device has within the corresponding cloud
infrastructure. The provider of the cloud service is responsible
for these security measures. Taking a look at the example
of monitoring vital data mentioned above the device should
only be able to receive updates and send sensor data. When
receiving updates the only thing being sent by the device
should be the credentials to gain access to said updates. When
sending sensor data, only valid data sets are supposed to be
accepted by the cloud service. Should the cloud service accept
any malformed data sets or instructions, then security might
be at risk. Malicious instructions might be sent which were
not intended to be executed by design. Then the doors are
potentially open for privilege escalation attacks and much

more.
The last entry point is the cloud service itself for the

IoT devices. This is the most crucial component. A breach
of security in the cloud service not only puts at risk the
availability or confidentiality of a single device but of all
devices using that service. Additionally, other cloud services,
which are connected to the compromised instance, in order to
further process data, might be affected, too. Depending on the
use case the cloud service may require extensive hardening.
Guidelines and certifications help ensure the desired level of
security. Again, the number of measures that need to be taken
depends on the intended use cases and the requirements on
the different security goals.

A. Cloud Services in Homecare

As previously established in Section III-A a home network
is an inherently hostile environment, therefore, any connection
to it must be verified as thoroughly as possible. As a result,
each type of application that is supposed to be used in a
homecare scenario has to be set up with certain precautions
in order to provide a high level of security.

Three major homecare application types have been identi-
fied. First, there are management applications for staff in the
field. These services help nurses, doctors and other personnel
to manage and document every day tasks, patients’ health
records, schedule appointments and meetings as well as allow
them to use the available work force as efficiently as possible.
The second category is cloud applications that provide status
updates to the patients. Here patients get access to all infor-
mation related to their treatment. Additional features might be
the ability to request appointments or ask questions related
to the treatment directly online. The last and most important
category for this paper are cloud services, which are connected
to the medical IoT devices in the field. These services are
responsible for receiving the data that is being collected as
well as managing the devices by providing updates or doing
remote management tasks.

Management platforms for the nursing staff are very potent
tools when it comes to improving the quality of service. Be-
cause a staff member has access to the data of various patients
the attack surface needs to be as small as possible. This can be
done by only allowing managed work devices. These are then
able to establish a secure connection to the respective cloud
service. A secure connection might be realized with a VPN
tunnel. VPNs require competent IT staff in order to operate
securely. This has to be kept in mind when considering VPNs
as an option because if the required work force and know-
how is not present, such a solution will not be implemented
properly, leaving the connections vulnerable again.

Patients can be given online access to updates of their treat-
ments or the possibility to request appointments. In most cases
these services will be provided over a web interface. Securing
it can be a complex task because in the end it is a website
with access to patient data. It is important that the provider
follows good practices in web development in order to prevent
vulnerabilities such as the Open Web Application Security
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Project’s (OWASP) “Top 10 Web Application Security Risks”
[16]. Additionally, the amount of information provided to the
patient should be restricted to only what is of relevance to
them to limit the amount of information leaked in case of a
security breach.

When it comes to monitoring IoT devices, which might send
vital parameters to the nursing staff over a cloud service, either
in intervals or continuously, it is essential that the connection
to their respective platform is sufficiently encrypted and that
only authorized devices are allowed to send (and receive)
data. VPN tunnels might be an option, which allows the
connection from the medical applications to be separated from
all potentially malicious network traffic in a patient’s home.
However, even then the risk remains that an attack consumes
the complete bandwidth of the internet connection resulting in
a violation of availability.

Before integrating any of the three application types into
their productive IT infrastructure, the customer of the cloud
service needs to find out how the provider aims to prevent
attacks on their products. This is essential because then the
customer can compare the measures which have already been
taken to their own requirements and evaluate if the level of
security is sufficient for their needs.

B. Cloud Services in Integrated Care

In Integrated Care, the network that is supported by a cloud
service is completely owned and controlled by the customer.
Integrating a cloud service into one’s infrastructure can be
done in a way that both systems are more interlinked than
they would be otherwise. This allows for more possibilities
to optimize the workflows within the corresponding premises.
Due to the vast amount of possible applications in this context,
it is not feasible for this research to cover all possibilities in
a competent manner. Instead the focus is on the cloud as an
intermediary between IoT devices and the infrastructure of a
customer. Data is being sent by the IoT devices to the cloud,
where it is being stored to enable the staff of the customer to
retrieve the needed information.

In order to assess the necessary precautions that need to
be taken, two parameters are to be determined. First, finding
out how sensitive/valuable the data sets or assets are, which
need to be protected, is necessary. Second, it is important to
evaluate the amount of trust that can be given to a potential
cloud service provider. Both factors dictate to what extent
patient data needs to be protected. For example, if the collected
data contains location information of a patient and the service
provider is also known to offer commercial activity tracking
and other analytics services to customers it can be expected
that the service provider is interested in the data sets as well
for their own commercial profit [17]. It is then necessary to
encrypt the information given to the cloud service provider in
order to prevent sensitive information to be leaked to unwanted
third parties. An approach where this has been put into practice
can be seen in [18] and [19].

Optimally, a zero trust policy is to be established, where
access to patient data is only granted to staff who need insight

into the data for operation. Due to resource limitations this can
not always be put into practice. It is vital for the customer to
build a legal framework, where the cloud service provider can
be held responsible for neglecting the security of patient data.
This should be done in two ways. First, it has to be ensured
that the cloud service provider is a trusted and certified entity,
where the required know-how exists to provide comprehensive
security and service. Certifications such as ISO 27001 are good
indicators as to whether the potential service provider takes
their information security seriously. Additionally, the customer
should not only define the measures that need to be taken by
the provider to protect the data from leaks to third parties in
a written agreement, but should also record what the cloud
service provider is allowed or restricted to do with the stored
data. This should be done to avoid any unwanted analytics
done by the cloud service provider, which could potentially
leak sensitive patient data unwillingly. Finally, security and
privacy audits should be carried out on a regular basis.

V. 5G4HEALTHCARE

The mentioned use cases homcare and integrated care are
also the main focus of the research project 5G4Healthcare
funded by the German Federal Ministry of Transport and Dig-
ital Infrastructure. Its goal is to explore the effectiveness and
efficiency of healthcare services to derive recommendations for
scalable solutions with the help of 5G technology. IT security
is a crucial workstream within the project. So far, medical
technologies (e.g., mobile ultrasound devices, televisit trolleys,
medical robots) have been purchased within the project and
are being examined with regard to IT security. The results
of the investigations are still pending. However, due to the
sensitive data, the relevance of IT security is high, since simply
changing medium of communication does not guarantee higher
security, which could be a misconception due to the novelty
of the 5G technology.

Concept

Implementation

Evaluation

Recommendation for Action

Initial IdeaHomecare Integrated Care

First Milestone

Second Milestone

Scenario Scenario

Figure 1. Workflow of a test scenario used by the 5G4Healthcare research
project.
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As can be seen in Figure 1, application scenarios are
designed for the two use cases integrated care and homecare
(phase 1), implemented in model form (phase 2) and tested
and evaluated (phase 3). A platform based on 5G will be
established, that enables testing and evaluation of digital appli-
cations in living labs (real-world environments) and test beds.
So far it turned out that 5G applications in healthcare must
meet essential requirements such as reliability, availability and
confidentiality for rapid and high-volume data transmission.
5G enables the continuously increasing capacities of digital
applications in terms of bandwidth, availability and latency,
which are prioritized differently depending on the application.
Most of the products used in the test scenarios are IoT
devices with their associated cloud services. These scenarios
demand for extensive security evaluation in parallel to the main
objective of the research project. Details of the research results
will be published in future.

VI. CONCLUSION AND OUTLOOK

This paper points out the need for common IT security
guidelines and independent testing laboratories when design-
ing and using medical IoT devices in productive environments.
Institutes, regulators and others are currently focusing on
developing recommendations and guidelines for IoT manu-
facturers but no proper entity checks on a regular basis or
even worse, never, if manufactures comply with approved
guidelines. Moreover, current guidelines do not take into
account different environments, e.g., public hospitals or private
homes, where medical IoT devices are going to be used.
The authors conclude from the analysis made above, that
different environments require different set-ups and different
configurations. As a result different levels of certain IT-skills
are needed for secure operation when embedding medical IoT
devices in an existing IT infrastructure. Also, it is obvious that
manufacturers are aiming to enlarge their IoT product portfolio
by developing supporting cloud services and platforms. The
additional cloud service offerings underpin the fact that in
contrast to the fourth industrial revolution IoT devices, medical
IoT devices need to comply to stricter requirements and should
be required to pass recurring testing cycles by specific medical
independent regulators. Doing so benefits the patient’s well-
being and trust. Otherwise, a wide adaptation of trustworthy
medical IoT devices in the sensitive healthcare sector is
doomed to fail. Mastering those upcoming challenges, which
are going to exponentially grow by adopting 5G, must be
unequivocally investigated from different perspectives such as
environment, users and certifications to guarantee a trustwor-
thy development and usage life cycle. First and foremost, it is
obvious that a fine-grained segmentation of IoT devices based
on their levels of sensitivity in usage is vital to support the
administration and monitoring of sensitive IoT devices and
finally ensure a secure operating environment.
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Abstract—Finding a robust security mechanism for audit trail
logging has long been a poorly satisfied goal. There are many
reasons for this. The most significant of these is that the audit trail
is a highly sought after goal of attackers to ensure that they do
not get caught. Thus they have an incredibly strong incentive
to prevent companies from succeeding in this worthy aim.
Regulation, such as the European Union General Data Protection
Regulation, has brought a strong incentive for companies to
achieve success in this area due to the punitive level of fines
that can now be levied in the event of a successful breach by
an attacker. We seek to resolve this issue through the use of an
encrypted audit trail process that saves encrypted records to a
true immutable database, which can ensure audit trail records
are permanently retained in encrypted form, with no possibility
of the records being compromised. This ensures compliance with
the General Data Protection Regulation can be achieved.

Index Terms—logging; audit trail; cryptography; privacy; secu-
rity.

I. INTRODUCTION

Today, we all are used to authenticate ourselves in order
to access systems and services we use in our everyday life.
Authentication can be viewed from two different perspectives.
For ourselves and especially for our private use, authentication
ensures that no one else can access our data. For the system or
service provider, authentication is used to distinguish between
users. Different users may have different subscriptions for
the services and, for example, the service provider is not
interested in users using services for free that should be paid
for. Additionally, the system provider might get contacted by
authorities or law enforcement agencies if illegal actions have
occurred involving their services. In this case, authentication
is used to determine which user is responsible for the illegal
actions and which users were not involved at all.

At work, it is common practice that several employees share
a computer or work with one industrial machine. And of
course, Cloud-based services and applications allow multiple
employees to work on a project collaboratively. In all these
systems, it is important to identify and authenticate the current
user in order to grant him or her the appropriate privileges.
In order to trace who, for example, has processed an order,

the digital identity of the employee is saved and logged. In
the event of a severe mistake, a negligent operation on an
expensive machine or illegal actions, the company wants to
ensure to be able to track down the responsible employee.
And if we additionally take compliance to security and pri-
vacy regulations into account, we must consider so called
malicious insider actions as well. These are incidents that
were deliberately caused by (former) employees who want
to stain the companies reputation or damage the company’s
equipment. According to a study by the Ponemon Institute,
more than 70% of participating companies have had more
than ten insider-related incidents within a year [1].

Features and services that are used to track individual
actions to single employees can be viewed critically because
such measures can violate the privacy of employees. One
such example is the so called “productivity score” [2], which
has raised much criticism and was condemned by the press
as a means for workplace surveillance [3] [4]. But even
without such services, permanent monitoring employees may
be used to assess their productivity. Therefore, especially
companies with a strong workers’ council are looking for
other solutions. Finding such solutions is often also in the
company’s executive’s interest because some companies have
been fined in recent years for violations of the General Data
Protection Regulation (GDPR). For example, in 2020, the
Hamburg Commissioner for Data Protection and Freedom of
Information fined H & M (Hennes & Mauritz) C 35.3 million
for data protection violations of employees’ personal data.
The company recorded a considerable amount of highly per-
sonal data about their employees’ vacation experiences, but
also symptoms of illness and diagnoses. In addition, some
supervisors acquired a broad knowledge of their employees’
private lives through personal and floor talks, ranging from
rather harmless details to family issues and religious beliefs.
Some of this knowledge was recorded, digitally stored and
partly readable by up to 50 other managers throughout the
company. The recordings were sometimes made with a high
level of detail and recorded over greater periods of time
documenting the development of these issues. This practice
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only came to light when the data became accessible company
wide following a misconfiguration error, following which the
regulator became involved [5].

Finding a solution to this problem, to be capable of tracking
down individuals without violating their privacy, is not trivial.
Going back to shady practices some companies used before
they discovered the necessity of being able to track down
an employees actions if needed, is definitely no suitable
solution. Imagine a manufacturing company assigns a group
of employees to machine. This would allow to assess the
whole team, but would not violate the privacy of individual
employees. But in case of mistakes, illegal actions, etc.,
the company then would not be capable of tracking down
the responsible employee. In practice, this approach leads to
additional drawbacks concerning security. In order to facilitate
work, in this approach such groups of employees very often
use only a single, usually rather weak password that is easy
to remember (or may even be found on a sticker right at
the machine) instead of having strong individual passwords.
In case of sabotage by an employee, the responsible person
cannot be determined because he or she does not even have
to belong to that group of employees.

This paper is structured as follows: in Section II, we
describe possible logging strategies before we address security
and privacy challenges in Section III. In Section IV, we present
our solution for a secure and privacy-friendly logging scheme
and further ideas, how our solution can be modified in order
to fulfil special or additional requirements. We conclude in
Section V with an outlook on future work.

II. LOGGING STRATEGIES

Logging is usually carried out for the purpose of providing
an audit trail of all activities involved in running the system.
This is a practice that has long been carried out in the
accounting profession to ensure a robust mechanism exists
such that in the event of a disaster, the audit trail may be
used to restore the accounting records in order to reconstitute
the accounts of the organisation. Of course, once logging for
this purpose started to be carried out in electronic systems,
smart attackers realised that due to inherent weaknesses in
database systems, by attacking the audit trail, it was possible to
remove evidence of their incursion into the system by deleting
or modifying the audit trail records.

While a number of early database systems offered an
immutable database option, there were a number of challenges
that needed to be overcome. First, the immutable database
could not use key fields, meaning retrieval or analysis of
the contents of the database would be both cumbersome and
slow. Second, and perhaps more importantly, there was nothing
to prevent the entire database from being deleted once the
attacker gained entry and has escalated sufficient privileges.

This meant that the use of traditional database systems
would not be sufficient to achieve our requirements to retain a
secure audit trail through logging. This brought about the need
to find an alternative immutable database solution instead. One
option would have been to use blockchain, which provides the

core security for crypto-currencies. However, there is a poten-
tial significant overhead in going down this route. The public
blockchain relies on thousands of nodes, which are required
to perform extensive cryptographic algorithmic computations
to ensure a proper consensus of the contents of the blockchain
can be guaranteed, but this brings a huge overhead to the
equation, since those who perform the cryptographic tasks are
looking for a reward for the considerable efforts they provide,
meaning considerable extra costs of operation, along with a
lesser level of performance due to the huge redundancy on
offer.

The alternative solution here would be for the corporate to
use a private blockchain, but this also brings challenges. This
private blockchain would be provisioned by the corporate, but
now their challenge would be to find a balance between choos-
ing the minimal level of blockchain redundancy to improve
latency, against being able to retain a sufficient number of
nodes securely enough to retain full control over the contents
of the blockchain.

However, in 2020, a new start company introduced im-
mudb [6], a lightweight, high-speed immutable database that
is specifically designed to complement existing transactional
database systems. It is tailor made to track changes in the main
database system and to then record these transactions, or logs,
in the tamperproof immudb. The immudb system gives you
the same cryptographic verification of the integrity of data
written with SHA-256 like classic blockchain without the cost
and complexity associated with blockchains today. This means
that unlike traditional transaction logs, which are very hard to
scale, immudb is extremely fast, scalable, robust and open
source, making it ideal to incorporate for this purpose. For
further details on the immutable storage we refer to [7].

III. SECURITY AND PRIVACY CHALLENGES

Security and privacy challenges in this area are not new. In
1999, Schneier and Kelsey [8] set out to secure the collection
of sensitive logs using encryption, to ensure that forensic
records could be maintained in the event of a cyber breach.
Some five years later, Waters et al. [9], realised that system
logs were becoming a prime attack vector for attackers, who
were seeking to cover their trail after successfully break-
ing in to computer systems. The authors felt that improved
searchability would be an asset in dealing with a subsequent
forensic examination, and they sought to provide a rapid search
function to interrogate this encrypted data. Further, they im-
plemented an audit log for database queries using hash chains
for integrity protection and identity-based encryption with
extracted keywords to enable better searching. Over a decade
later, Syta et al. [10], felt that such was the interest of attackers
in this area that further strengthening of systems would be
necessary to ensure proper protection could be achieved. The
authors attempted to allow a considerable increase in scale, as
well as the development of multi-signatures to provide further
protection. Their system is claimed to protect against man-in-
the-middle attacks.
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IV. EXAMPLE LOGGING APPROACH

The logging scheme we propose consists of two basic
components: (a) an appropriate secret sharing scheme and
(b) an immutable storage. Readers who are already familiar
with immutable storage and secret sharing schemes may want
to skip the according subsections.

A. Immutable Storage

The reason we seek to use immutable storage is to ensure
that we can only ever add new records to the database. We are
not ever allowed to modify or delete records. This will allow
us to create entries of permanent record with which to store
any information related to the authentication of employees.
This will prevent any party from interfering with any entry of
permanent record, ensuring we are able to retain permanency
of all such transactions. This will provide an audit trail of
all transactions relating to employees. Regardless of whether
any attack comes from an external source, or from a malicious
inside party, they will not be able to alter any of these records.
The data that is stored in this immutable storage is encrypted
in order to fulfil the demanded privacy constraints. Since is
not possible to tamper with the data stored in this immutable
storage, even gaining access to the data will not reveal any
interesting details to the attacker.

B. Secret Sharing

The idea of secret sharing is as follows: some data D is
divided into n pieces, D1, . . . , Dn, in such a way that D can
be reconstructed of any k < n pieces Di. Additionally, it is
ensured that the knowledge of k − 1 or less pieces Di is not
sufficient to reconstruct D. In this case, the reconstruction ends
up with a completely undetermined set of bits. Adi Shamir
proposed a secret sharing scheme in 1979 that is based upon
polynomial interpolation [11]. To emphasise the importance
of the two integers n and k, Shamir named such a secret shar-
ing scheme a “(k, n) threshold scheme”. Following Shamir’s
blueprint, D is associated with an integer smaller than some
prime number p > D. For k points (xi, yi) ∈ GF(p)×GF(p),
i = 1, . . . , k, with distinct coordinates xi, there exists one and
only one polynomial q of degree k − 1, such that q(xi) = yi
holds for all i = 1, . . . , k. For the polynomial

q(x) =

k−1∑
i=0

aix
i

the coefficients a1 to ak−1 are chosen randomly and the
coefficient a0 is used to store D, so a0 = D. In order to
obtain the n different pieces D1, . . . , Dn, the function values
of the indices are computed:

Di = q(i), i = 1, . . . , n.

From any subset of k elements Di, the coefficients ai can be
computed, provided that their identifying indices are known.
After the polynomial q has been revealed, the reconstruction
of the data D is achieved by computing q(0) = a0 = D.
If Shamir’s secret sharing scheme is intended to be used, the

first step is to specify k, the number of pieces needed for
the reconstruction of D. The total number of pieces then is
n = 2k − 1. As pointed out before,

k =

⌈
n+ 1

2

⌉
or more pieces Di allow the reconstruction of D, whereas less
than k,

k − 1 =
⌊n
2

⌋
are not sufficient.

Blakley’s solution to the secret sharing problem is based on
finite geometry [12]. He suggested to encode the secret as a
coordinate of a point in a k-dimensional space. The basic idea
of Blakley’s secret sharing scheme is that any k nonparallel
(k − 1)-dimensional hyperplanes intersect at a specific point
which in this case contains the secret. In order to generate
the secret shares, n hyperplane equations are computed using
the intersection coordinates and additional random numbers
modulo a prime number p. Any k or more out of these n
hyperplane equations may be used to construct a system of
linear equations that can easily be solved in order to obtain the
secret provided that the determinant of the coefficient matrix
formed of the given hyperplane equations is nonzero modulo p.

For these two traditional secret sharing schemes, the shares
are at least of the same size as the secret itself. The authors
of this paper have successfully used secret sharing schemes
before, e.g., in order to store log files of the nodes of a Cloud
system in a decentralised way [13]–[15]. For applications like
this, that require secret sharing schemes to be applied to large
amounts of data, this is probably unfavourable. In this case,
the work of Krawczyk should be helpful who found out that
if the notion of secrecy is reduced to computational instead of
information theoretic secrecy, a remarkable amount of space
and communication can be reduced [16]. But as the next
subsection is going to clarify, this is not a problem for the
proposed logging scheme, because the secret sharing scheme
is used to secure only a small amount of data, namely the
private key of a public key encryption scheme.

C. Proposed Logging Scheme

On the basis of the two core components, immutable storage
and secret sharing, we describe our solution to the problem
in this subsection. Our solution can be applied to a single
company site, but also to multiple sites of a (larger) company,
which are located in different countries and interconnected
using a Cloud service.

To achieve maximum security, all persons must authen-
ticate themselves using individual accounts on the system.
Preferably, two-factor authentication should be used. The
information, who logged into the system at which time, must
be stored encrypted in order to prevent unauthorised personnel
from reading this sensitive information. Since we have a
system for a whole company in mind, it seems plausible to
assume there are several computers or machines that all need
to be in the logging system because employees log into all of
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these computers and machines. All of these devices must be
capable of encrypting their logging information and, therefore,
need an encryption key to be stored on each device. For our
logging system, we choose a public-key encryption scheme,
so the encryption key may be stored on all of these devices
and is assumed to be publicly known. An encryption scheme
with symmetric keys that uses the same key for encryption
and decryption is not suitable in this case because of the
necessity to have the encryption key stored on a large number
of devices. This secret key might fall into the hands of an
unauthorised person, e.g., from a single unsecured computer,
and this person would then also be capable of reading all the
sensitive logging information. Thus, in order to be able to
read the sensitive information, the corresponding private key
is required for decryption. This key is not stored on these
computers and machines because there is no need to decrypt
the data locally. The private key is divided into a number of
parts, e.g., into three parts: one part for the employer, one part
for the workers’ council representing the employees and one
part for law enforcement authorities. It might be sensible to
have more or other groups, therefore, we do not stick to this
example but just count these different groups, which all get
a part of the secret key. It must be stressed that all of these
parts are needed to reconstruct the private key in order to
decrypt the encrypted logging data. So all of the groups must
agree and combine their private key parts (AND operation).
Figure 1 depicts the fragmentation of the private key and the

Logging System public key (encryption)

private key (decryption)

& &

Group 1 Group 2 Group 3

Secret Sharing:
split the shared
secret

Secret Sharing:
split the shared
secret

Secret Sharing:
split the shared
secret

Figure 1. Distribution of the private key among several groups and persons.

distribution of the parts to three groups. In practice, these
parts of the private key would possibly be in possession of
one person of the respective group. But this would be quite
unfavourable because this makes that single person a high-
value target for attacks that aim to get the respective part of
the secret key. Additionally, if there is an incident, it must
be dealt with instantly. It would be unacceptable if that one
person would then be in another shift, ill at home or on leave.
That one person might also be threatened or bribed to give

access to his or her part of the secret key; or that person
might accidentally loose or delete their part of the private key.
For all these reasons, it makes sense to divide the secret key
part of each group into pieces using a secret sharing scheme.
These pieces are then given to n persons of each group and
it takes k of them to agree in order to merge the private key
part of the group.

To sum up, this logging system supports both: security and
privacy. Employees use their strong individual credentials for
authentication. But they must not fear workplace surveillance
or an unauthorised assessment of their productivity because
their employer is not capable of reading the log files arbitrarily.
In case an incident occurs and there is an official investigation,
the different groups combine their parts to reconstruct the
private key for the decryption of the log files. For each group,
access to the respective part of the secret key is granted if a
majority of group members (k out of n) agree.

D. Adaptability to Certain Scenarios

The presented scheme proposes that the different groups
have to combine their parts of the private key to get the full
private key and gain access. As the parts of the private key
are combined with an AND operation, all groups have to
contribute to gain access. On the other side scenarios might be
interesting and desirable, where it would be sufficient when
only j out of m groups come together to combine their keys in
order to access the data. For this purpose the logging scheme
can be adapted to share the private key among the groups also
with the same secret sharing principle and inside a group the
shared part can be shared with this scheme as proposed above
(cf. Figure 2).

Logging System public key (encryption)

private key (decryption)

Secret Sharing:
split the private key (j;m)

Group 1 Group 2 Group 3

Secret Sharing:
split the shared
secret (k2; n2)

Secret Sharing:
split the shared
secret (k1; n1)

Secret Sharing:
split the shared
secret (k3; n3)

Figure 2. Adaption of the system: Secret Sharing among groups.

By using this adapted scheme it is possible to gain access to
the secret, if only j out of m groups come together to combine
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the private key and in every group it would take only k out
of n members of this group to agree to reconstruct their part
of the shared secret. As it is only a matter of design, how
many group members are needed to reconstruct their partial
secret, the scheme can be adapted very flexibly to different
scenarios: Each group g can have its own kg and ng . So, for
example, group 1 has size n1 and k1 members of this group
have to agree, group 2 may be much larger (n2 > n1) but
fewer members (k2) are needed in order to reconstruct their
group’s part of the secret key, and so on.

Logging System public key (encryption)

private key (decryption)

&

Secret Sharing:
split the private key (j;m− 1)

Necessary Group 1 Group 2 Group 3

Secret Sharing:
split the shared
secret (k2; n2)

Secret Sharing:
split the shared
secret (k1; n1)

Secret Sharing:
split the shared
secret (k3; n3)

Figure 3. Further adaption of the system: Secret Sharing among groups and
making one group necessary.

Furthermore, it is also possible to include one or more
groups, which have to contribute necessarily (e.g., group 1 in
Figure 3), because it is possible to combine AND operation
and secret sharing on the group level, too. This means the
private key is first split in two (or more to include more
necessary groups) parts, which have to be combined again with
AND operation later. One of this parts can then be distributed
with secret sharing, the other parts are only shared within the
necessary groups.

V. CONCLUSION AND FUTURE WORK

As a first step, we have developed a highly secure logging
approach for logging events connected with employees within
the organisation. The logging data is captured and fully
encrypted to ensure full compliance with the GDPR for any
PII relating to employees of the organisation, since the data
cannot be identified by anyone other than the duly authorised
users of the system. We have demonstrated that this approach
can deliver exactly the high security level of employee privacy
which we were seeking.

Our next step will be to plan for the implementation of a
proof-of-concept solution. As part of this process, we would
test the outcome and performance of the system using differing
secret sharing schemes to ensure we can deliver the most
effective and powerful solution. However, we would also
consider the possibility of investigating the development of
how a verifiable secret sharing solution might further improve
our suggested scheme.

Once we have reached that stage, we would seek to carry out
an investigation into possible practical issues and endeavour to
recognise any remaining problems with this work. We consider
there may be the possibility of a collaboration between the
two universities, OTH Amberg-Weiden and the University of
Aberdeen.
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[7] M. Paik, J. Irazábal, D. Zimmer, M. Meloni, and V. Padurean, “im-
mudb: A Lightweight, Performant Immutable Database”, Available:
https://www.codenotary.com/technologies/immudb/ [accessed: 2021-04-
01]

[8] B. Schneier and J. Kelsey, “Secure audit logs to support computer
forensics”, ACM Transactions on Information and System Security
(TISSEC), 2(2), pp. 159-176, 1999.

[9] B. R. Waters, D. Balfanz, G. Durfee, and D. K. Smetters, “Building an
Encrypted and Searchable Audit Log”, NDSS, 4, pp. 5-6, 2004.

[10] E. Syta et al., “Keeping authorities ’honest or bust’ with decentralized
witness cosigning”, 2016 IEEE Symposium on Security and Privacy
(SP), pp. 526-545, 2016.

[11] A. Shamir, “How to share a secret”, Communications of the ACM,
vol. 22, no. 11, pp. 612-613, 1979.

[12] G. R. Blakley, “Safeguarding cryptographic keys”, Managing Require-
ments Knowledge, International Workshop on (AFIPS), Proceedings,
pp. 313-317, 1979.

[13] G. Weir and A. Aßmuth, “Strategies for Intrusion Monitoring in Cloud
Services”, pp. 49-53, 2017.
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Abstract—We propose a decentralized authentication system
for networks of unmanned aerial vehicles. A blockchain-based
public key infrastructure allows the usage of public key cryp-
tography and public key based authentication protocols. The
blockchain provides a common storage of the public keys and
their relations and can provide the required information for
the authentication process. Furthermore, the unmanned aerial
vehicles store selected parts of the blockchain in order to operate
independently in areas where they might not have access to the
Internet. This allows unmanned aerial vehicles to authenticate
entities of the network, like other unmanned aerial vehicles, cloud
services, cars, and any computer.

Keywords-unmanned aerial vehicles; flying ad-hoc
networks; public key infrastructures; authentication;
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I. INTRODUCTION

Unmanned Aerial Vehicles (UAVs) have become popular
recently in the civilian area because of technological ad-
vancement and their great potential for different applications.
UAVs can perform a big variety of missions either con-
trolled remotely or in an autonomous fashion. Some of the
applications are, for example, delivery of goods, search and
rescue missions, wildlife and terrain monitoring, providing
emergency infrastructures, and many more (see, e.g., [1] [2]).

The potential of the UAVs is further increased when they
are forming networks to share information or to cooperate on
a common mission. Due to the open nature of these networks
in the civilian domain they are vulnerable to different attacks
[3] and must therefore be secured properly.

In these networks, the UAVs interact with other UAVs,
different kinds of vehicles, infrastructural elements, or diverse
cloud services. For security in these networks, the protection
goals of authenticity and integrity, among others, must be
ensured. This must be ensured when UAVs provide sensor
data for further processing in the cloud, for example, in the
context of search and rescue missions, wildlife monitoring or
collection of current weather data. The same is true in the case
when cloud services supply the UAVs with data like maps, no-
fly zones, proposed trajectory, or command and control data.
It is, therefore, necessary to prevent UAVs and cloud services
from compromising each other.

Secure communication starts with secure authentication.
One important security measure is the Public Key Infras-
tructure (PKI), which allows the secure usage of public key

cryptography. It provides the possibility to authenticate entities
in a trustworthy way since it binds public keys to entities.
A common approach for PKIs are hierarchical PKIs where
trusted third parties guarantee the bond between public keys
and entities. The trusted third parties can, however, be a single
point of failure and can, hence, be considered as a weakness.
Decentralized approaches like peer-to-peer PKIs are alterna-
tives to the hierarchical PKIs. The blockchain technology has
added new possibilities to design decentralized PKIs, which is
why they are attractive alternatives to hierarchical PKIs.

In this paper, we propose a blockchain-based PKI for UAVs.
The remainder of the paper is organized as follows: in Sec-
tion II, a selection of related work is presented. Subsequently,
an overview of the relevant technology is given in Section III.
Further in Section IV, the design of the blockchain-based
PKI is proposed. The resarch project ADACORSA is briefly
introduced in Section V. Section VI concludes the paper and
states what is planned in the future.

II. RELATED WORK

Recently, different solutions for the authentication in net-
works of UAVs have been proposed. For example, Rodrigues
et. al [4] adapted authentication protocols from the area of
wireless sensor networks for the use in networks of UAVs.
They use the ground control stations as trusted third parties
where the UAVs are registered. Thompson and Thulasiramen
[5] proposed to use symmetric key cryptography for the
communication in swarms of UAVs because of the better
performance. The symmetric key has to be preloaded to the
UAVs before the mission and the swarm of UAVs forms a
closed network.

Blockchain technology has already been used to design
blockchain-based PKIs and authentication systems in different
domains, including networks of UAVs. For example, Yakubov
et al. use blockchain technology to improve existing PKIs
systems like the peer-to-peer PKI used in PGP [6] and hi-
erarchical PKIs based on X.509 certificates [7]. An overview
of blockchain-based PKIs can be found in [8].

For example, Yazdinejad et al. [9] utilized blockchain tech-
nology to develop an authentication system for UAVs in smart
cities which are divided into zones. For every zone, a zone
controller is responsible and logs its activities on a public
blockchain. The UAVs have to register at a zone controller.
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It assigns cryptographic keys to the UAV and logs the data of
the drone in the blockchain.

In this paper, we use the blockchain technology to design a
decentralized PKI, i.d., trusted third parties are not required,
for open networks of UAVs and the Internet of UAVs.

III. BACKGROUND

In this section a short overview of the different relevant
technologies is given: In Subsection III-A, the characteristcis
of networks of UAVs are described. Blockchain technology is
presented in Subsection III-B and PKIs and their trust models
in Subsection III-C.

A. Network of UAVs

Wireless communication technology enables the UAV to
communicate with different entities: with the ground station
their operator, with other UAVs, with other types of vehicles,
and, possibly, other services in a private or public cloud.
By forming Flying Ad-hoc Networks (FANETs), UAVs can
exchange information and cooperate in order to fulfill their
mission. If the UAVs are connected to the Internet, their
network is expanded to the Internet of UAVs as a part of the
Internet of Things.

FANETs are a subset of Mobile Ad-hoc Networks
(MANETs) and share some of their characteristics but also
differ in some aspects. FANETs are characterized by a high
mobility of their nodes, a continuously changing topology, a
low node density, and limited available resources of the nodes
like power, memory, and computational power. Therefore,
security solutions of the MANET domain cannot be adopted
without risking that they become less efficient or even fail [2].

B. Blockchain

Blockchain technology, introduced by the bitcoin protocol
[10] in 2008, allows agreement on a common state of a
system in an open network in a decentralized manner, i.e.,
without using trusted third parties or intermediaries. The term
blockchain has two different but related meanings. In the first
meaning, it denotes a special data structure whose elements,
the blocks, are connected by cryptographic hash functions.
A block consists of a block header with meta data and a
list of transactions,i.e., the content. The list of transactions is
cryptographically linked to the block header, e.g., by a Merkle
tree [11]. In the second meaning, it describes a system in which
this data structure is distributed in a (peer-to-peer) network
and an associated protocol that prescribes how new data can
be added and agreed upon (consensus process). The protocol
allows only to append new data and it should be impossible to
delete blocks that the network has agreed on. For an overview
of consensus protocols we refer exemplary to [12].

One can distinguish between different kinds of blockchain
systems [13]: In a public blockchain, everyone can read the
stored data and can participate in the consensus process, in
principle. In a consortium blockchain, a selected group is
allowed to attend the consensus process. The stored data may
be read by selected members or by the public. In a private

blockchain, all participants belong to the same organization
and the system cannot be accessed by the public.

The advantage of blockchain systems from a security point
of view is that they can guarantee the integrity and availability
of the stored data [8]. Since blockchain systems can be
very transparent and their state can be observed and checked
by the participants, they do not require much trust in each
other. Therefore, it is possible to store data generated by the
blockchain, e.g. blockchain tokens, in a trustworthy manner.
However, additional measures must be taken to ensure that
other kinds of data that does not stem from the blockchain
can be trusted.

C. Public Key Infrastructures and Trust Models

PKIs allow the secure usage of public key cryptography by
binding public keys to identities in a trustworthy manner [14].
Usually PKIs issue certificates which confirm that the men-
tioned identity controls the associated keys. Furthermore, they
also manage, distribute, and sometimes revoke certificates. The
trust model (or authentication metric) of the PKI defines the
set of rules to accept certificates. Two classes of PKIs can be
distinguish: hierarchical PKIs and peer-to-peer PKIs.

Hierarchical PKIs are categorized by the fact that only
special entities, the so called Certificate Authorities (CAs)
have the right to issue and revoke certificates to other en-
tities, including other CAs. Since these CAs can also issue
certificates, a hierarchy of CAs emerges. A CA which is not
certified by another CA is called Root-CA and serves as a trust
anchor; the other CAs are called intermediary CAs. Hence,
the certified entities are connected by a chain of certificates
to the Root-CA. The security of certificates (and the chain
of certificates) depends on the trustworthiness of the issuing
CAs and the users have to rely on CAs to carefully verify the
claimed relationships between the identities and keys.

The relationships in a PKI can be mathematically modeled
as a directed graph, called trust graph, where the nodes
represent the entities and their public keys and the edges
represent certificates between the entities. In a hierarchical
PKI, the graph has the form of a tree [14]. The leaves of
the tree represent the end-entities and the root of the tree
represents the Root-CA and the intermediary nodes represent
the intermediary CAs.

In a simple trust model the Root-CA acts as the trust anchor
of the tree, i.e., all nodes directly trust the root and, hence,
indirectly trust all other nodes. Even entities which are not
part of the tree can decide to trust the root and, therefore,
also any node of the tree. A hierarchical PKI is not limited
to a single Root-CA (and a single tree), but can have several
independent Root-CAs and, hence, several trust anchors. There
are several methods to connect the different trees to each other,
e.g., it might be sufficient that the user decides to directly trust
a set of the different trust anchors. Another possibility is to
introduce a new Root-CA and subordinate the existing ones.
Cross certification (roots certify each other) or bridges (a new
node that is cross-certified by several Root-CAs) are options
without subordination [15]. In this trust model, the process
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of validating a key-identity-binding consists in finding a path
from the entity to a trust anchor, i.e., finding a certificate chain.

In peer-to-peer PKIs, everyone has the right to issue and
revoke certificates and, hence, users may directly trust each
other. The graph of a peer-to-peer PKI is usually not a tree
but has a more complex structure and might be better described
by other network models like small world graphs or scale-free
networks. The validation of a key-identity-binding requires
finding a trustworthy path from the own node to the node of
the communication partner. The associated trust model must
contain a mechanism to evaluate the trustworthiness of a path.

For an overview of the different kinds of hierarchical and
peer-to-peer trust models we refer exemplary to [14]–[18].

IV. PROPOSED APPROACH FOR A PKI FOR NETWORK OF
UAVS

In this section, we propose a blockchain-based public key
infrastructure for the networks of UAVs for the prupose of
authentication. In Subsection IV-A the basic idea of our
proposel is introduced. The different components of the system
are described in the following subsections: the design of the
blockchain in Subsection IV-B, the proposed trust model of
the PKI in Subsection IV-C and the distribution of the data in
Subsection IV-D. Finally, the authentication process is outlined
in Subsection IV-E.

A. Overview

The basic concept of this approach is to store the public
keys, the identities, and their trust relationships in a dedicated
public blockchain. Therefore, the blockchain contains the trust
graph of the PKI. For this purpose, the blockchain offers
special transactions. Due to their limited resources, the UAVs
do not participate as nodes in the blockchain system and
do not store the whole blockchain. They store only the part
of the blockchain which is relevant to them. During the
authentication process the two UAVs combine their knowledge
to find a trustworthy path in the trust graph. This idea is
depicted in Figure 1.

B. Blockchain Design

We propose a dedicated public blockchain system, i.e., ev-
eryone is allowed to join the blockchain network to participate
in the consensus process, with an appropriate consensus proto-
col because a dedicated blockchain system can be designed to
fit the needs of a PKI. Here, we do not specify the blockchain
design in detail, but we describe some elements of the system
from a high-level point of view. For the sake of clarity, we
assume a blockchain design that is based on the Bitcoin
blockchain [10]. Therefore, its consensus protocol (e.g., Proof
of Work, Proof of Stake, etc.) uses tokens as a currency to
reward the nodes which participate in the process.

In a blockchain system, transactions are used to change
the state of the system, e.g., adding new information, and
the allowed set of transactions defines the capabilities of the
system. Since we propose to use a dedicated blockchain, we
can choose a set of transactions which provides the required

Figure 1. Schematic overview of the approach.

functionality. Therefore, the flexibility provided by transac-
tions that allow to store and execute programs, so called smart
contracts, are not needed and, hence, it is not necessary that
the blockchain system offers such transactions. In contrast to
the Bitcoin blockchain [10] we assume that the transactions are
account-centered and do not require to reference to previous
transactions and do not offer or need a scripting mechanism
to release it. A transaction, therefore, usually consists of the
following elements:

• A sender, i.e., the account issuing the transaction.
• A workload which contains information like the receiver

of the transaction.
• Formal elements, like the type, id, hash of the transaction

and cryptographic mechanisms that verify that the sender
has authorized the transaction.

Since the blockchain uses tokens as currency, a transaction
to create tokens, the so called coinbase transaction, and a trans-
action to transfer tokens are needed. Furthermore, a transaction
is required to store data that represent an entity, containing its
name, public key, and maybe also some of its characteristic
properties like its type, model, and the responsible authority.
This type of transaction creates a node of the trust graph.
Transactions that confirm bindings between keys and entities
fulfill the task of certificates and correspond to the creation
of edges in the trust graph. The deletion of edges, i.e., the
revocation of certificates, is performed by transactions that
nullify previous given confirmations. These three types of
transactions are sufficient to store the trust graph of a peer-to-
peer PKI on the blockchain. Additional transactions can extend
or optimize the functionality but are not considered here.

Furthermore, it is desirable that the blockchain system
provides a secure mechanism to create checkpoints of the
blockchain state. By checkpoint, we mean a data structure
that stores the state of the blockchain at a given block. A
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checkpoint cm at block Bm which is at the position m in the
chain should have the property that the checkpoint together
with the blocks Bm+1, Bm+2, ...Bm+n is sufficient to obtain
the state of the blockchain at block Bm+n. The checkpoint
does not need to store the history of the system but only the
results, e.g., it only stores the balance of an account and not
changes of the balance. Therefore, a checkpoint can be used
to get a compressed version of the blockchain. A checkpoint
could be realized by a transaction that contains a reference to
block Bm and the associated checkpoint cm. Together with a
protocol defining the creation of a checkpoint, the nodes can
verify the correctness of the checkpoint and, hence, it can be
used in future.

C. Trust Model

For this PKI we are using the following peer-to-peer trust
model which is based on [16]: Everyone is allowed to create
a transaction which binds its identity to its public keys. They
can also confirm the binding between identity and public keys
of other user and revoke their previous given confirmation.
When a user A confirms another entity B they assign a number
n ∈ {1, 2, ...,m} to this relation where m ∈ N denotes a
global parameter of the trust model, we write:

A
n→ B.

This number means the maximal length of the path starting
with the edge (A,B) which the user is willing to accept: n = 1
means that A only trusts B; n = 2 that it might also trust all
entities which are confirmed by B and so on. Furthermore,
the path has to respect all numbers of the path, i.e., a partial
path can only be as long as the number of its starting edge is
allowing. For example, we evaluate the situation

A
3→ B

1→ C
2→ D.

Even though A accepts paths of length 3 starting with the
edge (A,B), B only allows a path of length 1 starting with
the edge (B,C). Therefore, the path A − B − C −D is not
allowed.

We have chosen this trust model since it incorporates the
facts that trust is not transitive in general,

A→ B,B → C 6⇒ A→ C,

and it reduces with growing distance. Furthermore, it is simple
and does not require the evaluation of parallel paths (e.g.,
A − B1 − C and A − B2 − C) in order to determine the
trustworthiness of an identity-key-binding.

D. The Data for Authentication Stored by the UAVs

The UAVs only have limited capabilities to store and
process data. Therefore, the UAVs can neither participate in
the blockchain network nor store the whole blockchain. They
only require the nodes and edges of the trust graph they are
trusting and only have to store a selection of the blockchain
data, e.g., the headers of the blocks and the transactions which
are relevant for their view of the trust graph. The relevant part
of the trust graph may still be too big for the UAV, but it

can still be reduced by the fact that every UAV has to store
a part of the trust graph and can exchange their parts in the
authentication process. Assuming that a node has n trusted
neighbors on average, it has to store about nm nodes and
edges to reach all trusted nodes within the distance of m.
But if every node stores all nodes and edges of incoming and
outgoing paths of length k, which would be 2nk nodes and
edges, and combine its stored part with the communication
partner, they can reconstruct paths of the length 2k.

The trust graph can further be reduced by considering the
trust model and by utilizing the global view on the trust
graph, provided by the blockchain. Furthermore, we expect
that the UAVs do not primarily confirm other UAVs, but
confirm nodes representing the organization which controls the
UAVs. Additionally, organizational nodes will confirm other
organizational nodes, cloud services, and, therefore, the trust
graph will have many hubs.

Even though there are already algorithms for distributing
trust graphs (see, e.g., [19], [20]), we are still working on the
development of an algorithm utilizing these aspects.

We assume that the operators or ground stations provide
their UAVs with the required data before the mission and,
hence, the UAV do not have to process the blockchain by
themselves. Because of the limited operation time the UAVs
should have a rather recent view on the trust graph during
their mission.

Alternatively, the UAVs can further reduce the amount of
data if it can be ensured that the UAV has access to the Internet
during the whole mission. In this case they could request the
required data from the blockchain network.

E. Authentication Process

Well-known public key authentication protocols can be
adapted for the authentication process. We refer to [21] as
an overview. Here we sketch this process from a high-level
point of view: Alice and Bob are two entities (UAVs) and
Alice wants to authenticate Bob.

1) Bob sends Alice a message with his identity and with a
list of hashes of the nodes of his incoming paths.

2) Alice compares this list with the hashes of nodes of her
outgoing paths. When she finds a common hash, she
requests the data of the nodes and edges from Bob. In
case she does not find a common hash, the authentication
process is aborted.

3) Bob sends the requested data and Alice checks the
integrity of the received data with their blockchain
headers and their Merkle trees. Then, she reconstructs
the path and verifies that it is valid. If one of the checks
is negative, the process terminates.

4) Alice can now use the public key of Bob to authenticate
Bob as prescribed in the used authentication protocol.

V. THE RESEARCH PROJECT ADACORSA

The goal of the project Airborne Data Collection on Re-
silient System Architectures (ADACORSA) [22] is to develop
the technical components (hardware, software, etc.) to enable
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civilian UAVs to operate semi-autonomously beyond the visual
line of sight. The project does not deal with UAVs for the
military domain. To achieve this goal, work in different do-
mains will be carried out. For example, the required electronics
components for the safe and reliable flight beyond the visual
line of sight will be developed, measure to increase social
acceptance of civilian UAVs will be conducted. Furthermore,
solutions will be designed to secure the communication of
UAVs with different parties, like other UAVs, the ground
stations, the operators, and other entities, especially in the area
of identification and authentication. The project started in May
2020 and will last till May 2023 and brings 49 companies from
different domains, research institutes and universities from 12
countries together.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have presented an approach to design a
blockchain-based peer-to-peer PKI for UAVs. The blockchain
serves as a secure decentralized storage for the trust graph
of the PKI and grants a global view. The UAVs do not store
the whole blockchain, but only parts of it and combine their
knowledge of the trust graph to find a path between them.

However, here we have only specified the core concepts
of such a PKI, and several steps still have to be taken: An
algorithm which selects the relevant parts of the trust graph
has to be developed and evaluated in an apropriate context.
For this purpose, a method must be developed to generate
random trust graphs. The performance of selection algorithm
is then analyzed by applying it to random trust graphs of
different size and structure. Subsequently, a proof of concept
system must be implemented. A proof of concept system could
consist of a network of single board computers, like Raspberry
Pis, representing the UAVs, and more powerful computers
representing ground stations and cloud services. Generally, we
propose using a simple trust model which could be substituted
by other ones and their performance can be compared in order
to find the most appropriate one.
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Abstract—Since IoT devices are potentially insecure and offer
great attack potential, in our past research we presented IoTAG, a
solution where devices communicate security-related information
about themselves. However, since this information can also be
exploited by attackers, we present in this paper a solution against
the misuse of IoTAG. In doing so, we address the two biggest
problems: authentication and pairing with a trusted device. This
is solved by introducing a pairing process, which uses the simul-
taneous authentication of equals algorithm to securely exchange
and verify each others signature, and by using the server and
client authentication provided by HTTP over TLS. We provide
the minimum requirements and evaluate the methods used. The
emphasis is on known and already proven methods. Additionally,
we analyze the potential consequences of an attacker tapping
the IoTAG information. Finally, we conclude that the solution
successfully prevents access to IoTAG by unauthorized clients on
the same network.

Keywords—Internet of Things; IoTAG; device pairing; device
authentication; trusted connection.

I. INTRODUCTION

As more and more devices are connected to the Internet,
the so-called Internet of Things (IoT), the risk that the devices
will be misused by attackers is also increasing [1]. In order to
obtain an overview of one’s own devices in the home network,
especially in the consumer sector, we have developed the
IoT Device IdentificAtion and RecoGnition (IoTAG) solution
[2]. The devices provide security-relevant information about
themselves to a central location (e.g., the router), which can
use this information to make an analysis about security. The
security analysis can be done once for each individual device
and once for the complete network. IoTAG is made available
to the device’s network as a service which is accessible using
Hypertext Transfer Protocol Secure (HTTPS) and uses the
JavaScript Object Notation (JSON). IoTAG in its currently
proposed version allows the access of this information by any
device on the same network.

Since this information can also be useful to a potential
attacker, we want to extend IoTAG so that the data is only
shared between the device and a trusted central point (hub).
This is to prevent an attacker from, for example, reading the

firmware version of a device via IoTAG and thus finding a
potential vulnerability if the firmware is no longer up to date.

In this paper we evaluate the various options for establishing
a trustworthy connection that cannot be misused by a foreign
device afterwards. Several aspects have to be taken into
account. First, it may be possible that there is no hub in the
network. In this case, the IoTAG should not be retrievable.
However, if an IoTAG-capable hub is subsequently installed,
it must be possible to activate it. In the second case, the
IoTAG should only be read by a trusted hub. Each device must
remember this hub. A subsequent change must be possible, but
only with the explicit consent of the user. Otherwise, the entire
mechanism is obsolete if an attacker can still find a way to
get at the data.

At the end of the paper, we evaluate the risk if an attacker
gets hold of the IoTAG information and what dangers result
from this. If the IoTAG is used sensibly and, ideally, all
devices are constantly provided with updates, then this security
mechanism is not necessary, because the attacker cannot find
any new attack surfaces even with the information.

The paper is structured as follows: Section II starts with
the related work and similar approaches. Section III describes
the security threat to our IoTAG solution. Section IV covers
the solution to prevent attackers to misuse IoTAG. Section V
contains the specified minimum requirements and in Section
VI, we evaluate the security, if an attacker gets the IoTAG
data. At the end, in Section VII, a brief conclusion is given.

II. RELATED WORK

There are already a number of approaches for implementing
a pairing process between IoT devices and a central hub.

J. Han et al. propose a method that enables pairing without
human intervention [3]. Instead, the recordings of multiple
devices within an infrastructure are matched to ensure that
the devices are in physical proximity. This approach is based
on the assumption that events within the infrastructure, such
as the movements of a person, can be detected by multiple
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devices with their respective sensors and thus the position of
the device can also be determined This method assumes that
the devices are physically shielded from the outside world and
explicitly refers to smart home environments. It also assumes
that a potential attacker has no access to this infrastructure.
Since our approach is intended to enable the use of IoTAG in
both industrial and private environments and both indoors and
outdoors, Han et al.’s approach is not applicable.

The approach developed by X. Li et al. also relies on the
combination of several sensor values to validate the pairing
process [4]. The authors propose the use of wearables for this
purpose. For example, when a button is pressed, it is possible
to record the hand movement required for this via a smartwatch
and to compare whether the button was actually pressed by the
user. However, since it cannot be assumed that the end user of
the IoTAG device has the necessary hardware, this approach
is not suitable for use with IoTAG.

A similar approach is followed by S. Pan et al. [5]. This is
based on the motion data collected by the device sensors and
a camera that also evaluates these movements. This method
is suitable for the use of devices that are both, portable and
wireless, but not for wired or industrial devices.

III. SECURITY THREAT

IoTAG provides a network scanner with valuable informa-
tion about the devices and their specifications in a IoT network.
It supports the evaluation of the security of those networks,
but the proposed IoTAG standard has no limitation to who
could access the provided data. This allows it to be used by a
variety of software programs and keeps the standard open to
use for everyone. On the other hand, this could also be used
by an attacker as an easy way of gaining knowledge about the
targeted network and the exact devices and firmware versions
used. Although, there are other relatively easy and reliable
ways to accomplish that, as shown by V. Sivaraman et al.
[6], this paper provides a solution to secure the IoTAG further
against malicious use.

iot device 1

''
iotag hub

55

IoTAG Req
//

))

iot device 2 // Router

gg

oo

ww
iot device 3

77

Figure 1: Example of a simple network using IoTAG.

The current published version of IoTAG has no limitation
of which devices on the same network are allowed to access
the device’s metadata. This enables the use of IoTAG by
simply scanning a network for devices which are offering the
IoTAG on the specified port. Figure 1 shows a simple network
topology containing IoT devices and a router, which acts as
a gateway to the internet, and a device which accesses all

available IoTAGs. Such a device or software is hereinafter
called ”IoTAG hub“.

The target of the attack, which the solution proposed in
this paper aims to solve, is to gain access to the IoTAG for
malicious use. The attack is deemed successful if a device in
the same network is able to access the meta data provided
by IoTAG without the explicit permission by the network’s
owner. For example, a smart speaker, which is connected to the
network and was programmed to collect all available IoTAGs
and send them to the manufacturer for market studies, is
considered malicious. In this paper we assume that the attacker
already gained unrestricted access to the user’s network.
This, for example, could have happened by compromising
an existing device, which is reachable from the internet, or
by guessing or brute-forcing the pre-shared key of a wireless
network. Additionally the attacker has the ability to capture
all packets send over the network.

IV. SOLUTION

To lock down the IoTAG against malicious use, its access
must be limited to applications trusted by the user. This is
achieved by only sending the tag to a requesting and authorized
client. It splits the solution into two parts: Specifying the
protocol used for authenticating a request and defining how the
client gains the trust of the user and therefore gets credentials
for the authentication process.

A. Authentication

For the communication with the clients, the current draft
specifies the Hypertext Transfer Protocol (HTTP) over Trans-
port Layer Security, short TLS, which combines to HTTPS
(Hypertext Transfer Protocol Secure), as defined in RFC 2818
[7]. This limits the authentication to protocols which are based
on HTTPS or alternatively to a self-developed protocol. As
security is the main focus of this project, an own protocol is
the least favorite of those option, because it would open an
area for potential vulnerabilities in comparison to the use of
well established and audited protocols. HTTP over TLS, as
implied by the name, tunnels HTTP through a TLS encrypted
connection. Both Protocols offer their own ways of authen-
ticating a user. HTTP has two standardized ways, namely
Basic Authentication and Digest Access Authentication, which
are specified in the RFC 2617 [8]. The main difference is
that Basic Authentication does only encode, but not encrypt,
the transmitted password, while Digest Access Authentication
hashes the password and, if implemented securely, also pre-
vents replay attacks.

TLS on the other hand allows the client to provide the server
with a client certificate during the handshake, as specified
in RFC5246 7.4.6 [9], which allows for the authentication
of the client. The client certificate has to follow the X.509
format, which is specified in RFC 5280 [10]. This format
includes a signature which is unique and either signed by a
trusted authority or using the certificate’s private key. During
the TLS handshake, the client has to proof that it holds the
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private key, belonging to the certificate and the server. In this
case, the IoTAG service has to check if provided certificate
belongs to an authorized client. This can either be achieved by
maintaining a certificate authority, which signs the signature of
the certificates for the allowed clients, or, if it is signed by its
own private key, by validating and comparing the certificate’s
signature to a list of allowed signatures.

The proposed solution for IoTAG is the use of the client
certificate based authentication in the TLS protocol version
1.2 or above. The devices need to offer at least the cipher
suite “TLS RSA WITH AES 256 CBC SHA256” for TLS
1.2 [9] or “TLS AES 256 GCM SHA384” when using TLS
1.3 [11] to be future proof and to ensure that the device
supports both AES-256 and SHA-256, which is used during
the pairing process. The hub needs to support both TLS
versions and both ciphers and ideally should also support the
use of the other cipher suites specified. This option is chosen
over HTTP authentication because it is implemented in the
security layer itself. Basic authentication’s security is purely
based on the secure channel which is used for communication.
A potential attacker could silently break the SSL encryption
during the initial pairing, as the server certificate used by the
device is unknown to the hub at this point. The credentials are
transmitted without any encryption and could easily be reused,
once the attacker knows them. The Digest Access Authentica-
tion on the other hand is encrypted, but the credentials need
to be sent to the hub at some point during the pairing. This
initial transmission could be encrypted by using an additional
pairing algorithm, but this would unnecessarily complicate the
process. The TLS authentication is the best fit, because the
private key of both sides are never shared with anyone else and
the signature can easily be saved during the pairing process
and then be verified on each connection.

B. Pairing

To ensure that the client connecting to an IoT device is
trusted, an initial pairing is needed. This prevents potential
malicious clients to gain access to the IoTAG of a device,
which otherwise could help them to get useful information for
an attack (see Section VI). The pairing has two main aspects it
needs to achieve: The IoTAG service on the IoT device needs
to be sure that the connecting hub is trusted by the user and
that the secure connection is directly between the two devices
without anyone listening (man-in-the-middle). Optionally, the
hub should also be able to verify, if the server is paired with
the actual device.

The proposed solution for the verification of the hub is the
use of a key phrase, hereinafter called PIN, which is randomly
generated for authentication purposes and limiting the ability
to pair with a device to specific time slots. The complexity of
the PIN is chosen by the device manufacturer with minimal
requirements, as stated later in this section. The generated PIN
needs to be provided to the end user together with the device.
For example, it could be written onto a sticker on the device

itself, or it could be printed onto a piece of paper which comes
in the box.

The time slot limitation can be implemented by the man-
ufacturer in the following two ways, depending on the type
of device. The first option is to give the device a physical
button which needs to be pressed during the pairing process
and opens the IoTAG service for new connections for a limited
time. This solution works for devices that already have a button
or can easily integrate one in their hardware design. This is
the preferred option as it needs an explicit action done by the
user, which ensures that it is the user’s intention to enable
IoTAG. The second option provides a way to accommodate
devices where the manufacturer does not want to or can not
integrate a button into the design. It allows new connections
to come in for a specific amount of time after each fresh
boot of the device. In both cases, the option to pair with a
new hub is disabled once a client is paired to the device and
can only be enabled again by a factory reset of the device.
This further secures the protocol against malicious use, as it
prevents any third party access to the IoTAG in an already
configured environment. The exact minimum requirements are
specified in Section V.

To provide the hub with a way of verifying the identity of
the device, the manufacturer can provide the user with a URL
pointing to the public key of a certificate authority as specified
in RFC 5246 [9] and RFC 8446 [11] in the X.509 format. The
given certificate authority must be the one used to sign the
server certificate of the IoT device. The user can provide the
hub with this URL during the pairing process, which enables
the hub to verify on each connection that the certificate used
by the IoT device is a genuine one and approved by the
manufacturer. Alternatively, the hub could already come with
a list of those certificate authorities to further ease the pairing
process for the user. This step is only an additional layer of
security and is not required for a secure communication, as the
hub can already verify that the other device knows the PIN.

In conclusion, the proposed pairing process has the follow-
ing steps: the IoT device enables the access to the IoTAG
service running on it. This is either done during the boot of the
device, or by a button press. In each case, the IoTAG service
becomes unavailable, if no pairing is done after a specific
time period. During this time slot, the device broadcasts every
second a “hello”-packet to the whole network, it is connected
to. The hub receives those packets and lets the user know that a
new device is available for pairing. The user is then prompted
to input the PIN and the hub generates and saves a new client
certificate. The signature of this certificate is later encrypted
and sent to the IoT device. Once the process is initiated by
the user, the hub sends a “hello”-packet back to the device.
This communication is done using TCP on the port 27071.

The encryption is done using the Advanced Encryption
Standard (AES), as described by V. Rijmen et al. [12], using
Cipher Block Chaining (CBC), as described by M. J. Dworkin
et al. [13], with a random initialization vector and a key length
of 256 bit. Additionally, a random sequence with the length of
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the key is added to the beginning of the certificate signature.
This allows the IoT device to decrypt the whole signature
without knowledge about the randomly generated initialization
vector.

The key used for the encryption, is generated using the
simultaneous authentication of equals algorithm (SAE), a
password-authenticated key agreement protocol, which was
developed by D. Harkins in 2008 [14] and was later updated
and published as the Dragonfly Key Exchange in RFC 7664
[15]. Both, the 802.11 Wi-Fi specification by IEEE [16] and
the newest Wi-Fi protected access version 3 [17], use SAE
as part of their security. Due to this wide use, IoT devices
should be capable of it already, or, at least have the processing
resources needed for an implementation. SAE enables two
devices to calculate the same, high-entropy secret, called
PMK, while using a potentially low-entropy key as the shared
secret. It prevents offline attacks, as the PIN cannot be guessed
without contacting the device for verification, online attacks,
as an attacker will not be able to guess the PIN or PMK
by just observing, and replay attacks, as the knowledge of a
PMK is of no use for each new pairing process. Additionally,
once a hub is paired, even the knowledge of the PIN does
not enable an attacker access to the IoTAG, as only one hub
is allowed. Overall, the high-entropy key generated by SAE,
allows the IoTAG service to use user-friendly and relatively
easy keys (PIN) as a secure way to authenticate a hub. For
compatibility with AES 256 and to ensure compatibility with
the IoT devices, the used hash algorithm for IoTAG for SAE
is set to SHA-256 [15] [16].

The key generation process for IoTAG access works as
follows: if the device receives a “hello”-packet during the
pairing time slot from a potential hub, it sends a SAE commit
message, as specified in IEEE 802.11 [16], to the hub, which
responds with his commit message. Once the device is done
with the key generation, it sends the SAE confirm message
to the hub, which answers with its confirm message. After
receiving the message both, the hub and the device verify the
validity of the calculated values and, if they are correct, the
PMK is successfully determined and the hub uses this PMK
as the key for the AES encryption of the signature. The whole
pairing process, including the exchange of the signatures, is
visualized in Figure 2.

The encrypted message containing the client certificate’s
signature is afterwards send to the IoT device, using the same
communication channel. Once the device receives the message
from the hub, it uses the previously calculated PMK to decrypt
the provided signature, while also using a random initialization
vector and discarding the first block after the decryption. If the
message is of a valid format, the signature is saved, the pairing
gets disabled and connections to the device are limited to the
provided client certificate. Additionally, the device responds to
the server with an encrypted message containing its certificate
signature using the same PMK and procedure as described
before. The hub can then verify the format and save the
signature, so it can verify the device’s identity later.

IoTAG Service IoTAG Hub User

BroadcastHello()

PIN()

return

Hello()

SAECommit()

SAECommit()

GenerateKey()

GenerateKey()

SAEConfirm()

SAEConfirm()

VerifyMsg()

VerifyMsg()

SendSignature()

SendSignature()

Success()

return

Figure 2: Pairing process between the device and the hub.

V. SPECIFIED MINIMUM REQUIREMENTS

As a guideline for the manufactures, we define the following
minimum requirements. The time slot chosen, should provide
the user with enough time to comfortably configure the
connection, while also providing additional security against
external attacks. It should be at least 1 minute and shall
not exceed 10 minutes. The manufacturer is free to choose
a duration in between those limits, depending on the device
type.

Concerning the security of the PIN, the following limits are
specified: The PIN has to be at least decimal and 4 digits
long. Alternatively it can be every other valid UTF-8 encoded
string. This allows the manufacturer to use already existing
unique and secret information, for example a pairing password
which is used for the manufacturer’s app. Also, the device
needs to limit the amount of failed pairing requests to three
per pairing time slot. This ensures that the average time needed
for guessing the PIN using a brute-force attack is long enough
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TABLE I: IOTAG DATA [18]

1 Manufacturer
2 Name
3 Serial number
4 Type
5 ID
6 Category
7 Secure boot
8 Firmware
9 Client software
10 Updates
11 Cryptography
12 Connectivity
13 Services

that its success is unrealistic, as each pairing or restart can only
be initiated by the user and not by the attacker.

VI. SECURITY EVALUATION

In this section, we consider the threats in the event that
an attacker can query the IoTAG information from one or all
devices on the network. This means that the attacker has access
to the network and is able to retrieve the IoTAG. At first, we
have to look at the provided data from IoTAG (Table I). If
an attacker manages to get the data from all devices, he gets
a complete overview of the IoT network (provided that all
devices support the IoTAG). In more detail, some information
can be used to attack single devices.

A. Device Information

The device information, like manufacturer, name and serial
number can be used to find existing security vulnerabilities.
In addition, security vulnerabilities can also be found for
other products of the manufacturer, which are often found
in similar form in several products. With this information,
there is no need for black box analysis. The attacker does not
have to laboriously search for information about the individual
devices and thus try out a device detection. With this simple
information, the time required for a successful attack on
individual IoT devices is reduced.

B. Software and Updates

The current software version and the update link can be
used to check for outdated software. This information can
also be retrieved with only the device information, but as it
is presented in the IoTAG, the information can be processed
automatically. This can save some time for an attacker, but the
benefits for a network administrator are greater, as it provides
no secret information.

C. Cryptography

The Cryptographic Information contain the concrete encryp-
tion algorithms and key lengths. This can help an attacker
identify easy-to-crack methods and short key lengths. This
allows the weakest device to be found specifically. This can
be a huge security risk, but hiding the algorithms (security

by obscurity [19]) is not the goal of encryption. The security
should only be dependent on the key strength.

D. Secure boot, Connectivity and Services

Other security relevant information, like secure boot, the
different connectivity and services can be used to gain more
information about potential attack vectors. Most of these
information are not exclusively to IoTAG and can also be
found out in other ways by an attacker.

E. Evaluation

In summary, an attacker can use the IoTAG information to
accelerate his attack or to find weak devices. However, the
point of IoTAG is that an administrator can find the same
vulnerabilities in the network and thus close the potential gaps.
Thus, the advantage of IoTAG is higher than the danger that
an attacker can tap the information. Furthermore, the methods
presented in this paper make sure that no unauthorized entity
can get access to the IoTAG.

VII. CONCLUSION

In its previous form, IoTAG was vulnerable to misuse
by an attacker who could use it to retrieve security-critical
information about the IoT devices installed in a network and
thus identify the weakest point. The reason for this was the
fact that the devices could not distinguish to whom they were
providing this information.

This vulnerability was eliminated by the method presented
in this paper. Pairing the devices with a central hub, responsi-
ble for monitoring the devices and authorized by the network
operator to use the IoTAG data ensures that the devices do not
respond to arbitrary requests.

The pairing is realized by the central hub transmitting the
signature of a TLS certificate it has created to a device. When
the HTTPS connection is established later, the client can use
this signature to validate that its communication partner is the
hub.

In order to create a secure communication channel between
the device and the hub for the pairing process, the user
stores a device-specific PIN on the hub. This PIN is used
as authentication during the key exchange process, which
in our case is SAE. By means of the generated key, the
communication is encrypted using AES. The time factor also
plays a role. The pairing process cannot be carried out at will,
but is limited to a period of time predefined by the device
manufacturer. This prevents an attacker from guessing the PIN
and restart the pairing process.

With the completion of this work, the focus for the further
development of IoTAG can now be placed on practical testing
and further improvements based on the findings.

22Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-845-7

CLOUD COMPUTING 2021 : The Twelfth International Conference on Cloud Computing, GRIDs, and Virtualization

                            32 / 69



REFERENCES

[1] M. Hogan and B. Piccarreta, “Interagency Report on the Status of
International Cybersecurity Standardization for the Internet of Things
(IoT),” Tech. rep., National Institute of Standards and Technology, 2018.

[2] L. Hinterberger, B. Weber, S. Fischer, K. Neubauer, and R. Hacken-
berg, “IoT Device IdentificAtion and RecoGnition (IoTAG),” CLOUD
COMPUTING, 2020, p. 17, 2020.

[3] J. Han et al., “Do You Feel What I Hear? Enabling Autonomous
IoT Device Pairing Using Different Sensor Types,” in 2018 IEEE
Symposium on Security and Privacy (SP), pp. 836–852, 2018, doi:
10.1109/SP.2018.00041.

[4] X. Li, Q. Zeng, L. Luo, and T. Luo, “T2Pair: Secure and Usable
Pairing for Heterogeneous IoT Devices,” in CCS ’20, p. 309–323,
Association for Computing Machinery, New York, NY, USA, 2020,
ISBN 9781450370899, doi:10.1145/3372297.3417286.

[5] S. Pan et al., “UniverSense: IoT Device Pairing through Heterogeneous
Sensing Signals,” in HotMobile ’18, p. 55–60, Association for Com-
puting Machinery, New York, NY, USA, 2018, ISBN 9781450356305,
doi:10.1145/3177102.3177108.

[6] V. Sivaraman, D. Chan, D. Earl, and R. Boreli, “Smart-Phones Attacking
Smart-Homes,” in Proceedings of the 9th ACM Conference on Security
& Privacy in Wireless and Mobile Networks, WiSec ’16, p. 195–200,
Association for Computing Machinery, New York, NY, USA, 2016,
ISBN 9781450342704, doi:10.1145/2939918.2939925.

[7] E. Rescorla, “HTTP Over TLS,” RFC 2818, RFC Editor, May 2000,
doi:10.17487/RFC2818.

[8] J. Franks et al., “HTTP Authentication: Basic and Digest Access Authen-
tication,” RFC 2617, RFC Editor, June 1999, doi:10.17487/RFC2617.

[9] T. Dierks and E. Rescorla, “The Transport Layer Security (TLS)
Protocol Version 1.2,” RFC 5246, RFC Editor, August 2008, doi:
10.17487/RFC5246.

[10] D. Cooper et al., “Internet X.509 Public Key Infrastructure Certificate
and Certificate Revocation List (CRL) Profile,” RFC 5280, RFC Editor,
May 2008, doi:10.17487/RFC5280.

[11] E. Rescorla, “The Transport Layer Security (TLS) Protocol Version 1.3,”
RFC 8446, RFC Editor, August 2018, doi:10.17487/RFC8446.

[12] V. Rijmen and J. Daemen, “Advanced encryption standard,” Proceedings
of Federal Information Processing Standards Publications, National
Institute of Standards and Technology, pp. 19–22, 2001.

[13] M. J. Dworkin, “Recommendation for Block Cipher Modes of Oper-
ation: Methods and Techniques,” National Institute of Standards and
Technology, 2001.

[14] D. Harkins, “Simultaneous Authentication of Equals: A Secure,
Password-Based Key Exchange for Mesh Networks,” in 2008 Second
International Conference on Sensor Technologies and Applications
(sensorcomm 2008), pp. 839–844, 2008, doi:10.1109/SENSORCOMM.
2008.131.

[15] D. Harkins, “Dragonfly Key Exchange,” RFC 7664, RFC Editor, Novem-
ber 2015, doi:10.17487/RFC7664.

[16] I. . W. Group, “IEEE Standard for Information Technology–
Telecommunications and Information Exchange between Systems -
Local and Metropolitan Area Networks–Specific Requirements - Part
11: Wireless LAN Medium Access Control (MAC) and Physical Layer
(PHY) Specifications,” IEEE Std 802.11-2020 (Revision of IEEE Std
802.11-2016), pp. 1–4379, 2021, doi:10.1109/IEEESTD.2021.9363693.

[17] Wi-Fi-Alliance, “WPA3 specification version 2.0,” 2020.
[18] L. Hinterberger, S. Fischer, B. Weber, K. Neubauer, and R. Hackenberg,

“Extended Definition of the Proposed Open Standard for IoT Device
IdentificAtion and RecoGnition (IoTAG),” The International Journal on
Advances in Internet Technology, vol. 13, pp. 110–121, 2020.

[19] R. T. Mercuri and P. Neumann, “Security by obscurity,” Commun. ACM,
46, p. 160, 2003.

23Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-845-7

CLOUD COMPUTING 2021 : The Twelfth International Conference on Cloud Computing, GRIDs, and Virtualization

                            33 / 69



Incorporating Permanent Audit Trails for Corporates
Bob Duncan

Business School
University of Aberdeen

King’s College, Aberdeen, UK
and

Arcada University of Applied Sciences
Jan-Magnus Janssons plats 1, 00550 Helsinki, Finland

Email:robert.duncan@abdn.ac.uk

Magnus Westerlund
and John Wickström

Department of Business Management and Analytics
Arcada University of Applied Sciences

Jan-Magnus Janssons plats 1, 00550 Helsinki, Finland
Email:magnus.westerlund@arcada.fi, wickstjo@arcada.fi

Abstract—All corporate businesses are under constant attack.
There is no doubt that the adoption of a multitude of cheap
Internet of Things devices have proved to be a great enabler of
the vastly expanded potential for data collection to run systems,
processes, and machines more effectively. Unfortunately, their
very cheapness often means that security is not appropriately
considered during design, and that the incorporation of such
devices can introduce a new route in to corporate systems for
attackers. The audit trail is often the single most important
target for attackers to allow them to cover their tracks and
remain hidden in the system for a long duration. Therefore,
we must ensure we take extra precautions to properly secure
this important record in a cryptographically secured immutable
database, for without it, we have no means to forensically
discover who has perpetrated attacks, nor how they penetrated
our systems. In this paper, we explore a method of securely
collecting and storing this information in an immutable database.
We approach this using blockchain based smart contracts, which
has the added advantage of allowing us to take a distributed
approach, which also fits well with modern corporate computing
infrastructures. We find that this approach can allow us to retain
the relevant audit trails deemed necessary to meet corporate
security goals and compliance requirements.

Keywords—blockchain, IoT, smart contracts, security, audit trails

I. INTRODUCTION

The introduction of Internet of Things (IoT) devices presents
a serious challenge for keeping corporate systems secure.
In 2020 in the UK alone, the Government Cyber Security
Breaches Survey [1] noted that almost half of all businesses
suffered a breach during the previous year. In the case of
large corporates, the rate of breaches was 75%. As corporate
systems become ever larger and more complex, the challenge
of securing them can increase exponentially. Vulnerabilities
are numerous, although often well understood. However, the
one area where most corporate failures lie is in the widespread
inability of corporate system users to be able to retain the audit
trail of key transactions processed within these highly complex
information infrastructures. This is not a new problem and has
been with us for a very long time.

In traditional highly centralised corporate systems, which
generally used a tight firewall around all corporate IT assets
within the boundaries of the organisation, attackers were still
able to get in. With ever expanding corporate needs, systems

have also grown and transitioned away from a centralised IT
model to a more distributed approach, partly due to multiple
site locations within a country, followed by multiple site
locations across both other countries and indeed continents,
the challenge has only intensified.

Once an attacker had successfully penetrated the system,
the audit trail was often their first target, to ensure they could
remove all trace of their incursion. By altering the audit trail,
attackers can remove their traces so that their activities are not
recognized, and their identity and localisation remains hidden,
and their continued presence is guaranteed [2]. With a highly
distributed network, the goal of the attacker will still be the
same. The only difference will be in the exponential increase
in opportunity to gain entry into a system that may struggle
to maintain either physical or logical integrity.

During the past couple of decades, corporate IT systems
have expanded in complexity and capability beyond all com-
prehension. The addition of powerful, yet cheap, IoT devices
has had an impact on corporate systems and as a result may
demand new forensic methods [3]. While this has allowed
corporates to achieve greater cost savings, IoT gateways
have opened up considerable avenues of potential access to
corporate systems. Meanwhile, the appetite of attackers has
merely continued to expand relentlessly year on year [4].

In this paper, we outline how we propose to tackle this
serious problem with a very robust approach to resolving
these difficult challenges. In Section II, we provide some
background, discussing the motivation for this work, in Sec-
tion III, we discuss the practical requirements for an audit trail
storage solution. In Section IV, we discuss why we elected to
use blockchain smart contracts to provide robust security of
the audit trail records. In Section V, we outline how smart
contracts can be used to deliver a persistent audit trail for
corporate systems that addresses the particular weaknesses of
adding IoT systems to the corporate IT systems portfolio.
In Section VI, we consider how adoption of the Zero Trust
approach might fit with our proposed system elements. In
Section VII, we discuss our conclusions and consider future
improvements and developments of this system.

24Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-845-7

CLOUD COMPUTING 2021 : The Twelfth International Conference on Cloud Computing, GRIDs, and Virtualization

                            34 / 69



II. BACKGROUND

Traditional monolithic information systems are challenging
to keep secure and to retain a complete audit trail of events.
When such complexities as cloud computing, IoT and dis-
tributed systems are added, the challenge grows exponentially.
Duncan and Whittington [5] have written about the challenges
of dealing with the proper audit of cloud systems, stressing
the need to maintain a proper audit trail in these systems,
and about weaknesses arising through poor configuration of
database systems [6]. They proposed addressing this through
the use of an immutable database to record a secure audit trail
and system logging for cloud applications [7].

In this paper, we opted to avoid using traditional databases
due to their mutability and subsequent unworthiness of stor-
ing something as invaluable as audit trail data. Traditional
databases can be very simple to operate, store and analyse data,
yet are notoriously difficult to prevent the data being modified
by either internal authorized users such as administrators or
by external attackers that have breached the network barrier.
It is certainly the case that many early relational database
management systems offered the provision of an immutable
database option. The downside was that they were unable
to offer the benefits of rapid searching through the use of
indexed fields, thus rendering them too difficult to handle
after a volume of transactions had built up. While it is
certainly true that advances have since been made in more
modern database systems, and the capabilities of No-SQL
databases have opened up unstructured searching, nevertheless,
weaknesses still remain once subject to attack.

Westerlund et al., [2] started development of a blockchain
based solution for companies who wished to ensure the
addition of a highly secure IoT network. Subsequent work has
led to the development of a robust mechanism for a complete
IoT system that can protect audit trails through the use of
smart contracts as an immutable storage platform (see Sub-
section II-C).

A. The Audit Trail

Duncan and Whittington [8] note the huge wealth of ex-
perience accountants bring to financial systems, which have
traditionally been subject to constant attack from both external
and internal sources. While cash remains a highly attractive
target, attackers have long realised that data often provides
easier pickings. This arises because cash systems are often
exceptionally well protected compared to data which can also
have a significant value to an attacker.

The Oxford English Dictionary (OED) defines audit as:
Audit — OED ( [9]: “To make an official systematic ex-
amination of (accounts), so as to ascertain their accuracy”).
This is a process (in accounting) that requires outsiders who
are deemed to be both objective and expert to form their
own opinion of what is being audited and to then publicly
state their confidence (or otherwise) in the reliability of what
they have investigated. Auditing is not straightforward or easy
and a common view is that the main purpose of audit is the
statutory requirement to audit financial statements. There are a

further two areas in which we could find audit useful. First, IT
systems audit will often be carried out in addition to financial
audit, with one common weakness being that the IT system
is often treated as a “black box” system, meaning too much
trust may be placed in the system. IT systems audit is not
mandatory, meaning many opportunities to spot weaknesses
can be ignored, leaving potentially gaping security holes in
systems. Second, audits are often used, as a means of assuring
legislators and regulators that the legislation and regulations
are being complied with. As these are often not mandatory,
they tend to be carried out infrequently due to their highly
sensitive nature, thus they may be contingent on a relationship
between the auditor and the audited, again potentially leaving
weaknesses unaddressed. However, there is a wealth of history
and experience available in the accounting world that we can
learn from, and in particular with our approach to improving
the security of systems.

Turning to the audit trail, the OED [9] has the following
two useful definitions of an audit trail: “(a) Accounting: a
means of verifying the detailed transactions underlying any
item in an accounting record; (b) Computing: a record of the
computing processes that have been applied to a particular
set of source data, showing each stage of processing and
allowing the original data to be reconstituted; a record of the
transactions to which a database or a file has been subjected”.
Thus, we can see that there is not a unified perception between
the two disciplines of exactly what an audit trail is. Thus, if
we accept that we can choose our own requirements to suit our
purposes, we can leverage the vast wealth of audit skills and
experience from the accounting world to create an accounting
record that helps us adapt, improve, and satisfy our computing
requirements.

In the accounting world, the audit trail provides additional
information to help ensure the veracity of transactions such
that in the event of a serious breach, it is possible to recon-
struct what took place following examination by a forensic
accountant. For our purposes, we can theoretically leverage
these skills to apply this technique to any kind of data, together
with verification of whatever useful information we may be
seeking to retain.

Whenever a new technological area is developed, a big
challenge is that it is usually difficult to find people who
have the appropriate skillset — since there is a requirement
for people who have both competence in audit as well as
expertise in the new discipline [10]. Nevertheless, for forensic
accounting purposes, a tailored audit trail that can be captured
and kept fully intact, can provide copious ammunition to
a forensic scientist who is called upon to investigate the
aftermath of a security breach. Thus, by ensuring our audit
trail provides the key evidence we require, we can significantly
improve our ability to fight back against the attackers.

B. Motivation

There are a great many businesses who will only ever pay lip
service to proper security [4], taking the view ‘It will never
happen to us’ or ‘We are not big enough to be of interest
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to attackers’. Since all business systems are under constant
attack, regardless of size or annual revenue, a business should
always err on the side of caution and prepare for one or more
of their systems to be breached. Once that happens, there can
be significant consequences. There will be the disruption of
official investigations, which can drag on for months, even
years, often resulting in punitive fines. The disruption of
a serious breach can have a significant impact on day-to-
day business, often leading to huge loss of revenue, huge
reputational damage, loss of confidence in the business from
customers and suppliers, as well as from stock markets, which
can have a serious adverse impact on share prices. The one
constant in most large breach situations is that it never ends
well.

A big motivator happens on the first day of a serious breach
when an attacker has taken over the systems of the business.
Many companies are completely unprepared for an event such
as this. At the very least, there may be significant disruption
to business activities, with the extent of this depending on
the nature and extent of the attack. This can turn out to be
such a serious outcome that many firms have been put out of
business, or caused major disruption, job losses or complete
meltdowns. In the case of the EU General Data Protection
Regulation (GDPR), companies have only 72 hours in which
to report a breach to the regulator after detecting the event
[11]. In the midst of such a panic, that would likely be far
down the list of priorities, yet failure to do so would not be a
valid excuse, adding to the resultant fine.

In addition, it is worth pointing out that legislators and
regulators are getting ever tougher with companies who suffer
major breaches, especially where they have been less than
competent with their security practices. There are signs that
throughout the globe, punishments are getting ever tougher,
year on year. Just late last year, the Hamburg Commissioner
for Data Protection and Freedom of Information fined H&M
(Hennes & Mauritz) C35.3 million for data protection vio-
lations of employees’ personal data. These violations only
came to light when the data became accessible company
wide following a misconfiguration error, following which the
regulator became involved [12].

C. The IoT Secure Solution

A common challenge with distributed architectures based
on cloud computing or IoT, lays in securing them. Tradition-
ally, networks are separated into physical or logical distinct
networks, but for distributed architectures we may also see
overlay networks that implement certain structures on the
network. These overlay networks may offer a more nuanced
control over the network nodes that can include customized
security protocols.

In a previous proposal, we have detailed such an approach
for distributed security, whereby all entities, both actors and
devices, authenticate themselves through smart contracts run-
ning on the Ethereum blockchain [13]. Further, smart contracts
provide function authorization so that all entities conform to
a push and pull agreement for all activities. Thus, a device

owner can operate the device by executing a smart contract
transaction, defined as a task, that the device listens to and
then interprets into an action on the device.

This class of solutions can significantly improve the security
of distributed systems as nodes can be made invisible to
the network. By hardening nodes and denying any externally
initiated connections to a node means that they become
extremely hard to attack remotely. Although the approach still
demands improvement, such as detailed event audit trails, we
can foresee significant improvement for distributed systems
that remain publicly hidden but whose utilization remains
largely unchanged.

III. PRACTICAL REQUIREMENTS FOR AN AUDIT TRAIL
STORAGE SOLUTION

In this section, we discuss the requirements for an im-
mutable, distributed, database that can hold the audit trail
records in a trustworthy manner offering good redundancy.
Users cannot modify or delete records from an immutable
database [6] and even if the system is breached, the attacker
should not be able to escalate credentials to take down the
distributed database nodes [2]. Many of the early database
management systems did have an immutable database option.
However, there was no access to indexing, which made access-
ing records a slow task that would get incrementally slower the
more records that were in the database. With no easy means
to sort the records, analytical searches would not be an option.
Without any cryptographical backing of the records, assuring
the integrity of the records would also have been a difficult
challenge to overcome.

The development of blockchain technology introduced novel
methods of storing data in a distributed, immutable, and
scalable database. Public blockchains, like Ethereum [15],
provide an extremely robust mechanism to ensure the veracity
of immutable transactions, albeit at a significant monetary
cost, particularly for use cases such as ours. Due to this
impracticality, we chose to deploy our own private blockchain
by using the same toolkit that was used to create the Ethereum
network.

While the Ethereum network is secure to a point of redun-
dancy, its cryptocurrency is now so valuable that it actively
attracts malicious users to explore and abuse exploits for mon-
etary gain. The primary benefit of using a private blockchain
is that it reduces the cost of operations to almost nothing,
because the corporate owns the blockchain’s cryptocurrency.
Additionally, since the cryptocurrency’s value is no-longer
determined via supply and demand, attackers have significantly
less to gain compared to the effort it takes to find and abuse
potential vulnerabilities [14].

Database companies have slowly started proposing im-
mutable storage systems like Amazon’s Quantum Ledger
Database (QLDB) [16]. This product was specifically designed
for cloud applications and uses a cryptographically verifiable
transaction log to ensure the integrity of transactional data,
without the blockchain/smart contract transaction replication.
However, since we are planning ahead to incorporate the Zero
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Trust approach recommended by the NSA (see Section VI), we
will not use any system based on proprietary code that is fully
managed by the supplier. ImmuDB [17] has also developed a
fast and cryptographically secure immutable database which
can be used on conventional servers or deployed in cloud.
It has arguably many improvements over the Amazon QLDB
option by being open source, privately hosted, and signifi-
cantly faster, but does, however, lack the built-in authorized
processing of blockchain smart contracts.

IV. WHY WE OPTED FOR BLOCKCHAIN TECHNOLOGY

It is fair to say that all companies, no matter how large
or small, will generally have similar incentives to ensure the
completeness and veracity of their data systems. Since all
companies are equally exposed to the potentially punitive
levels of fines for failures to comply with the demands for
increasingly tougher security and privacy requirements, all are
likely to benefit from a robust approach.

In our view, the bar for corporate compliance is set to a high
level so we must ensure that an exceptionally robust approach
can be achieved. In addition to these stringent compliance
requirements, corporate systems architectures have become so
complex, that failure to secure even one small part of the
system can have catastrophic consequences.

Thus, we need to ensure that every possible means should
be deployed to provide an exceptionally robust method to
safeguard these corporate systems. By utilizing blockchain
smart contracts, we can deliver a high degree of security to
all the varied and necessary audit trails, and ensure proper
protection for all parts of today’s highly complex systems.

It is often the case that we are faced with the task of adding
huge new parts to existing complex systems, such as when
we add a large IoT system to an existing corporate mega-
system. There may already be some weaknesses present in
many corporate systems and adding something like a large
insecure IoT system brings far more risks to the equation.

It is obvious that SMEs will not have large resources at
their disposal to ensure the highest security standards for their
business data. Being small companies, they also have a lot to
lose when anything goes wrong. In today’s ever increasingly
punitive jurisdictional environment, compliance failures lead
to potentially massive fines, even for the minnows of the
corporate world.

This paper will focus on the same approach as our IoT
solution [13], which has proved to deliver the high security
we sought. We can be selective about which audit trail data
we seek to protect, since not every event in the main corporate
systems will be critical. Naturally, all login events to access
control systems will be critical to retain, as will events
surrounding all financial transactions. There will be others,
and the corporate can make up its own mind what needs to
be secured.

While we accept that there will be a resource cost to this
high security audit trail retention process, in the event of
a breach, it is likely to provide more than ample reward.
Currently, it is hugely challenging to understand how the

attacker got in to the system and what they did once there,
particularly since deleting the audit trail of their activities once
in the system is their primary focus. This is why attackers are
so difficult to catch.

V. HOW WE STRUCTURED OUR APPROACH

Having developed a working distributed security solution
for IoT systems, we realised that it would be insufficient
without proper attention to the main corporate system. Our
current work addresses the core system into which a secure
IoT system is added. The vast majority of current corporate
systems are not fit for purpose as far as security is concerned.
Simply bolting on a secure IoT solution still does nothing if
the underlying corporate system is insecure. Thus, we were
motivated to consider upcoming practices and methods to
determine their potential weaknesses and to propose improved
solutions.

Edge computing performs computing tasks physically close
to target devices rather than on the cloud or centralised
location. Edge computing offers huge potential to make it
possible to apply different machine learning algorithms at the
edge node. An edge computing architecture relies on pipelines
crossing several security boundaries in the corporate system,
but the collected data should remain on the edge node and thus
privacy can be improved. Given the often distributed nature of
today’s large corporates, the ability to include edge computing
would be a potential asset.

Machine Learning Operations (MLOps) has been proposed
as a systematic software engineering method to automate and
optimize AI for production [18]. MLOps looks to increase
automation and improve machine learning quality in produc-
tion while respecting business and regulatory requirements.
It allows businesses to onboard machine learning to their
operations by training, deploying, and maintaining machine
learning pipelines, such as those employed for edge comput-
ing. MLOps is being proposed as an industry standard for
handling operational machine learning tasks. Given that we
do not intend for the audit trail data to be merely collected
and safely stored, it is obvious to us that their provisions to
allow for the performance of a variety of analytics on this data
needs to be put in place [19], and we discuss this further in
Section VII.

While we have looked at these new technologies, and are
considering them for our future work, they are not specifically
included in the work we have addressed in this paper. Thus,
we set out to deliver an approach based on smart contracts
for corporate systems that aim to utilize complex set-ups
that are hard to secure with traditional physical or logical
networking approaches, utilising our already proven approach
to delivering robust security for IoT systems. Obviously, in
this case, we would need to deliver the means to capture a
variety of different audit trail data, to address whatever areas
might be deemed necessary by the corporate.

Our software collects an extra copy of the data direct from
every system log and audit trail source that we wish to secure
and this is processed to the relevant smart contract. The
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multiple nodes that process the smart contracts simultaneously
process this data to ensure robust security. With a multiplicity
of physical locations for the nodes, we can achieve robust-
ness, redundancy and security. The data in the blockchain
is immutable, ensuring permanent security. The blockchain
consensus algorithm will ensure the data is validated thus
allowing us to develop trust in the data.

In the event of an attack, authorised users can access the
data from the smart contract, and can compare this against the
data contained in the original system logs and audit trail files,
which will highlight where the attacker has attempted to cover
their tracks. The necessary forensic data can be passed to the
relevant authorities.

The beauty of our approach is that no major system re-
write is required to ensure that full security and privacy can
be achieved. Companies are usually reticent to abandon an
existing expensive system after they have added a large IoT
implementation to ensure security and privacy. Rather, our
approach allows us to select every part of existing and new
systems to be specifically secured, without the need for major
change. Since the audit trail runs concurrently with the existing
system, there will be minimal disruption to existing systems,
yet additional levels of security and privacy will be added.

In our initial testing, our software works exactly as planned.
Processing is carried out efficiently and we can select the data
we wish to inspect at will. This data extraction facility makes
investigation considerably less of a challenge. Our next stage
will be to set up a test server to run an example system, in
which we will generate a typical selection of data. We will
then carry out a range of attacks on the system to test how
well the system works. We will publish the results of this
investigation in due course.

VI. HOW THIS CAN ALIGN WITH THE NSA ZERO TRUST
APPROACH

The National Security Agency (NSA) of the US recently
recommended all government, military and contractors who
work for these agencies to adopt a Zero Trust strategy [20].
The essence of this approach is to assume that ALL hardware,
software and people in an organisation should be regarded as
having Zero Trust. On this basis, corporates will not make
any weak assumptions of trust with any part of the business
architecture. This paradigm shift is a very sensible and a
welcome recommendation to security, but most centralized
systems would need to be rebuilt from the ground up in order
to comply with the ruleset.

We believe there is strong merit in adopting this approach
for all corporate systems. All too often, assumptions are made
about the level of trust according to hardware, software and the
people in an organisation, leading to too many weaknesses in
security being allowed to arise. There is no doubt that adoption
of this approach will require new ways of thinking. However, if
a corporate starts by adopting our secure IoT system first, this
will cause no disruption to the smooth running of the business,
since our IoT solution already complies with the Zero Trust
model. Adopting the securing of the audit trails in the manner

we suggest in this paper, will further improve security with
minimal disruption.

The next stage would be to introduce the Zero Trust strategy,
again in a phased way in order to minimise disruption.
Once this fundamental shift in approach has been successfully
carried out, we would then be ready to incorporate the next
phase. Earlier in this paper, we introduced the possibility of
conducting analytics on the collected data. We can foresee the
possibility of using such analytics on secure data to perform all
manner of useful tasks to measure the veracity of data being
produced and recorded, all of which could be tailored to every
single part of the business architecture of the corporate. Again,
these variations could be added as required, to minimise
disruption to ongoing systems.

VII. CONCLUSION AND FUTURE DEVELOPMENT

In conclusion, we have developed a high security audit trail
system that can theoretically be applied to protect any part
of a large corporate system, which works by protecting the
forensic information contained in activity logs. Since these are
a frequent target of attackers, the ability to retain these records
will be transformative for corporates in their fight against cyber
attacks. Having the ability to identify an attack more quickly,
identify how the attack was perpetrated, how it was executed,
and what data was exposed will be a huge improvement when
reporting to regulators. By ensuring that this data is properly
encrypted in the first place and that we can identify specifically
which data was compromised, and whether it was properly
encrypted, the impact on personally identifiable information
will be minimal, as will the resultant fine.

Furthermore, there will be an evidential trail available
for authorities to follow and pursue legally, opening up the
possibility that for the first time, attention will be able to have
a forensic focus directed onto the criminals who perpetrated
these attacks. Nation states are taking these criminal activities
ever more seriously, and it will be interesting to see how
criminals like having the tables turned on them for a change.
Equally, it will be useful for corporates to be able to mitigate
the usual massive fines that are levied against them every time
they suffer a data breach.

Looking ahead to future developments, we can see that the
adoption of the Zero Trust approach will remove slack per-
ceptions of the security of corporate systems and will ensure
stronger corporate systems are developed and maintained. At
the same time, the ability to ensure the addition of highly
secure IoT systems will provide a massive boost to security,
as will be the ability to retain complete audit trails for all
important corporate systems.

However, the possibility to leverage this important data that
we have been able to secure will open the possibility to de-
velop some really important capabilities. Automated analysis
of server logs could provide instant feedback of an attack in
process. However, it might also be possible, by developing
systems using machine learning, to provide assurance of the
veracity and integrity of every single element of corporate
systems on an ongoing basis. Every single device, software
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system, server, and even the weakest link in the corporate
business architecture, the people, could all be continuously
monitored to ensure nothing untoward is happening.
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Abstract— The US and world economies need more trained 

technical workers.  These workers' demand has driven 

prominent private universities to create large, reduced-cost 

programs for graduate students.  Unfortunately, less than 

twenty-five percent of the population has an undergraduate 

degree, and most do not have the pre-requisite knowledge to 

enter these graduate-level programs.  In this paper, we look at 

developing an undergraduate technology program through 

cloud-based automatically graded labs and assessments that can 

guarantee the integrity and availability required to scale these 

programs to meet the demand for workers with these skills.  We 

develop techniques to increase lab participation and integrity 

through a concept we call non-fungible labs. We also formulate 

testing assessments that allow each student to have a different 

version of the test. We provide preliminary evidence that these 

assessments have, in fact, increased engagement and integrity in 

our online sections of courses in our undergraduate Massive 

Open Online Courses computer science programs. 

Keywords-E-Learning; Cloud Computing; Cybersecurity; 

Auto-Graders 

I. INTRODUCTION  

Demand for Cybersecurity workers alone is estimated to 
increase three hundred and fifty percent between 2013 and 
2021 [1].  In response, large universities have created online 
cybersecurity graduate programs with reduced tuition to 
attract adult learners.  New York University (NYU) 
established a Cyber Fellows scholarship program that 
provides a 75% scholarship to all US eligible workers [2].  
Georgia Institute of Technology (Georgia Tech) has created 
an online MS degree earned at the cost of fewer than ten 
thousand dollars [3].  Both of these programs are designed to 
scale to thousands of students. Fisher College [4] is a small 
minority-serving private liberal arts college located in 
downtown Boston, MA.  At Fisher College, we have designed 
an undergraduate program designed to serve our students 
online with scalability and integrity. 

Like many sciences, computer science devotes a great 
deal of the students' time to learning to hands-on lab 
activities.  These labs include core application, programming, 
database courses, and upper-level information technology, 
computer science, and cybersecurity courses. In 
programming courses, these labs have the students write 
application code in the language of the course.  In database 
courses, the students are often submitting SQL queries in 
response to question prompts.  In information technology and 
cybersecurity courses, the labs are often steps taken on real 
systems to configure systems or eliminate vulnerabilities. 

In face-to-face classes, instructors often use reverse 
classrooms to have hands-on time with the instructor or a 

Teaching Assistant (TA). When they get stuck, they can get 
started again quickly without a long duration between 
submissions. The students watch lectures, read and take 
quizzes at home and work on the labs to facilitate the just-in-
time assistance.  We show that students who learn with 
uninterrupted time do better in the completion of the labs. 

There is often a long time between a question and 
submission for students in online classes and the response or 
feedback that allows them to continue learning in the lab. 
Online auto-graded systems help ensure that the student will 
immediately get feedback, but the student may have to wait 
for online office hours or a response to a forum post to 
continue with work.  There is also a problem of ensuring 
integrity that the student submitting the result is the student 
who did the lab activities. 

In this paper, we describe a technique we use in 
developing auto-graders that allow the student to receive 
feedback quicker while improving the integrity that the 
submitter is the author of the lab.  The feedback comes in the 
form of auto-grader unit test results and allows for peer 
discussions around the assignments.  The number and quality 
of peer discussions increased because, in some cases, each 
student has a unique derivate of the lab they the students are 
completing.  We call these derivate labs non-fungible because 
the solutions to each lab are not mutually interchangeable. So, 
instead of stopping student peer communication about lab 
solutions, we can encourage student sharing. Students 
naturally want to discuss the problems when they run into 
issues.  With fungible assessments, we discourage this.  With 
non-fungible assessments, peer-to-peer student sharing has 
increased the students' understanding of the lab that cannot 
exist with fungible assessments. 

The organization of the paper is as follows. Section II 
describes the related work and the limitations of current 
methods. In Section III, we describe the elements in the 
secBIML programming language.  Section IV explains the 
auto-graders we developed for our database courses. Section 
V describes how we developed our auto-graders for 
programming courses. Section VI investigates the way we 
build auto-graders for upper-level computer science courses. 
In Section VII, we drill into the auto-graders in our cyber-
security upper-level courses.   Section VIII looks at our 
research questions and preliminary empirical data. In Section 
IX, we discuss early data in our work with non-fungible 
assessments and granularity. We conclude in Section X and 
discuss future work. 

II. RELATED WORK  

Jeffrey Ulman [2] developed an E-learning system with 
derivate questions. The system was called Gradiance Online 
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Accelerated Learning (GOAL).  GOAL provided quizzes and 
labs for several core computer science topics, including 
operating systems, database design, compiler design, and 
computer science theory.  Each course was linked to a 
textbook with several quizzes per chapter and sometimes a 
few labs. The examinations were composed of questions with 
separate pools of correct and incorrect answers.  When 
students take an exam, they are presented with a multiple-
choice quiz where one correct answer and several wrong 
answers are displayed for the student to choose the right 
answer.  The system's standard configuration was four correct 
answers and eight incorrect answers—this configuration 
yield two hundred and twenty-four non-fungible questions 
per each original item in the quiz.  We have used GOAL over 
the years in database courses and found the non-fungible quiz 
questions allowed them to discuss the exam without giving 
away the answer.  The non-fungible versions of the 
assessment will also enable an instructor to answer a single 
version of an assessment as an example in an online lecture. 
Unfortunately, GOAL only proved derivatives in the quizzes 
and not in the labs.  GOAL's labs were auto graded, giving 
students immediate feedback, but since all students worked 
on the same labs at home, it was hard to stop answer sharing.  
Our work here supplements the job done in GOAL by 
providing both automated grading of labs and non-fungible 
questions per student.  It was easier for GOAL to have 
derivative quizzes than it was for developing the derivative 
labs.  The GOAL system was designed to run learner self-
paced entirely. Labs often lead to many students' questions, 
so our belief is the GOAL system did not want to tackle this 
challenge.  Our implementation assumes some form of 
interaction with the instructors, TAs, or peers. 

McGraw Hill [3] produces a commercial E-Learning 
product called SIMnet.  SIMnet ambition is to teach students 
the skills required in the utilization of the Microsoft Office 
suite.  SIMnet provides auto-graded labs that grade the 
students' submissions of database, spreadsheet, presentation, 
and word processing software.  Students can learn the skills 
through online lessons that present the tasks in both reading 
and video format.  SIMnet does protect the integrity of each 
student's work by inserting a unique signature into the starter 
file that the students download.  If a student tries to upload a 
file with a different student's signature, the system catches the 
integrity violation.  Either the upload is rejected, or the 
instructor is notified, depending on the lab configuration. 
Unfortunately, the labs that the students perform are not 
differentiated between students, so nothing stops one student 
from copy the work in the other students' files.  Our work here 
improves the integrity of the students' submission by deriving 
a different problem per student so they cannot just copy the 
other student's work. 

Gradescope [4] sells a commercial E-Learning product 
that allows instructors to scan student paper-based 
assignments.  The grading of the paper-based assignments 
can then be automated through the E-Learning system.  The 
scanning feature has driven many mathematics and science 
departments in universities to adopt the system.  A relatively 
unknown function of the system is the auto-graded 
programming framework.  Gradescope designed a system 

that allows a student to upload a file for an assignment.  The 
system then spins up a Docker [5] Linux session that is 
configured for the task.  Test cases are developed in the auto-
grader configuration with specific grading weights assigned 
for each test.  We utilize this auto-grading environment for 
our non-fungible SQL, Python, and C# based labs. 

 

III. DATABASE AUTO-GRADER 

The auto-grader we developed for the database courses 
creates a docker environment with a MySQL database 
running on a Linux environment.  The students upload their 
query with a specific name: query.sql.  The auto-grader then 
reads the metadata about the assignment to determine the 

 

 

Figure 1. Student Lab ER Diagram 

TABLE I. SAMPLE VALUE TEST. 

Field Value 

Name Assignment 1 

Value 1 Product_code 

Value 2 Prodcut_name 

Value 3 List_price 

Order List_price 

Derivative Random Row 
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assignment name and performs between three and five tests.  
Each test is weighted at two points each.   

The test is actually stored in the MySQL database that is 
installed in the Docker session.  The database connected has 
both the test information for the auto-graders and the same 
data provided to the students for their lab. There are two types 
of unit tests 

• Value tests 

• Existence tests 
For the value tests, each assignment has a row in the 

value_unit_tests table. TABLE I shows a sample assignment 
row for a query that returns a specific product record.  The 
primary key for the value_unit_test table is the name of the 
assignment.  The value_unit_test also contains three value 
tests, along with an order test.  The last value in the 
value_unit_test is the non-fungible method.  Currently, 
supported non-fungible methods are: 

• Random Row – In this non-fungible method, the 
student's login is converted to a unique number 
between 1 and the maximum assignment 
number.  The unique number comes from an 
order the student id comes in the roster.  The 
system will read the specific record in the order 
by value from the database to prompt the student 
to return that record 

• Random Range – This is similar to Random Row 
but asks the students to return a tuple between a 
start and end value.  The start value is the same 
as the random row value, and the end value is the 
fifth value after that record 

 
Figure 1 shows the Entity-Relationship (ER) diagram for 

the student lab database. An assignment description website 
was built to display the question values that match the 
student's auto-grader tests logged in. The auto-grader will 
score the student on ten possible points distribute across five 
tests: 

1. Did the query execute 
2. Did the values match for the 1st value? 
3. Did the values match for the 2nd value? 
4. Did the values match for the 3rd value? 
5. Did the order match 

 
Existence tests are similar to value tests, except they are 

used to grade queries that mutate the database, such as insert, 

update and delete statements, and queries that create views, 
functions, stored procedures, and triggers. In the case of 
existence tests, the auto-grader will score the student on six 
possible points distribute across five tests: 

1. Did the query execute 
2. Did test 1 pass 
3. Did test 2 pass 

 
TABLE II shows an example of an entry for the existence 

unit test table.  The case is from an assignment where the 
student needs to write a query to create a new index.  The test 
types are either exists or not exists.  The test will either pass 
or fail if there is a value returned from the query.  For an exist 
unit test type, data should be returned for success.  For not 
exists unit test type, no data should be returned for a 
successful test. Instead of a derivative based on a specific 
record as we used in the value unit tests, replacement 
variables are used to change the queries. TABLE III shows the 
available replacement variables.  The variables allow names 
based on the user logged in, tables and columns to be different 
for each student, and literal string and numbers to 
randomized. 

 

IV. PROGRAMMING AUTO-GRADER 

We had previously developed a set of auto-graded 
foundational programming assignments in Python, Java, 
Visual Basic, and CSharp for students in a first programming 
class.  Unfortunately, many of these assignments did not lend 
themselves to derivates that required different solutions per 
student.  In our first attempt, we randomized the test cases to 
ensure students were not hard coding the output to match the 
input tests. To illustrate the challenge, we will itemize the labs 
below: 

• Labs to Practice Programming Expressions: 

• Hello World – In this assignment, the student 
just outputs the words – Hello World. 

• Coin Counter – In this assignment, the student 
would be sent input variables for the number of 
quarters, dimes, nickels, and pennies and would 

TABLE II. SAMPLE EXISTENCE TEST. 

Field Value 

Name Assignment 2 

Test 1 Show index from @RandomTable 
where 
key_name=@login_orders_ix 

Test 1 Type Exists 

Test 2 Show index from 
@RandomTable where 
key_name=@login_orders_ix and 
column_name = 
‘@RandomColumn 

Test 2 Type Exists 

 

TABLE III. REPLACEMENT VARIABLES. 

Variable Meaning 

@login The user code for the logged in 
user 

@RandomTable A random table from the 
students sample database.  
This variable can be suffixed 
with a number between 1 and 
9 

@RandomColumn A random column from the 
random table selected in the 
variable above.  This variable 
can be suffixed with a number 
between 1 and 9 

@RandomWord A random word from the 
dictionary 

@RandomInt A random possitive integer 
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output the total in dollars and cents. 

• Coin Converter – In this assignment, the 
students would be given dollars and cents, and 
they would output the minimum number of coins 
by denomination. 

• BMI Metric – In this assignment, the student 
would send weight in kilograms and height in 
meters, and they would output the BMI. 

• BMI Imperial - In this assignment, the student 
would be sent input of weight in pounds and 
height in inches, and they would output the BMI. 
The students would need to convert the imperial 
measurements to metric before calculating the 
BMI. 

• BMI Metric with Status – This assignment is a 
modification of the earlier work and adds a 
decision branch to display Underweight, 
Normal, Overweight, or Obese.  The students 
have not learned decision branching yet, so the 
expectation is they will use modular division for 
this problem. 

• Labs to Practice Programming Iteration & Decision 
Branching: 

• Cash Register – This assignment allows multiple 
inputs of item prices along with a club discount 
card and tax rate.  The student outputs the base 
price, price after discount, and total price. 

• Call Cost – This assignment provides the 
students with a rate table based on the day of 
week and time of day.  Input is sent with the day, 
time, and duration of the call, and the students 
outputs the total cost for the request. 

• Even Numbers – This assignment has the student 
output a certain number of event numbers based 
on the number input. 

• Fibonacci - This assignment has the student 
produce the first n Fibonacci numbers.  The 
number n is sent as input to the program. 

• Labs to Practice Programming String Operations: 

• String Splitter – This assignment tests the 
student's ability to divide up an odd length input 
string into middle character, string up to the 
middle character, starting after the middle 
character 

• Character Type – This assignment has the 
student read a character of input and classify it 
into a lower-case letter, upper case letter, digit, 
or non-alphanumeric character. 

• Labs to Practice Programming Functions: 

• Leap Year Function – This assignment has the 
student write a function that takes a parameter 
and return true if the year is a leap year 

• First Word Function – This assignment sends a 
sentence as a parameter to a function the student 
writes, and the student returns the first word of 
the sentence. 

• Remaining Word Function – This assignment 
sends a sentence as a parameter to a function the 

student writes, and the student returns the 
remaining words after the first word of the 
sentence. 

• Labs to Practice Programming Lists: 

• Max in List Function – This assignment sends a 
list of integers as a parameter to a function the 
student writes, and the process should return the 
largest integer in the list. 

• Max Absolute in List Function – This 
assignment sends a list of integers as a parameter 
to a function the student writes. The function 
should return the maximum absolute value of 
each integer in the list. 

• Average in List Function – This assignment 
sends a list of integers as a parameter to a 
function the student writes, and the function 
should return the average of all the integers in 
the list. 

 

A. Non-Fungible Programming Labs 

We modified the above labs that allow students to practice 
programming expressions to receive a derivative version.  
Each of these labs initially provided the student with a 
formula or included an inherent method.  For example, the 
Metric BMI lab provided students with the procedure to 
calculate BMI by taking the weight in kilograms and dividing 
by the height in meters squared.  The currency-based labs 
used an inherent method for converting the value of each 
coin.  For example, a nickel is worth five pennies in the US 
currency.  We modified the labs to use different currencies or 
measurement systems for each student, so the calculations 
and currencies utilized different constants and exponents in 
the calculations.  For example, one student would calculate 
the BMI using the formula of three times weight divided by 
two times height raised to the fourth power. 

 

V. IT COURSE AUTO-GRADERS 

This section will drill into different categories of lab auto-
graders we have developed for Information Technology 
courses.  Information Technology courses often use many 
tools in the labs to allow the students to understand the 
concepts from the lectures. 

A.  Helpdesk Course Auto-graders 

In a helpdesk course, students learn technical problem-
solving skills so they can solve end-user IT problems.  We 
developed labs deployed through Docker sessions with 
questions and recipe-type instructions for the students to 
solve technical issues.  We utilize the Linux Bash history file 
to auto-grade the student's work to ensure they execute all the 
recipe commands.  Each student has a different user id shown 
in the bash prompt stored in the history file that ensured we 
had derivatives for each student.  If a student tries to submit 
a file with a different prompt from the submitting student, the 
grader detects and rejects it. 
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B. Networking Admin Course Auto-graders 

Like the helpdesk course, the networking admin course 
teaches the student the core competency around network 
tools.  We developed labs utilizing Wireshark Packet Capture 
(PCAP) files.  The students perform a network scan and then 
answer questions about their scan in a Google Form.  They 
upload their PCAP file to the grader, and the grader compares 
the data to the form values utilizing Scapy [9].  Scapy allows 
the grader to parse the PCAP file and ensure that the student's 
form submission matches the data in their scanned file.  We 
provide no two students submit duplicate PCAP files in two 
ways; the first is to ensure the timestamp is recent (within one 
hour of submission). We stored a CRC code for previous 
submissions and rejected secondary submissions that match. 

 

VI. COMPUTER SCIENCE COURSE AUTO-GRADERS 

This section will drill into different categories of lab auto-
graders we have developed for upper-level Computer Science 
courses.  The upper-level computer science courses often 
include theory and high-level algorithms and protocols.  The 
students need to apply these algorithms and protocols in 
programming labs to reinforce the ideas from the lectures. 
 

A.  Operating Systems Auto-graders 

In an operating system course, students learn how 
operating systems manage limited hardware resources so that 
many application programs can run simultaneously.  We 
developed auto-graders that allowed the students to explore 
the data structures and algorithms used to manage physical 
memory, virtual memory, hard disks, and the central 
processing unit (CPU). 

 

B. Networking Programming Course Auto-graders 

Students learn about the Open Systems Interconnection 
model (OSI) model and Transmission Control 
Protocol/Internet Protocol (TCP/IP) layers in a networking 
course.  The students write programs in Python that utilize 

TCP/IP services that talk to a cloud application. 
 

VII. CYBERSECURITY SCIENCE COURSE AUTO-GRADERS 

This section will drill into different categories of lab auto-
graders we have developed for Cybersecurity courses. 

A. Information Security Auto-graders 

Students learn about threat modeling, security policy 
models, access control policies, and reference monitors in an 
information security course.  We developed a set of auto-
graded reference monitor labs.  The student implements a 
reference monitor in each lab that implements different 
access control policies and security policies. 

B. Secure Programming Auto-graders 

In a secure programming course, students learn how to 
develop code free of vulnerabilities. The perspective in a 
secure programming course comes from the concept that the 
code is a white box.  The students have full visibility of the 
source code as they perform labs to secure the code.  We 
developed labs where students are provided code with 
vulnerabilities.  Docker auto-graders are provided that exploit 
the vulnerabilities.  Students need to improve the code and 
submit a version without the original vulnerability to receive 
credit. 

C. Penetration Testing Auto-graders 

In a penetration course, students think about security from 
a different perspective. The perspective in a penetration 
testing course comes from the concept that the code is a black 
box.  The students do not have visibility into the source code 
they are trying to penetrate in the labs.  We developed labs 
where students are provided a signature for a code library 
with vulnerabilities.  Docker auto-graders are equipped to 
execute the students' code and determine if they found a 
weakness.  

 

 
 

Figure 3. Empirical Data 

 

 

 

Figure 2. Empirical Data 
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VIII. EMPIRICAL DATA  

In this section, we examine the data we gathered from 
three sections of a database course. There were three 
questions we wanted to answer about our use of auto-graders 
in the cybersecurity curriculum: 

• Do the auto-graders help online student progress 
quicker through a lab 

• Do the auto-graders help increase participation at the 
undergraduate level in labs 

• Do the non-fungible assessments help students by 
facilitating peer discussion? 
 

We choose the database course because every lab had a 
non-fungible version so that each student was working on a 
unique problem in the lab.  The original face-to-face section 
used manual graded lab submissions without non-fungible 
derivatives, one online section used auto-graded fungible 
labs, and one section used non-fungible labs.  The students in 
the face-to-face section had a reverse classroom where they 
worked individually on labs during class time, and the 
instructor would answer questions as they ran into problems. 
In the non-fungible labs section, a discussion forum was 
provided for students to complete the lab.  

Figure 2 shows a summary of the data we used to answer 
the questions.  The average time between submissions was 
reduced significantly for the two sections that utilized auto-
graders.  The number of submissions was increased for the 
two sections that used auto-graders.  Lastly, the participation 
rate was raised for the two sections that used auto-graders.   

The three research statements' answer was a strong yes to 
the first two and a weaker yes to the third question.  The auto-
graders helped online student progress quicker through the 
lab by shortening the time between submissions.  The 
increase in submissions with the auto-graded assessments 
shows an increase in participation. In our small study, the 
auto-graders helped increase involvement at the 
undergraduate level in both versions of the labs.  Lastly, we 
believe the non-fungible assessment helped students by 
facilitating peer discussion.  The participation rate was a little 
lower for the derivative version of the labs. Still, we felt it 
was close enough to the non-derivate lab to show progress in 
learning since students were performing unique work, and the 
increased student communication help to facilitate that 
progress. 

 

IX. GRANULARITY OF ASSIGNMENT AND PARTICIPATION  

 In this section, we examine the participation rates in the 
self-paced online courses. Our goal is to increase student 
participation in technology courses while increasing the 
integrity of the assessments. We offered three core 
technology courses through the edX [10] platform on 
programming, networking, and operating systems.  TABLE IV 
shows the enrollment and completion data from the first year.  
The number of auditors is the number of learners who signed 
up for the free version of the course in the table.  The free 
version offered the recorded lectures, readings, and 

discussion forums.  The verified users pay a small fee for 
access to the assessments, course certificate, and 
undergraduate credits. Based on our first year of data in three 
foundations courses, less than half the students who took the 
initiative to sign up as a verified learned completed enough 
of the assessments to earn the course certificate and the 
undergraduate credits.  The courses are still available for the 
students to complete the work, but we do not expect students 
who lost motivation to return. 

In a recent experiment, we offered programming courses 
on the Coursera [11].  These offerings were targeted at an 
audience with less technical experience.  In our development, 
we wanted to create non-fungible programming assignments 
and opted for smaller grained tasks than we offered in our 
early work.  For example, if we assess a lesson on iteration, 
the student is given a job that has them write a loop until a 
condition is seen in each student's different code.  These 
offerings are just a few months old, but preliminary data 
shows a much higher completion rate by the learners in these 
assigned. 

 

X. CONCLUSIONS AND FUTURE WORK 

Our research demonstrates that the use of our E-learning 
auto-graded assignments improves participation in the 
technology course assessments.  We also show that using our 
technique of creating non-fungible versions of the lab for 
each student can increase communication between students 
and improve learning.  Our future work will continue to 
develop finer-grained versions of assessments that allow for 
labs in the advanced courses that randomize the unit test data 
and provide for non-fungible assessments per student.  We 
will also gather more empirical evidence in the future to show 
how the auto-graders improve the learning experience for 
online E-Learners.  
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Abstract— This paper delves into the profound impact of 
social media on relaying information, which is often 
stored and hosted in the cloud. The ability to differentiate 
between correct information and information that can be 
termed “misinformation” or “fake news” is integral for 
social media platforms. The spread of misinformation can 
lead to severe and possibly negative effects. To 
understand this further, this paper uses Big Data 
Analytics, often applicable in cloud computing, cross-
referenced with reliable newspaper sources, to 
understand a tweet's validity in the context of the Covid-
19 pandemic. Tweepy and TextBlob are Python libraries 
that are used to extract, derive sentiment analysis and 
subjectivity, and critically analyze the data for trends and 
implications in tweets. This analysis then is used to locate 
where the misinformation is spreading from. Through 
rigorous testing and verification, it becomes possible to 
determine and indicate in a simple and effective way 
which tweets are reliable and which are not. 
Implementing cloud storage to build this out on a larger 
scale opens up the exciting possibility of applying this 
method of locating fake news on Twitter to other trending 
topics, including elections, scientific discussions, and 
sporting events.  

Keywords-social media; misinformation; Covid-19 

I. INTRODUCTION 

Social media is an integral part of contemporary society. 
Information is purveyed from one of many platforms 
divulging critical news at all hours of the day.  This news can 
be coming from all corners of the globe. Such an 
interconnected display of communication, having brought 
extreme benefits, can also have downfalls. One such example 
is the spread of misinformation on all social media platforms, 
and specifically on Twitter. This misinformation ranges from 
harmless to very serious, with consequences that cause ripple 
effects worldwide. Twitter in particular is interesting to look 
at because it is used by so many people and is able to capture 
their attention in bite-sized, attention-grabbing statements. 
Though other social media platforms might be able to delve 
into the misinformation on a deeper level, users who share 
misinformation typically do so out of convenience rather than 
ill-intentions, which makes Twitter a more ideal platform to 

understand the phenomenon. Limiting this misinformation or 
identifying and indicating which tweets are incorrect can 
better educate users on the truth and protect them from some 
of the possible harms. 

Current solutions tend only to determine a tweet's 
validity using machine learning algorithms based on 
engagement and comparing a tweet's contents to news articles 
[1]. However, controversial tweets with varying opinions can 
be inconclusive in many instances, causing many solutions to 
fail. Taking this into consideration, using a layered approach 
for validating tweets may be a more reliable solution. This 
paper proposes using a combination of TextBlob (a Python 
library for processing textual data) and Tweepy (a Python 
library that provides easy-to-use access to the Twitter API) to 
develop a more robust algorithm. 

The paper's organization is as follows: Section II will 
cover additional works related to this topic. Section III 
presents the motivation behind this research. Section IV will 
further explain the technical implementation. The conclusions 
and possible future work close the article. 

II. RELATED WORK 
There are several different approaches to address the 

issue of false information on Twitter. One such technique is 
found in the study In Detecting Fake News with Tweets' 
Properties [1]. Fake news datasets were found online and 
were analyzed using the machine learning news 
classification algorithm and ensemble classification model. 
To understand, dissect, and evaluate the information, they 
used data mining to classify features related to fake news, 
using Decision Tree, Random Forest and Extra Tree 
Classifier [1]. This approach was met with success, with 
accuracy ranging from 99.8% to 44.15%. There was one 
caveat in that it maintained the assumption that the media is 
always the source of complete truth.  

Similarly, Verma et al. [2] looked to approach this 
problem through the classification method. The naïve Bayes 
classifier and the passive-aggressive classifier were used to 
construct a prediction versus the actual matrix. A tweet was 
determined to be either real positive, false positive, false 
negative, or true negative. Afterward, a mathematical 
formula was used that calculated accuracy, precision, and 
recall outputting a final score for both methods. The passive-
aggressive classifier itself produced 78% accuracy [2], which 
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overall is not bad, but the final score was 50% for both 
scenarios, which lends more uncertainty than is desirable.  

The Nikam et al. [3] work approached this differently. 
Each tweet that was looked into was given an individual score 
after comparing it to news sources [3]. Then, an overall user 
score was devised as a result of different conditions such as 
engagement and location. The two scores of the tweet and that 
of the user were used to create an overall score for the tweet's 
reputability. 

III. MOTIVATION 
Twitter continues to play a leading role in the worldwide 

dissemination of information. A great example is the 2020 
US Presidential election, when Twitter began using warning 
labels for posts that the company believed shared false claims 
about the election, as well as Covid-19. Though this has not 
been implemented across their entire platform, there are 
sometimes severe consequences of showing misinformation, 
showing that taking proactive steps to stop this 
misinformation is necessary. The prevalence of Twitter use 
had increased throughout the Covid-19 quarantine when 
large numbers of people had to stay home. Twitter provided 
a means for socialization when other methods of interacting, 
primarily in-person, were limited. This increase in Twitter 
users brought to the forefront the necessity of having the 
misinformation be highlighted. Though misinformation can 
be harmless, sometimes the aftermath can have detrimental 
effects on a person's reputation, mental health, and finances 
[4]. 

Currently, Twitter has an estimated 330 million monthly 
active users. According to a Pew Research Center study, 
Twitter users tend to be younger, more likely to identify as 
Democrats, more highly educated, and have higher incomes 
than US adults overall. Most users are passive users [5], while 
the top 10% most prolific accounts create 80% of all content 
on the platform. By making the content from these active 
accounts more transparent, Twitter can prevent 
misinformation or general confusion amongst users. In this 
way, users can make decisions with all of the necessary 
information available.  

IV. HYPOTHESIS AND EMPIRICAL EVIDENCE 
Tweets were pulled from Twitter using Tweepy to access 

Twitter’s API. In this case, upwards of 10K Tweets related to 
Covid-19 were analyzed. TextBlob's sentiment detector was 
used to understand the tweet's sentiment, whether positive, 
negative, or neutral, since misinformation is often associated 
with strong opinions. A tweet's overall subjectivity was also 
provided through TextBlob's analysis. Additionally, it is 
necessary to understand how a news source cited in a tweet 
affects reliability. By cross-referencing the cited news source 
with a list of already-verified resources, it is possible to 
reinforce if a Tweet is reliable or not. Tweets with news 
sources are marked in Twitter using a macro that is triggered 
from Python. This list was created by looking at sources that 
were ranked in the middle of the political spectrum so that  

there is little subjectivity in the reporting. For sources that are 
more scientific, peer-reviewed and internationally renowned 
sources were deemed acceptable. Included in this list is The 
BBC, the Associated Press, and the World Health 
Organizatio. This list is a continuing work, since it is possible 
for sources to become more or less reliable over time.  

Once these two elements, tweet sentiment and news 
source verification, are examined, an intuitive way of seeing 
the tweet's validity is implemented. Bringing all of the 
analysis together, the tweet is marked with one of three 
options: a checkmark to indicate that it is likely accurate, a 
question mark for a tweet that requires further investigation 
but does not seem immediately suspicious, and a warning 
sign if it appears clear that there is some misinformation.  

The first step in this method of understanding tweets was 
to connect to Twitter's API and get the dataset. Tweepy 
allows for tweets, retweets (including quoted retweets), 
favorites, replies, and followers to be extracted. Keywords 
related to Covid-19, such as “coronavirus”, “Covid-19”, and 
“wearamask,” were used to find specific tweets. These were 
then run through a Python script for sentiment analysis. 
Additional details were surmised through Excel, and an Excel 
macro was created to automate the process further. The 
resultant information was tabulated and graphed.  The list of 
reliable sources was cross-referenced to sources in the tweets. 
Cross-referencing added an element of truthfulness and 
reliability to them. Finally, the tweets were evaluated on 
whether or not both attributes were verified. 

To replicate this for other topical discussions, the initital 
objective is to determine relevant keywords for the topic. 
Twitter has a list function for certain topics that can be used 
for this. Then, the tweets using these keywords should be 
pulled using Tweepy. The tweets are run through the Python 
code to understand sentiment and subjectivity, both key 
indicators of a tweets general tone and substance. If a tweet 
cites a news source, the news source is double-checked 
against a pre-defined repository of reliable sources. Lastly, 
the overall reliability is evaluated, based on subjectivity, 
sentiment, and sources. A high degree of subjectivity and 
strong sentiment would indicate that the tweet might not be 
accurate. The accuracy of the tweet is simply shown through 
a checkmark, a question mark, or a warning sign.  
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Figure 1.  Results based on Textblob sentiment analysis 

     Figure 1 indicates the base sentiment of the tweets that 
were analyzed, showing that the majority of tweets, 52%, had 
a neutral sentiment. 38% had a positive sentiment, and only 
10% of tweets regarding Covid-19 were negative.Tweets that 
were neutral tended to have less differentiation on whether or 
not they were for Covid-19 precautions. Misinformation 
regarding Covid-19 precautions often created divisive 
opinions and so being neutral showed that there was less 
nuance to the tweets, and therefore it was more likely to not 
be misinformation.  
 
 

 
Figure 2.  Additional results based on Textblob sentiment 

analysis. 
Figure 2 delves deeper into the data shown in Figure 1. It 

shows that a tweet with neutral language had no clear 
indication of being for or against precautions. A negative 
tweet had a higher likelihood of being against safeguards or 
having no differentiation. Similarly, a tweet that was positive 
correlated with a greater chance of being for precautions. This 
can be taken a step further to say that if there is a tweet with a 
negative sentiment, that is against Covid-19 precautions, there 
is a higher chance that that tweet might have some type of 
misinformation 

 
 

 

 
Figure 3.  Sample Diagram of a Final Implementation on 

Twitter 

Lastly, examining Figure 3 shows the finalized view on 
Twitter with a sample tweet that is neither for nor against 
precautions and citing a reliable scientific website. With the 
two aspects utilized, it can be confidently asserted that the 
tweet does not spread misinformation, as represented in the 
checkmark. Once a user hovers above the checkmark, there 
will be a blurb to explain why it is a reliable tweet.  

V. CONCLUSION AND FUTURE WORK 
This paper proposed a method to bring awareness to 

possible Twitter misinformation based on empirical evidence, 
Python and Excel analysis, and the Twitter API. Tweets were 
evaluated to show the sentiment (positive, negative, or 
neutral) of a tweet that had been determined to be for or 
against Covid-19 precautions. Additionally, the average 
subjectivity for the tweets was also evaluated. Overall, the 
paper showed a clear method of how to identify and label a 
mixture of topics on Twitter as misinformation.  

The efforts carried out show promising results of how to 
approach misinformation on Twitter. Future work will focus 
on cross-referencing with different news sources, additional 
and enhanced sentiment analysis, and analyzing larger Twitter 
datasets. Additionally, the current work only focused on text-
based tweets, but due to the nature of Twitter, analyzing 
images containing text would be beneficial as well. By 
utilizing this method, it becomes possible to analyze tweets 
and data on various topics and ideas.  
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Abstract—Training of neural networks requires often high
computational power and large memory on Graphics Processing
Unit (GPU) hardware. Many cloud providers such as Ama
zon, Azure, Google, Siemens, etc, provide such infrastructure.
However, should one choose a cloud infrastructure or an on
premise system for a neural network application, how can these
systems be compared with one another? This paper investigates
seven prominent Machine Learning benchmarks, which are
MLPerf, DAWNBench, DeepBench, DLBS, TBD, AIBench, and
ADABench. The recent popularity and widespread use of Deep
Learning in various applications have created a need for bench
marking in this field. This paper shows that these application
domains need slightly different resources and argue that there
is no standard benchmark suite available that addresses these
different application needs. We compare these benchmarks and
summarize benchmarkrelated datasets, domains, and metrics.
Finally, a concept of an ideal benchmark is sketched.

Index Terms—Machine Learning, Machine Learning Bench
mark, MLPerf, AIBench, Deep learning, Survey

I. INTRODUCTION
Training of neural networks requires high computational

power and large memory. Graphics Processing Units (GPUs)
can significantly speed up the training process for many Deep
Learning models. Training models for tasks such as Image
classification, Video analysis, and Natural language process
ing involve computationally intensive matrix multiplications
and other operations that can take advantage of a GPU’s
massively parallel architecture. It can take days to train a
Deep Learning model that performs intensive computational
tasks with large datasets on a single processor. However,
if the program is designed to transfer these tasks to one
or more GPUs then the training time is reduced to a few
hours instead of a few days. Many cloud providers such as
Amazon, Azure, Google, Siemens, etc, are providing such
infrastructures. These hardware resources vary in terms of
memory, storage, and processing power capacity. On these
cloud platforms, one can acquire the required resources. The
question is, which fits best to the specific machine learning
application. Benchmarks can help to compare these cloud
infrastructures.
A benchmark is defined as either an individual program

or a set of programs that measure systems performance with
respect to a reference [1]. In order to use a benchmark, one
has to run the individual program or the set of programs on the
target machine which would generate a report characterizing
the performance of the System Under Test (SUT). In terms of a
computer, this performance could be related to I/O processing,
running a graphics application, solving some linear equations,

etc. A benchmark usually consists of four parts, which are
scenario, evaluation criteria, evaluation metrics, and bench
marking score [1]. The scenario provides a detailed description
of the setup environment. Evaluation criteria define important
rules that specify the requirements which should be met to
use the benchmark successfully. A metric quantifies a specific
quality of the SUT which is the focus of the benchmark.
Finally, the benchmarking score is a numerical value given to
the SUT, which quantifies how well it performed according to
the metric and through this numerical value one can compare
the SUT with other similar systems.
A benchmark suite is defined as a collection of individual

programs that help in comparing two systems or algorithms
with each other. Benchmarking hardware and software provide
a better understanding of the application for which they are
designed and they also help to improve overall system’s
quality by measuring performance and highlighting bottle
necks in key areas. The past demonstrates that benchmarks
have usually accelerated progress in their respective field [2].
Benchmarking is also of uttermost importance for the field of
Machine Learning (ML) (with ML we imply both machine
and deep learning) as with great pace new algorithms and
specialized hardware are being introduced. With no standard
ized set of rules to compare these advancements, this might
eventually slow the progress in this field. To keep up with the
rapidly evolving field of ML, hardware and software vendors
are coming up with specialized solutions focusing only on
this domain [3]. To encourage further advancements more
benchmarking tools are needed for these workloads. This paper
aims to provide a comparison between seven ML benchmarks,
which are MLPerf [4], DAWNBench [5], DeepBench [6],
DLBS [7], TBD [8], AIBench [9], and ADABench [10] to
make it easier for the new users to select the most optimal one
as per their needs. These benchmarks are designed for specific
applications and have their advantages and disadvantages.
According to our knowledge, no effort to date has been done
to compare all of these. The rest of this paper is structured as
follows: we summarize related work in Section II. In Section
III, we explain benchmarking from the ML perspective and
list all the metrics and datasets that are usually employed
by different benchmarks. Seven individual benchmarks found
in the literature are presented in Section IV. In Section V,
we compare these seven benchmarks and provide a thorough
summary. In section VI, we reflect on the points that are
lacking in current benchmark suites before concluding in
Section VII.
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II. RELATED WORK
As many benchmarks already exist for characterizing mod

ern computer systems, we provide a brief overview of two
such benchmarks that resulted in breakthroughs in micropro
cessors and hardware design [2]. First, the Systems Perfor
mance Evaluation Cooperative (SPEC) [11] benchmark. SPEC
was founded in 1988 as a nonprofit consortium of major
computer vendors to provide an effective and fair comparison
of advanced highperformance computing systems. Bench
mark consisted of a set of programs (individual application
benchmarks) where each carries equal weightage [12]. Sec
ond, the LINPACK benchmark [13] by Jack Dongarra, first
introduced back in 1976. LINPACK comes under the category
of an algorithmic benchmark that measures the floatingpoint
performance of computers. It consists of subroutines that aim
to solve a system of linear equations [12].
These benchmarks aimed to judge the relative performance

of the hardware under test compared to some predefined
system used as a reference. In the case of the LINPACK
benchmark, the aim might be to know which microprocessor
is the fastest, and generally a processor with a higher core
count and a faster clock speed will outperform the others.
ML workloads lack this simplicity. These workloads often
utilize much complex hardware systems and algorithms which
ultimately make benchmarking a difficult task [14]. This is
enlightened in the third chapter. As new domains adopt ML
in their life cycle, there is a constant need for benchmarking
tools to evaluate different algorithms and hardware platforms
to encourage further advancements.
There have been some efforts in summarizing different

benchmarking principles for ML [14] but a thorough compar
ison between benchmarking suites is still missing. In addition
to this, most available ML benchmarks do not utilize any
realworld datasets that represent today’s industrial need. For
example, Mattson et al. [4], Zhu et al. [8], Gao et al. [9] all use
ImageNet dataset [15] for benchmarking the computer vision
domain but ImageNet might not be a good choice anymore for
comparing Image classification [16]. Therefore in this paper,
we provide a summary of commonly used benchmarks with
their use cases and metrics to enlighten the fact that none of
the benchmarks are completely fulfilling the industrial need.

III. BENCHMARKS FOR MACHINE LEARNING
INFRASTRUCTURES

In this section, we introduce benchmarking from an ML
perspective.

A. Benchmarking for ML Training and Inference
Benchmarking is a way to recognize the particular qualities

and shortcomings of various approaches and frameworks. In
ML, it can be associated with two individual tasks of the ML
workflow, which do not overlap with each other. a) Training:
For training an ML model, learnable parameters of the model
have to be updated. This requires a forward and a backward
pass wherein forward pass samples in minibatches are shown
to the model. In backward pass, intermediate results are stored

in the memory which eventually adds a significant load on
the hardware accelerators (usually GPUs). b) Inference: On
the other hand, the inference is about evaluating a single data
sample on the trained model at once. Therefore training usually
requires expensive hardware with multiple cores whereas
inference can be conducted even on simpler edge devices.
These two distinct processes have their separate bench

marks. In this paper, we focus mainly on training benchmarks
as training is usually a resource expensive process. Training
benchmarks compare different software solutions for a given
task (e.g., Image classification) to know which one performs
the best according to a particular metric. From a hardware
perspective, training benchmarks focus on evaluating how
fast a particular system can train a model to reach some
predefined stateofart performance for a given task. The
inference benchmarks usually measure latency that translates
to how fast a system can produce results in production once
it has been trained.

B. Uniqueness of Machine and Deep Learning
Benchmark suites like SPEC [11] have established them

selves as a source of guidance that has helped in standardizing
requirements in the field of computing. Such benchmarks were
successful, because of an endtoend approach followed by
the benchmark and also because of the lack of stochasticity
involved in the domain [4]. ML on the other hand does
not follow a common recipe. Even two runs of the same
model under the same setting can produce different results [4].
Another source of randomness is the software frameworks
in which the Ml model is built. In recent years there have
been many such mathematical libraries that are capable of
implementing a model in different ways.
The stochasticity involved in ML emerges as a major

challenge when it comes to benchmarking with respect to
training. This aspect is unique to ML training and is not
encountered in traditional computing. ML is capable of of
fering multiple correct solutions for a single problem, unlike
traditional technologies that offer only one perfect solution [4].
The other aspect of ML that makes benchmarking even harder
is the diversity of problems that are present in the field. For
example, it is not necessarily true that a system capable of
solving Computer vision tasks efficiently will also be efficient
for Natural language processing (NLP). Therefore, a training
benchmark should aim to provide a standard evaluation crite
rion that considers different tradeoffs (for e.g., performance
vs speed vs different domains) when comparing systems or
algorithms together.
Some of the requirements that an ML training benchmark

should fulfill are:
• Provide a fair comparison between hardware systems and
algorithms on common domains and datasets.

• Provide a fair comparison between different ML frame
works (for e.g., PyTorch vs TensorFlow) when running
the same algorithm for a particular domain.

• Standardize a set of rules which could be followed by the
user to ensure reproducibility of results.
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• Provide a quantitative analysis between system level
operations (for e.g., convolution, pooling) to know where
the bottlenecks are present.

• Should measure systems on the basis of scalability (one
server vs multiple servers) and should ensure trans
parency by using adequate metrics for each domain
respectively.

• Should be able to especially handle stochasticity involved
in machine learning workloads. One way of doing this to
chose a metric that is consistent with the number of runs
on average.

• Should be representative of industrial needs as many
benchmarks in literature use datasets that are far too
simple for the domain they represent.

• Should be transparent that providers of hardware or
infrastructure accepting the benchmark

• Should be open source that everyone can validate the
correctness of the implementation.

C. Classifications of ML/DL Benchmarks
An ML benchmark can also be categorized into one of three

levels shown in Figure 1.

Figure 1. Category of ML benchmarks.

The first category, the System Level (SL) benchmark repre
sents the lowest level, the fundament of the whole benchmark
ing chain. These benchmarks help to gather more insights at a
basic level such that bottlenecks involved in basic operations
could be found. One noteworthy example of such an operation
is the activation functions involved in ML. Coleman et al. [17]
showed that the rectified linear units (ReLU) [18] activation
function in particular is an expensive operation prolonging the
overall training process.
The second category, the Domain level (DL) benchmark

targets specific domains that can utilize different small scale
operations mentioned above. These benchmarks are important
for evaluating hardware and software from a broader perspec
tive to reflect upon the memory and computation requirements
needed for each domain respectively. They are subdivided
into two categories namely, Resource Intensive (RI) and

Resource Light (RL). A domain such as Image classification
belong to the Resource Intensive subcategory, as it requires
high GPU and memory whereas NLP comes under Resource
Light subcategory due to reduced memory requirement. All of
the commonly found ML benchmarks in the literature belong
to the Domain Level benchmark category. It is important
to note that these benchmarks still target only a handful of
domains and also not all the domains are targeted in all of the
commonly used benchmarks.
The last category, Endtoend machine learning workflow

benchmarks focus on evaluating systems from an end to end
perspective. Such benchmarks consider the whole benchmark
as loosely coupled modules that could be easily changed
and extended. These modules include data preprocessing
pipeline, data input pipeline, different domainspecific set of
operations (Domain level benchmarks), inference, training,
model serving, and finally important nonartificial intelligence
(AI) related modules which are critical for the application in
focus. Such benchmarks provide extensive information about
the SUT from training to production. In literature, AIBench
Benchmark [9] is one of the few benchmark suites that comes
under this category. They define this benchmark suite as a
combination of essential attributes extracted out of different
industryscale applications. These particular applications de
fine at first hand that which of the Domain level benchmarks
should be used for that particular use case.

D. Metrics for MLBenchmark
A typical ML workflow starts by gathering more insights

about the data and problem at hand. This is followed by
dataset formation and algorithm selection. The next step is
to evaluate how well the algorithm performs and this is
evaluated based on a specific metric. For example, in the
task of binary classification, classification accuracy defines
the fraction of samples in the test set that were predicted
correctly. Using the only accuracy could be misleading due
to the fact that this metric does not consider scenarios such as
class imbalance. Similarly, in the case of benchmarking there
are several metrics that can be employed. Choosing one over
the other should be done carefully as this could be domain
specific or problemspecific. Table I provides a list of such
metrics that are most commonly used by some of the machine
learning benchmarks. It is important to note that most of the
benchmarks chose one or two out of all the mentioned metrics.
The most commonly adopted metric out of all the above

mentioned ones is TimetoAccuracy (TTA) metric. Coleman
et al. [17] show that this metric generalizes nearly as well
on unseen data. They also portray that even with all the
stochasticity involved in the training procedure, the TTA
metric stabilizes well with a low coefficient of variation (he
ratio of the variance to the mean) concluded after multiple
iterations.

E. Benchmark Datasets
A dataset is also a principal part of an ML benchmark

as they help to test the system from the domainspecific

43Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-845-7

CLOUD COMPUTING 2021 : The Twelfth International Conference on Cloud Computing, GRIDs, and Virtualization

                            53 / 69



TABLE I
THE DIFFERENT METRICS THAT ARE USED BY TRAINING
BENCHMARKS FOR COMPARING DIFFERENT SYSTEMS OR

ALGORITHMS.

Name Definition
TTA Time To Accuracy: This metric measures the

time (in seconds) to reach the predefined ac
curacy on validation set. The task and the
algorithm are fixed during TTA measurement.

TTE Time To Epochs: This metric measures the wall
clock time (in seconds) taken to train some
specific predefined epochs. The task and the
algorithm are fixed during TTA measurement.

Energy Consumption Energy consumed (in watts per second) till
some accuracy is reached on the validation set.

Accuracy This metric is used to compare novel algo
rithms with the stateoftheart algorithms on a
fixed task and a dataset in order to improve the
best known results. It is defined as the number
of correctly predicted samples out of the total
samples present in the test set.

Cost This metric is associated with instances in a
cloud infrastructure. It describes the cost (in
some currency) required for the training of
an algorithm to reach a specified accuracy on
validation set.

Throughput Throughput defines the number of data points
present in the training set that are processed
per second on a system.

Batch time It is the average time taken in ms to process
one batch of data, i.e., the number of samples
before the model is updated.

Flops This metric measures either the floating point
operations required for a particular operation
(like convolution in convolutional neural net
works (CNN)) or the total number of opera
tions executed in whole training process.

GPU utilization Fraction of time (in ms) the GPU is active in
whole training process.

CPU utilization This metric measures the average utilization of
central processing unit (CPU) across all cores.

Memory Consumption This metric aims to examine which of the
operations or components utilize most of the
memory. This will help in optimizing the train
ing process.

Total time per opera
tion

This metric calculates the time (in ms) required
to complete a particular operation (convolu
tion, pooling, etc.).

point. Mostly standard opensourced datasets are used by the
majority of benchmark suites. Each dataset reflects the targeted
domain. The table below provides a summary of such datasets
with information about the domain they target.

IV. ML BENCHMARKING SUITS

In this section, we summarize seven different machine
and deep learning benchmarks that have emerged in past
as a joint effort from academia and industry to standardize
benchmarking.

A. MLPerf
MLPerf is a consortium of commercial and academic or

ganizations that has emerged as an industry standard for
measuring ML systems. It offers both training and inference
benchmark suites. The training benchmark suite (version 0.7)

TABLE II
SOME COMMON DATASETS THAT ARE USED BY TRAINING
BENCHMARKS FOR COMPARING DIFFERENT SYSTEMS OR

ALGORITHMS.

Name Characteristics Domain
ImageNet [15]
Cifar10 [19]

Imagenet: close to 1.2 million
images, 1000 clases in total.
Cifar10: 6000 images (32*32)
per class, 10 classes in total.
classes in total.

Image clas
sification

COCO [20]
Pascal VOC2007 [21]

COCO: more than 2M (5 cap
tions per image) instances in 80
object categories. Pascal VOC:
9963 images, with each image
containing set of objects from
20 different classes.

Object de
tection.

WMT
EnglishGerman [22]

Translation dataset based on
the data from statmt.org.

Language
Translation

1TB ClickLogs
[23]

Contains instances of feature
values and click feedback for
millions of display ads divided
into 24 files.

Recommen
dation

Go [4] MiniGo, data is generated
while selfplaying on a 9×9
game board.

Reinforce
ment learning

SQuAD [24] Close to 10k instances of ques
tions and answers.

Question
Answering

LibriSpeech
[25]

Contains approximately 1000
hours of English speech with a
sampling rate of 16 kHz.

Speech
recognition

is a collection of eight machine learning models from 6
different domains. In the current version 0.7, there are two
different sets of benchmark suites where one targets regular
systems and the other is for HighPerformance Computing
(HPC) systems. It is the first benchmarking effort that aims to
provide fair evaluations of training and inference performance
for hardware, software, and services under prescribed condi
tions that guarantee reproducibility. There are two divisions;
open and closed, where different vendors can submit their
results. The goal of the closed division is to do a one
toone comparison between hardware platforms or software
frameworks. To use the closed division one has to utilize
the same model and optimizer provided in the reference
implementation. This forces one to follow certain guidelines
under which the same preprocessing steps, same model, and
training method should be used. On the other hand, the open
division is for encouraging further advancements by allowing
arbitrary preprocessing steps, new models, and training meth
ods [4]. This benchmark can be considered as a combination
of multiple Domain level benchmarks.

B. DAWNBench
DAWNBench benchmark suite can be regarded as a prede

cessor of MLPerf. It was designed for measuring endtoend
ML training and inference tasks. DAWNBench was introduced
in November 2017 as a benchmark and a competition. Similar
to MLPerf, DAWNBench also provides a reference set of
common ML workloads. This benchmark was the first to use
the TimetoAccuracy (TTA) metric to measure performance
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and allowed users to optimize model architectures, optimiza
tion algorithms, software frameworks, and hardware platforms.
But it lacked rules, i.e., closed division in comparison to
MLPerf [17]. Similar to MLPerf this benchmark suite can also
be considered as a collection of the Domain level benchmarks.

C. DeepBench
DeepBench was released in 2016 from the Baidu research

group. It is an opensourced benchmarking tool focused on
measuring the performance of the hardware at the kernel level.
It can be considered as a System level benchmark. It aims to
find which basic operations involved in deep neural network
training are most timeconsuming. The initial release only
focused on benchmarking only training performance across
multiple hardware platforms but the new version includes
inference also. The benchmarking tool is available as a Github
repository with reference implementations [6].

D. DLBS
Published in 2017, Deep Learning Benchmarking Suite

(DLBS) is part of a large, comprehensive set of tools known
as HPE’s Deep Learning Cookbook. The cookbook aims to
provide a guide for choosing ideal hardware and software for
DL for both training and inference. It contains a webbased
tool for analyzing the performance of deep neural networks, a
benchmark suite that is available freely on Github, and refer
ence designs for some selected workloads. The benchmarking
suite itself consists of commandline programs that run differ
ent domain specific neural networks in multiple frameworks.
The results for various hardware platforms, frameworks, and
models are available online. Besides, the benchmark suite
is also capable of producing results for untested hardware.
Another interesting point about this benchmark is that it allows
userspecific customized datasets, and one can use a synthetic
dataset if no dataset is available [7]. This benchmarks suite
also comes under the category of Domain level benchmark.

E. TBD
TBD (TrainingBenchmark for DNNs) benchmark suite is a

joint effort from EcoSystem Research Group at the University
of Toronto and Project Fiddle at Microsoft Research, Red
mond. The benchmark suite was first introduced in 2018 with
memory profiling tools for interpreting memory bottlenecks
across three frameworks (CNTK, TensorFlow, MXNET) and
recommendations for hardware and software selection for deep
learning training. The suite consists of eight DNN models that
overall cover six major domains. It is also a combination of
Domain level benchmarks.

F. AIBench
AIBench, a Datacenter AI benchmark suite is one of the

benchmark that comes under the category of Endtoend
machine learning workflow benchmark. It consists of 17
Domain level benchmarks and 14 System level benchmarks
that target nine realworld applications with 17 AI domains.
The benchmark suite consists of loosely coupled modules that

are flexible and easily configurable for multiple applications.
Currently, two workflows are covered by the benchmark suite,
first the Ecommerce Search Intelligence, and second the
Online Translation Intelligence [26].

G. ADABench
ADABench Is another benchmark suite that comes under

the category of Endtoend machine learning workflow bench
mark. It focuses on the complete endtoend pipeline of ML
workloads that comprises several additional steps including
training, data integration (data input pipeline), data cleaning
(data preprocessing pipeline), feature extraction, and model
serving. There is no opensourced implementation available
for this benchmark but it is one of the benchmark suites that
target industryrelevant domains like predictive maintenance
as one of their use cases [10].

V. COMPARISON
Table III provides a summary of benchmarks mentioned

in the previous section. The columns represent (from left to
right), the name of the benchmark, the datasets used by these
benchmarks, domains that the benchmark suite target with
their category where SL, DL (RI & RL), and E represents
System level, Domain level, and Endtoend machine learning
workflow benchmark, and finally the metrics these bench
mark’s use. Starting with MLPerf, this benchmark suite uses
a single metric, i.e., TTA, and targets only a few domains
(6 vs. 17 in AIBench). TTA might be a good metric for IT
companies, which have abundant hardware resources to spare,
and the cost of running these models not being a critical factor.
But for some, cost as a metric could be a decisive factor
in determining what kind of cloud infrastructure they want
to invest in. Contrarily, DAWNBench uses cost as a metric
in addition to TTA but targets only two domains. Coming
to DeepBench, the microbenchmark suite uses Teraflops
and total time per execution of operations as metrics. This
benchmark suite covers only a small set of operations that are
involved in DL training.
From Table III, we can also see that only the DLBS

benchmark offers the use of user provided datasets but on the
other hand it only target two domains i.e. Language translation
and Image classification. Furthermore, the results for already
tested hardware platforms are not provided by the benchmark
creators. For AIBench, the component benchmarks and the
datasets used are not mentioned in the Table III individually
due to the vast number of domains targeted by this benchmark.
The domains it targets in the component benchmark are Image
classification, Image generation, Language translation, Image
toText, ImagetoImage, Speech recognition, Face embed
ding, 3D Face recognition, Object detection, Recommenda
tion, Video prediction, Image compression, 3D object recon
struction, Text summarization, Spatial transformer, Learning to
rank, and Neural architecture search. However, AIBench lacks
in providing fixed rules for reproducing results. In comparison
to MLPerf, there are no definite rules mentioned for data
preprocessing nor which hyperparameters could be changed
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for each model individually. We consider tasks with image
and video datasets as the most resource intensive therefore
domains such as Image Classification and Object detection
are subcategorized as Resource intensive (RI). Reinforcement
learning also uses image data and has additional complex tasks
of control/action with some kind of update scheme therefore
it is also added under the RI subcategory,

TABLE III
THE TABLE PROVIDES A SUMMARY OF THE SEVEN

BENCHMARKS MENTIONED IN THIS PAPER.

Name Dataset Domain & Category Metric
MLPerf

• ImageNeT
• COCO
• WMT Eng

Ger
• 1TB Click

Logs
• Go

• Image classification (RI)
• Object detection (RI)
• Language Translation

(RL)
• NLP (RL)
• Recommendation (RL)
• Reinforcement learning

(RI)

TTA

DAWN
Bench • ImageNet,

Cifar10
• SQuAD

• Image classification (RI)
• Question answering

(RL)

TTA,
Cost(in
USD),
Inference
latency,
Inference
cost

Deep
Bench

No real data
used • GEMM (SL)

• Convolutional (SL)
• Recurrent layers (SL)
• All Reduce (SL)

Tera
FLOPS,
Total Time
per opera
tion (ms)

DLBS Synthetic
and real data
(User provided
dataset)

• Language translation
(RL)

• Image classification (RI)

Through
put,
Batch time
(ms)

TBD
• ImageNeT
• IWSLT15
• LibriSpeech
• Pascal

VOC2007
• Downs. Im

ageNet
• Atari

• Image classification (RI)
• Machine Translation

(RL)
• Speech recognition (RL)
• Object detection (RI)
• Adversarial networks

(RI)
• Reinforcement learning

(RI)

Through
put,
GPU
Utilization,
CPU
Utilization,
F32
Utilization,
Memory
consump
tion

AIBench
• 17 different

datasets
• 17 component bench

marks (E)
• 14 micro benchmakrs

(E)

TTA, TTE,
Energy
Consump
tion

ADA
Bench • Kaggle

dataset
• SMART

dataset
backblaze

• Self
generated

• MovieLens

• Customer Service Man
agement (RI)

• Predictive Maintenance
(RL)

• Regression (RL)
• Clustering (RL)
• Classification (RI)
• Recommendation (RL)

Throughput

VI. CRITICAL DISCUSSION TOWARDS AN IDEAL ML
BENCHMARK

The benchmark suites mentioned in this paper lack a stan
dard set of metrics. Even from the algorithmic point of view, a
benchmark should offer multiple choices for a single domain.
For example, all the mentioned benchmarks use classification
accuracy as a metric for the Image classification domain.
There are no options available to use Precision or Recall as
a metric even with the fact that using accuracy only could be
misleading. Besides, none of the mentioned benchmarks meet
industrial needs as they do not allow userspecific datasets to
be used (DLBS has that functionality but it targets only two
domains). Domains like Image segmentation and Predictive
maintenance are missing from the Domain level benchmarks.
Furthermore, other than the MLPerf benchmark, no suite
provides guidelines for having a fair comparison. These rules
in MLPerf specify prime components such as the framework
required for a particular domain (according to the reference
implementation), loss function, and detailed information about
the hyperparameter settings.
There is additionally a lack of support for testing cloud

frameworks for ML. There are notable differences be
tween different cloud providers. Platform such as Microsoft
Azure [27] offer flexible compute options but have no built
in models whereas Google Cloud Platform (GCP) [28] offers
auto ml tools with builtin models. The best cloud platform
for ML is highly dependent on the application at hand. One
has to carefully study the workflow used by these different
providers and their data privacy regulations. Using cloud
platforms would require data ingestion pipelines and additional
processes which further increase the complexity. None of the
benchmarks mentioned in this paper offer insights on any
of these topics and neither do they provide any results for
already tested cloud environments. Important metrics for com
paring cloud platforms such as monetary cost, compute and
storage performance are still missing from all the mentioned
benchmarks (other than DAWNBench which has cost as a
metric). Even prominent benchmarks such as MLPerf offer
no guidelines for this cause. Even if one can transfer the
reference implementation on a particular cloud framework,
the datasets used, in some domains require high memory that
adds to the overall cost. Furthermore, no metric available to
compare the storage performances or cost of respective plat
forms discourages the idea of shifting the current benchmarks
to cloud platforms.
We define an ideal benchmark that allows multiple domain

specific metrics, e.g., in Image classification, one should be
able to use ROCAUC score instead of accuracy in TTA.
It should fulfill the requirements mentioned in Section III.
Moreover, it should also standardize rules through that other
users could adapt their datasets for specific domains. These
rules should also identify things that could be altered (e.g.,
hyperparameters, framework) to provide more flexibility but
restrict changes that would damper the reproducibility aspect.
Furthermore, these rules should be packed together with a
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reference implementation in a containerization format that
is easily transferable to different machines without requiring
fresh installations of every library required by the benchmark.
Finally, it should also provide support for testing evergrowing
cloud frameworks. This could be achieved by providing sup
port for transferring containers of reference implementations
on different cloud platforms with additional monetary metric.

VII. CONCLUSION
Rapid growth in ML has opened a vast number of options in

hardware platforms for the user. In addition to local machines,
various cloud computing platforms such as Amazon Web Ser
vices, Microsoft Azure, Google Cloud Platform, IBM Cloud,
etc, are available for ML. These various cloud platforms offer
the possibility of modeling storage and compute capacity
that can be scaled according to the need of the users. The
benchmarks mentioned in this paper other than DAWNBench
do not target the cloud platforms directly.
In this paper, we have summarized seven prominent bench

marking suites that help in making an informed decision
about which hardware or software is the best for a specific
application. Some of the benchmarking suites are still in their
development phases and in the future, they can accelerate
further progress in their respective fields. Inferring from the
last section, the different benchmark suites employ different
metrics but there seems to be no agreement on a standardized
set. None of the benchmarks provide any implementation for
domains like predictive maintenance which is highly relevant
for the manufacturing industry. With the addition of more
domains, the inclusion of cost as a metric, improvement on
documentation, and support for cloud platforms; the MLPerf
and AIBench benchmark suites have the potential to become
the goto benchmarking suite for all ML applications.
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Abstract— In multi-tenancy cloud environments, physical 

resources are transparently shared by multiple Virtual 

Machines (VMs) belonging to multiple users. Implementing an 

efficient access control mechanism in such environments can 

prevent unauthorized access to the Cloud resources. In this 

paper, we propose an access control mechanism that provides 

scalable and secure access control to the Cloud in the context 

of multi-tenancy cloud environments. Such a mechanism will 

prevent malicious tenants from generating and sending 

unauthorized traffic to the Cloud network. 
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I.  INTRODUCTION 

Cloud computing is a flexible and cost-effective platform 
for providing business and consumer services over the 
Internet [1][8]. Such a platform is utilized by multiple 
customers who share computing resources, including CPU 
time, network bandwidth, data storage space, with other 
users, which refers to multi-tenancy [2]. By multi-tenancy, 
Clouds provide simultaneous, secure hosting of services for 
various customers utilizing the same infrastructure resources 
[3][9]. However, in multi-tenancy cloud environments, one 
customer can gain unauthorized access to the information of 
other customers. In this context, it is important to control the 
access of network entities to such information. 

Access control is a security feature that controls how 
users and systems communicate and interact with other 
systems and resources. In general, there are three types of 
access control: physical access control, technical access 
control and administrative access control [5][11]. Physical 
access control refers to the implementation of security 
measures in a defined structure in order to prevent 
unauthorized access to sensitive materials. Examples of such 
control include: security guards, picture IDs, locked and 
dead-bolted steel doors, biometrics, closed-circuit 
surveillance cameras and motion or thermal alarm systems. 
Technical access control employs the technology as a basis 
for controlling the access to sensitive information throughout 
a physical structure and over a network. Examples of 
technical access control are: encryption, smart cards, 
network authentication, Access Control Lists (ACLs) and 
file integrity auditing software. Administrative access control 

defines the human factors of security. All levels of the 
personnel within an organization are involved in such 
control. Administrative access control also determines which 
users have access to which resources and information. 

The above types of access control can be integrated into 
security architectures in order to preserve the integrity, 
confidentiality and availability of resources that are 
collocated in multi-tenancy Cloud environment. In this 
paper, we investigate the use of technical access control for 
proposing a secure access control mechanism in the context 
of multi-tenancy cloud environments. Such a mechanism 
will prevent malicious insiders from generating and sending 
unauthorized traffic to the cloud network. 

The rest of the paper is organized as follows. Section II 
introduces the context and background related to access 
control in multi-tenancy cloud environments. Section III 
presents the main assumptions and principles of the proposed 
architecture. Section IV explains a use case scenario, 
whereas Section V gives some concluding remarks. 

II. CONTEXT AND BACKGROUND 

As illustrated in Figure 1, a multi-tenant Cloud service 
provider has three essential elements: the Cloud manager, the 
hypervisor and the Virtual Machines (VMs) [6]. The Cloud 
manager is a console of management provided for clients in 
order to manage their Cloud infrastructure, which means 
creating, shutting down, or starting the instances. The 
hypervisor, also called Virtual Machine Manager (VMM), 
allows multiple operating systems (guests or virtual 
machines) to run concurrently on a host server. Its main 
responsibility is to manage the application’s operating 
systems (OSs) and their use of the system resources (e.g., 
CPU, memory and storage). Its role is to control the host 
processor and resources, and also to allocate what is needed 
to each operating system. 

A VM is an isolated guest operating system installation 
within a normal host operating system. In this context, each 
client may have one or more VMs, as one physical server 
can host several VMs. In such an environment, one client 
can send unlimited amount of traffic to another client. 
Accordingly, a malicious agent can rent a VM on the same 
host where the target VM resides. This malicious agent can 
send unauthorized traffic to the target VM and violate the 
security of the target VM [10]. 
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Figure 1.  A model for a multi-tenant cloud service provider [6]. 

 
The unauthorized traffic may contain some script or 

malware which violates the confidentiality or the integrity of 
the target VM data. Sending such traffic to another VM 
makes it possible to perform other sorts of attacks. For 
instance, a malicious agent who owns a VM can perform 
VM Hopping over another user who is co-located at the 
same host. With VM hopping, an attacker has the control of 
one VM and tries to gain the control of another VM. VM 
hopping allows an attacker to move from one virtual server 
to the next one, or even to gain the root access to the physical 
hardware. VM hopping is a considerable threat because 
several VMs can run on the same host, which makes them 
the targets for the attacker. By performing this attack, a 
malicious user can violate the security and steal the data of 
other users who are located at the same server while 
compromising the hypervisor file system [4]. 

In addition, the malicious insider can perform Denial of 
Service (DoS) attacks. These kinds of attacks exhaust the 
resources of the Cloud network, such as bandwidth and 
computing power, by sending large amount of unauthorized 
traffic to other VMs. 

III. EXISTING METHODS AND MODELS 

In this section, we discuss the main existing methods and 
models for controlling access in the context of multi-tenancy 
cloud environments. 

A. Distributed access control 

The Distributed Access Control (DAC) architecture was 
proposed by Thomas et al. [12]. Such an architecture has 
three main components: the Cloud Service Provider (CSP), 

the Cloud Service Consumer (CSC) and the Identity Provider 
(IdP). The CSC requests the resources or services hosted by 
the CSPs. In this stage, the CSC should be first authenticated 
to ensure that unauthorized users do not access the services 
from the CSP. The main responsibility of the CSP is to host 
and to provide various services or resources to the CSCs. As 
a result, for avoiding illegal and unauthorized access by 
CSCs, proper authorization and authentication of CSCs are 
required. 

Moreover, in DAC architecture, the IdP plays a great role 
since it generates identity tokens to the users. By using this 
identity token, a user can request the access to the cloud. 
Such a user may subscribe to services from multiple CSPs to 
meet the resource requirements. In this case, a federated 
identity management approach is required. The CSCs can 
use the identity tokens generated by the IdPs and these cloud 
users can exchange such tokens with various CSPs in the 
federation [12]. 

Analysis and results of DAC architecture reveal that 
using such an architecture is important in the domain of 
distributed applications or service computing. However, this 
model has some limitations. In particular, there is no 
effective mechanism which meets all access control 
requirements. 

B. Adaptive access algorithm 

Wang et al. [13] added trust management to the Role-
Based Access Control (RBAC) in order to propose an 
adaptive access algorithm for cloud environments. This 
model is based on loyalty, i. e., a user is restricted only when 
its behavior contains malicious behavior. More specifically, 
the user request is first analyzed, and based on trust 
evaluation, the user becomes dynamically authorized. Here, 
user’s trust is calculated according to user’s behavior. In 
other words, the user access to the resource is dynamically 
based on calculation. As a result, by establishing dynamic 
mapping between roles and trust values, this model is able to 
determine the security level and control the user’s access to 
the resources. 

The trust-role-based-access control model claims that it 
can efficiently control user’s malicious behavior. However, 
this model depends on the trust values, as the trust evaluation 
process needs to be improved in order to become widely 
used. 

C. Multi-tenancy access control model 

Multi-Tenancy Access Control Model (MTACM) is a 
security architecture which embeds the security duty 
separation principle in multi-tenancy cloud environments 
[14]. The main idea of MTACM is based on limiting the 
management privilege of CSP and letting the customers 
manage the security of their own business. In this model, the 
duty separation mechanism between cloud service provider 
and cloud customer is handled by a management module. 
However, the management module is not user-friendly for 
customers, as the cloud customer has to take care of the data 
security. 
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D. Role-based multi-tenancy access control 

Role-Based Multi-Tenancy Access Control (RB-MTAC) 
applies identity management to determine user’s identity and 
applicable roles [15]. Such a model combines two important 
concepts in access control under multi-tenancy access 
environment: identity management and role-based access 
control. In this context, Yang et al. [15] believe that this 
combination makes it easier to manage privileges that protect 
the security of application systems and data privacy. 
Providing a set of privileges and identity management 
schemes for corporations in cloud computing environment is 
the main contribution of this security model. 

This scheme can be used to easily change employee 
privileges when a personnel member leaves an organization 
or when we want to grant employees more access without 
the need to modify all employee privileges one by one. 
However, RB-MTAC is not independent, and for 
implementing it in a cloud computing system, a directory 
service is needed. 

E. CloudPolice 

Popa et al. [7] proposed CloudPolice, a system that 
implements a hypervisor-based access control mechanism 
for multi-tenancy cloud environments. Since hypervisors are 
generally trusted, network-independent, close to VMs and 
fully software programmable, CloudPolice seems to be 
effective to prevent denial of service (DoS) attacks from 
malicious agents who send unauthorized traffic to their 
targets. As a result, CloudPolice acts as stateful firewalls and 
creates a state for each flow.  

However, there are several major concerns for the 
feasibility of CloudPolice. The first concern is the ability for 
the hypervisor to act on per flow state, as the hypervisor 
should be ready to act on every single flow. The second 
concern is the ability to install new state with low enough 
latencies for new traffic flows, as we should make sure that 
the hypervisor is able to create a state for each new incoming 
flow very fast. As a result, the hypervisor should be able to 
create states for all new flows without latency (or at least 
with acceptable latency) and also act on the states that 
already exist in the buffer. Also, CloudPolice imposes 
overheads in the system, as the destination hypervisor 
receives all the traffic and decides to pass or drop the traffic 
based on the security attributes of the target virtual machines.  

IV. THE PROPOSED ARCHITECTURE 

This section defines the main assumptions, as well as the 
design and principles of the proposed architecture. 

A. Main assumptions 

The proposed architecture deals with the concept of 
Inter-VM traffic, which is the transmission of any data 
packet to and from one virtual machine. In other words, 
when the hypervisor encounters inter-VM traffic, the traffic 
does not pass through the physical switch or router, as the 
virtual switch that is located at the hypervisor forwards the 
packet to the destination VM. At this point, the following 
assumptions need to be done: 

 

• The virtual machines and physical servers are co-
located at the same cloud provider. If the entire 
system is not part of the Cloud, then for sending 
traffic to another Cloud, the traffic should pass 
through a real router or firewall. In this case, the 
policies that are implemented in the firewall should 
be enforced. 

• Each physical server has only one hypervisor. In this 
case, the security attributes and access control lists 
of all virtual machines that belong to a physical 
server are located at one hypervisor. If we have 
multiple hypervisors on a physical server, we should 
apply an extra process for realizing which hypervisor 
contains the access control lists of certain virtual 
machines. 

• Each physical server is hosting at least one tenant, 
and each tenant has at least one virtual machine. 
Since each virtual machine should be registered as a 
tenant, if a tenant is registered in the Cloud, a virtual 
machine should be assigned to that tenant. 

• All access control lists are defined and stored in the 
hypervisor. 

• In its startup process, a hypervisor sends an update 
message to the other hypervisors that are located at 
the same Cloud. This update message contains the IP 
address and the ID of virtual machines that are 
located at that hypervisor. 

 

B. Architecture principles 

The principles of the proposed architecture are based on 
control packets, which is the core element for verifying 
security permissions of virtual machines in multi-tenancy 
Cloud environments. In this section, we explain the elements 
of the proposed access control architecture, which is 
illustrated in Figure 2. 

 
 

 

Figure 2.  Principles of the proposed architecture. 

 

• Source (Src.) VM is a virtual machine that is 
installed on the source hypervisor, as the latter is 
located at the physical source server. The source VM 
is then sending traffic packets to a virtual machine in 
the same Cloud called Dst. VM. 

• Destination (Dst.) VM is installed at the destination 
hypervisor, and this hypervisor is located at the 
destination physical server. 
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• A data packet is a packet that the source VM wants 
to send to the destination VM. 

• A control packet is a special packet that is generated 
by the source hypervisor. Its content represents the 
specifications of the source and destination VMs. 

• Incoming/outgoing traffic filter is a lightweight IDS 
that is integrated in the hypervisor. It compares the 
control packet with the access control lists of 
destination VM. 

• An access control list is a set of security permission 
that defines the level of security of each virtual 
machine. 

 

C. Architecture design 

The main goal of the proposed architecture is to block 
and drop undesired packets as close as possible of the source 
hypervisor. As illustrated in Figure 2, when the source VM 
sends traffic to the destination VM, such traffic has to pass 
through the source hypervisor. As soon as a data packet 
reaches the hypervisor, it generates a control packet which 
consists of the necessary information for access control 
checking, such as the source IP address, the destination IP 
address, the port numbers, as well as the protocol type. Such 
a control packet has to be sent to the destination hypervisor 
which checks its content and decides whether the traffic can 
be delivered to the destination hypervisor. If the source VM 
is permitted to send the so-called traffic to the destination 
VM, the destination hypervisor adds a pass or drop value to 
the control packet payload, and sends it back to the source 
hypervisor. According to this value, the source hypervisor 
threats the awaiting traffic. 

As illustrated in Figure 3, the process starts when a VM 
initiates to send some traffic to another VM. As soon as such 
traffic is received by the source hypervisor, it checks the 
packet and looks for the destination address that is located at 
the inserted IP packet header. If the destination address 
belongs to a virtual machine in the same cloud, we will have 
two possibilities. The first case considers that the destination 
address is located at the same physical server. In this case, 
the architecture checks the access control policy of the 
destination VM, and can decide whether to pass or drop the 
traffic. The second case occurs when the destination address 
is located at a different physical server. In this case, the 
source hypervisor generates and sends the control packet to 
the destination hypervisor. Then, it waits for the response 
control packet. 

Beside such possibilities, there may be an exception, 
when the destination address does not belong to any VM in 
this cloud, which means that the source and destination 
addresses belong to two devices that are not co-located at the 
same Cloud. In this case, the architecture only has to pass the 
traffic to the  default gateway of the source hypervisor 
(router, switch or firewall). 
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Figure 3.  General mechanism flowchart. 

 
The main part of the mechanism starts if the destination 

address belongs to a VM that is located at a destination 
hypervisor. In this case, the whole traffic should wait until 
the source hypervisor generates and sends a control packet to 
the destination hypervisor. Hence, the decision will be made 
based on the response control packet. Figure 4 shows the 
main tasks of the destination hypervisor when it receives the 
control packet from the source hypervisor. More precisely, 
the destination hypervisor selects one of the following 
actions: 

 

• Insert a pass value to the control packet if the access 
control policy of the destination VM matches, and 
accept the traffic from the source VM. 

• Insert a drop value to the control packet if the access 
control policy of the destination VM does not match, 
as the source VM is not authorized to send the traffic 
to the destination VM. 

• Insert a null value to the control packet if the 
destination address is not found in the destination 
hypervisor. This may happen if the control packet is 
sent to the hypervisor by mistake, or if the VM 
destination is migrated to another hypervisor, 
whereas the source hypervisor is not informed about 
such migration. 
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Figure 4.  Destination hypervisor’s tasks after control packet reception. 

 
After inserting the proper value to the control packet, the 

destination hypervisor returns the edited control packet to the 
source hypervisor. The response control packet contains the 
decision and the action to be taken for the traffic. In the case 
of a drop value, the source hypervisor drops the traffic right 
away, as such traffic will not even exit the hypervisor, which 
means no wasted and unnecessary traffic in the network. 
Consequently, the network bandwidth does not suffer from 
extra and unwanted traffic. Finally, the pass value indicates 
that the access control policy matches between the source 
and destination, whereas the source VM and the traffic will 
pass throughout the destination hypervisor. 
 

V. A USE CASE SCENARIO 

In this section, we analyze a use case scenario which 
enables to tackle the problem of sending unauthorized traffic 
to a VM in the context of multi-tenancy Cloud environments. 
This scenario is illustrated in Figure 5, where a public Cloud 
is connected to the Internet, using a router and three physical 
servers that are connected to a layer-2 switch. In this 
scenario, the function of the router is to route the internal 
traffic of the Cloud to the Internet. Apparently, the router 
serves as a controller, enabling the networked devices to talk 
to each other efficiently.  

In this scenario, there are 3 physical servers, as well as 10 
virtual machines. These virtual machines belong to 4 tenants. 
The multi-tenancy topology of this Cloud is as follows: 

 

• Server 1: Tenant 1 (VM1, VM2) and Tenant 2 
(VM3) 

• Server 2: Tenant 1 (VM4, VM5) and Tenant 3 
(VM6, VM7) 

• Server 3: Tenant 4 (VM8) and Tenant 3 (VM9, 
VM10) 

 
It is important to mention that the process of controlling 

the access is executed in the hypervisors. In this context, the 
scenario has two phases: the first phase consists of 
generating control packets, whereas in the second phase, the 
destination hypervisor investigates the information and 
decides about the destiny of the packet. More specifically, in 
phase one of the scenario, the VM Source sends a traffic 
flow to the hypervisor source, as illustrated in stage 1 of 
Figure 6. Then, the source hypervisor generates a control 
packet. The content of this control packet is based on the 
traffic to be sent from source VM3 to destination VM8. 
 
 

 

Figure 5.  A use case scenario for multi-tenancy cloud access control. 

 
 

 
 

Figure 6.  Illustration of phase one of the scenario. 
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As illustrated in stage 2 of Figure 6, the source 
hypervisor sends the control packet to the destination 
hypervisor in order to check the access control policy of the 
VM destination. 
 
 

 
 

Figure 7.  Illustration of phase two of the scenario. 

In phase two, the control packet arrives at the destination 
hypervisor which checks the access control lists (ACLs) to 
verify if VM3 is authorized to send traffic to VM8. If the 
ACLs related to VM8 match, the destination hypervisor 
sends back a pass value within the control packet (called 
response control packet) to the source hypervisor, as 
illustrated in stage 3 of Figure 7. The response control packet 
enables the hypervisor source to decide what to do with the 
traffic that is waiting in the source hypervisor. Hence, if the 
security attributes of VM8 do not match the data packet, then 
the destination hypervisor sends a drop signal to the source 
hypervisor. 

VI. CONCLUSION  

The access control architecture proposed in this paper for 
multi-tenancy Cloud environments satisfies a number of the 
requirements, such as scalability and security. This 
architecture is scalable in the sense that, if the number of 
VMs grows, we only need to implement this architecture in 
the hypervisor of each physical server without any extra 
changes in the system. Besides that, the architecture enables 
to maintain the security of information in the Cloud system 
by controlling the traffic sent from one hypervisor to another 
hypervisor and by enforcing the security policies in the 
hypervisor. Using such an architecture leads to better 
performance by avoiding unnecessary traffic and dedicating 
the Cloud resources to necessary traffic. Future works will 
focus on implementing a prototype of the proposed 
architecture on a real Cloud environment. 
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Abstract—Sites with limited compute cluster capacity aimed
at supporting large-scale applications of scientific and parallel
computing must deal with the additional demand for small-
scale jobs—in many cases, single-node and coming in large
volumes—that help further develop the capabilities of large-
scale applications as well as run simple data analysis tasks.
Many of these analysis tasks and other small-scale jobs are run
on High Performance Computing (HPC) systems because they
offer familiar environments, making future scaling convenient,
or because the proximity to the input or output data sets is
important. When these small-scale jobs explode in count and
create significant competition for resources, ensuring that the
most effective use of the cluster resources is achieved requires
either non-trivial scheduler tuning for better management of job
mixes or adoption of entirely different models for management of
computing environments. We claim that a hybrid “on-site HPC
+ cloud” model can offer the best of both worlds. Thus, small
jobs should target cloud resources in cases where they can be
offloaded to clouds without significant penalties on performance,
and, at the same time, large-scale application runs can better
utilize HPC clusters, achieving lower wait times and increasing
job throughput. This is not without challenges.

Index Terms—HPC, Cloud, cloud bursting, job scheduling

I. INTRODUCTION

Organizations with large-scale computing needs constantly
have to balance two different workloads on their computing
infrastructures. Some target workloads include large-scale,
scale-up jobs that often use extra hardware. For exmaple,
(Graphic Processing Units) GPUs offer extreme parallel pro-
cessing at lower power usage, but with limitations on accessing
resources outside the GPU package or potentially even other
processes on the GPU. Field Programmable Gate Arrays,
FPGAs, offer a way to program hardware enabling very
low power processing with a highly customized processing
structure. These kinds of speciality tools are becoming more
common as ways to achieve more compute efficiency at
large scale. At the same time, workloads with small-scale
jobs need to co-exist on these systems with large-scale jobs.
These workloads include much smaller jobs for development,
analysis, and initial exploration that need tiny fractions of
the available resources and may not be optimized to take
advantage of the specialized hardware. Supporting both types
of workloads and achieving good balance between them are
important components of computing missions within many
organizations, in academic, research, and commercial sectors.

For example, Sandia National Laboratories (Sandia) has
workloads that match these patterns. At Sandia, we field a
large machine (Trinity [1]) in cooperation with Los Alamos
National Lab as well as smaller but still decently sized
machines (e.g., Astra [2]) on our own. In spite of this compute
capability, Sandia still fields numerous additional clusters to
handle capacity needs. The intent is for the capacity machines
to serve for development and small scale runs prompting
scheduler priorities to focus on first fit rather than job age
or size related priorities. Part of the challenge for Sandia
is the presence of export controlled or classified computing
jobs prompting on site computing resources expansion. Us-
ing a public, shared resource may not be possible due to
the security restrictions. Some of the concerns with running
specific workloads related to export control or sensitive or
classified data or processing have special requirements of the
cloud platform and the connection with it. Certification [3] can
allow workloads and data for some workloads while higher
consequence and more sensitive information still cannot use
these infrastructures.

Even with this generous compute capacity on site, Sandia
still has computing demands that could best be served in a
cloud environment based on tool requirements or data locality,
such as work on a cloud hosted, shared data set. Integrating
these systems, particularly considering the security concerns,
is problematic.

Smaller HPC systems, such as, for instances, university
clusters and machines at smaller research laboratories, have
similar usage demands but not as much computing capacity
available. Unlike Sandia, many of these systems do not have
strong security requirements, which allows their users to freely
leverage public cloud resources as overflow capacity. However,
even in the organizations where cloud transition is acceptable
and supported by the internal cloud teams, not all users migrate
their smaller jobs to the cloud resources. Such migration has
much potential for on-site resources to be better serving the
workloads that depend on their availability, yet this potential
is primarily unrealized within the organization.

One hurdle to integrating multiple platforms is the lack
of effective cross platform schedulers and job build and
deployment resources. During the grid era, numerous efforts
attempted to make a single front-end for various grid back-
end systems [4]. They all suffered from complexity of differ-
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ent back-end system features and architectures, among other
limitations.

In this context, the question of tools to address this from a
policy and technology infrastructure basis need to be explored
to inform effectively addressing workload balancing.

The rest of this paper is structured as follows. First, in
Section II, we discuss the state of the art for job schedulers
in HPC and cloud computing as well as the challenges that
arise in integration of resources from different sources. Next,
in Section III, we describe the cloud-related challenges and
opportunities as they have been explored in various hybrid
and multi-cloud studies. Next, Section IV presents a survey
of related work. A discussion of recommendations on how to
approach solving the hybrid bursting problem is discussed in
Section V. Finally, Section VI offers takeaway requirements
and challenges we need to address as a community to achieve
seamless on site HPC and public cloud resources, whether the
cloud has high security instances or not.

II. JOB SCHEDULING

Task scheduling system generally fall into one of three
categories with some newer systems attempting to bridge
either the categories, platforms supported, or both.

A. Scale Up Task Scheduling

The predominant scheduler in use in HPC centers today is
Slurm [5]. As an open source tool with strong community
support, it has grown to handle most HPC compute manage-
ment needs. In particular, it has recently been enhanced to
offer support for multi-resource scheduling [6]. This enables
heterogeneous node types to be effectively scheduled ensuring
that jobs that require special hardware will only run on nodes
that can support them while ensuring that jobs that do not need
that special hardware do not overly delay the special jobs.

While Slurm is certainly not the only scheduler available,
it is dominant at the USA’s Federally Funded Research and
Development Centers as it reduces costs and better supports
building affordable infrastructure for the private sector to use.
Other schedulers are discussed briefly in the related work in
Section IV.

A next generation HPC scheduler, Flux [7] offers these
features and is intending to extend into supporting integrated
cloud infrastructures. However, Flux is just starting to explore
how to incorporate cloud resources and has only scratched
the surface of the vast complexities involved. It will take
considerable time and effort for Flux to successfully integrate
a single cloud platform. In the meantime, recommendations
and policy changes that can be implemented quickly will offer
relief.

HPC oriented schedulers focus on a single task or small
number of tasks per job with each task potentially using
10000 nodes or more for each task. The priority is to gather
sufficient resources according to the scheduler policy settings
to successfully run each queued job at the right time. In these
cases, task scheduling throughput in the 100s of jobs/tasks per
second is sufficient to address the workload needs.

B. Scale Out Task Scheduling

At the other extreme are scale out workloads. These tend
into two categories. First are the many data analytics tasks or
other job types that add additional compute to reduce compute
time. They use independent processing and can just divide
the workload into more parts to achieve faster throughput.
Genomics processing is one example with a massive data
set that can be divided into many independent pieces for
exploring matching against another genetic sequence. These
tasks tend to be smaller, maybe 10s of nodes at most, and can
be restarted independently if one should fail without affecting
the other tasks. The other category is rapidly running tasks that
collectively perform a more complex operation. If a task runs
for 1 second or less, the scheduler must be able to schedule
many thousands per second across a large machine to keep
the scheduler from being the throughput bottleneck. Some
modern software engineering architectures, such as function-
as-a-service [8], embrace this kind of short task execution
model as a central feature.

The need to handle scheduling a large number of short
running tasks prompted the creation of Sparrow [9] and similar
systems. This shift from the traditional very large single task
with a long run time demanded these new tools to better handle
resource use.

With large scale task oriented systems, task scheduling
throughput more on the order of 10000s is required to en-
sure the compute is the bottleneck rather than the scheduler.
Different job schedulers oriented for this environment, such
as for Spark [10], offer better throughput using different base
assumptions. For example, a single tasks can be scheduled
either on a single node or a single core making resource
selection a far easier task. Considerations about interference
effects from interconnect network traffic are not important.
Other interference effects, such as those from cache sharing,
are typically not a top priority. Mesos [11] with systems like
Aurora [12] and Yarn [13] offer examples of high throughput
task oriented schedulers.

Other systems like Omega [14] were built in frustration
of the need to support heterogeneous clusters that evolved as
new hardware was added over time with broken and obsolete
hardware decommissioned. The priority for a system like this
is to support a wide variety of hardware features and enable a
reasonably efficient mapping from job requirements onto the
available hardware balancing needs against availability.

C. Container Orchestration

The alternative approach for job scheduling has shifted
more to container management rather than task management.
Systems like Kubernetes [15] and Docker Swarm [16] offer
increasingly rich and complex environments for deploying
long-lived services that can dynamically scale on demand.
This is a fundamentally different kind of workload making
it a poor match for either scale out or scale up workloads
without rethinking their architectures.
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D. Discussion

The kinds of workloads each of these system classes
addresses is different and difficult to address with a single
scheduler and resource management system. This has led to
the fragmentation of platform development efforts, where each
platform is essentially treated as an independent direction for
research and development and optimized to best address its
own, particular subset of the workloads.

The real challenge being faced by large scale compute
centers today is that the various tools used in each of these
different environments are starting to be demanded within
others. For example, machine learning tools are now being in-
corporated into scientific simulations. For example, in climate
simulations [17], [18], machine learning models are substitut-
ing for parts of the model that may have too many parameters
or the physics is not fully understood. Using models generated
from observational data, reasonable estimates of these effects
improve the simulation model quality overall.

Other examples of cross platform tool usage include data
analytics tools for use on simulation generated data sets. Being
able to run the analytics tools with the simulation would
accelerate insight discovery by shortening the exploration time.
How to best handle these hybrid workloads further complicates
the scheduling picture.

III. CLOUD CHALLENGES AND OPPORTUNITIES

Public cloud systems are essentially walled gardens offering
data storage, compute capacity, and often, many tools and
services that make application development fast and easy. This
is quite attractive for many different disciplines enabling less
costly tech company startup costs (i.e., outsource all of the
compute infrastructure needed to an on-demand cloud service
eliminating the need for hardware purchases for peak usage
times and hiring system administrators). Fueling innovation is
not the only advantage. Other institutions that need a relatively
large amount of computing power for a short period of time
find cloud services a cost effective approach to meeting their
computing needs.

In spite of the advantages offered, trying to combine a
single cloud environment with either a second cloud or another
platform is far from an easy or inexpensive endeavour.

A. Performance

A large number of studies reported performance limitations
and downsides of cloud computing environments [19]–[21].
These studies pointed out the lack of low-latency networks,
high virtualization overheads, significant performance variabil-
ity due to resource sharing, among other concerns. However,
one common fact about these studies is that it has been
nearly a decade since they have been published and, therefore,
the results they include essentially relate to the clouds of
previous generations. On the contrary, the offerings from
today’s clouds provide access to resources with impressive
processor performance, increased memory sizes, and highly
optimized networks in isolation from other user’s traffic.
Additionally, a recent comprehensive study [22] indicates that

the performance gap between HPC and clouds is essentially
closed, at least at small and moderate scales. In fact, it is
shown that a cloud system offers higher bandwidth and lower
latency than a production HPC system, deployed as recently
as several years ago.

B. Data Movement

One of the most serious concerns with cloud-based process-
ing is the data movement. Cloud systems, such as Amazon
Web Services, offer free data ingress as an enticement for
moving a data set onto the service and to use their compute
resources. However, while data movement onto the platform
is free, moving data out frequently incurs a charge. Also, data
storage on the platform usually involves charges as well. With
limited ingress bandwidth, storing large datasets for repeated
processing becomes the only reasonable option forcing recur-
ring costs. A related challenge may be the security of data
migraion between platforms [23].

C. Spot Pricing

In many cases, cloud pricing is not fixed, but varies
dynamically based on supply and demand. In these cases,
trying to control compute job costs by migrating between
clouds or moving from an HPC resource to a cloud is further
complicated. Effectively managing these costs variances has
led to management systems [24]. It is a far from simple task
to achieve the lowest costs compute, particularly when data
movement delays and costs are incorporated.

D. Job Requirements

The way applications are packaged for use on an HPC
resource compared to each different cloud is different. In
some cases, it is a container. In others, it is virtual machines.
Others still require that you build your application in the cloud
environment and it is stored using an internal format, typically
something similar to a virtual machine. With an HPC job that
uses Slurm or any of the other HPC-oriented schedulers, the
applications and job scripts have been written and optimized
for a particular platform with specific dynamic library versions
available and access to particular storage systems with specific
interfaces. For example, the S3 interface on AWS has a
completely different interface than the typical POSIX API of
an HPC scratch space or one of the database (SQL or NoSQL
both) systems. Key-value stores have yet another interface,
although it is most similar to S3. This variety of tools required
for processing makes deploying an application automatically
from and HPC to cloud or vice versa a difficult proposition.

E. Discussion

While the cloud environment is best (cheapest) when it
can be used with small, transient data on a single cloud data
center, the above research demonstrates the potential benefits
and deep challenges with effectively combining one cloud data
center with some other compute resource, be it another cloud
or an onsite HPC or cloud platform. The challenges are not
insurmountable, but are difficult.
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The different deployment and job scheduling interfaces are
serious challenges that are not a simple matter of money.
Instead they require significant research and development
effort to construct a reasonable approach that considers many
of the challenges identified above and the others not listed
here.

In spite of these challenges and costs involved, cloud can
also be a better option to manage on site inter-group conflicts.
For example, at the 2017 University of California, Santa Cruz
CROSS Symposium [25], the genomics institute talked about
why they used AWS for their workloads even though they had
sufficient infrastructure on site to handle their workloads. The
challenge came down to having a third party arbiter for who
should pay for what and how much they use. For example,
if a researcher is using “paid for” on campus compute, they
may demand to keep 10 PiB of data because it is all precious.
That same researcher, when presented with a US$20,000 bill
for storing that data, they may suddenly decide that more than
90% of it was not that critical after all. Further, by using
the third party arbiter, deciding who gets to use the compute
and when is more a matter of just allocating budget rather
than arguments over whose turn it is to use the machines.
Even though the costs can be significantly higher than on site
resources, having the direct costs and third party arbiter proved
to be a significant advantage for managing multiple research
groups using a shared resource.

IV. RELATED WORK

Two commercial job schedulers for HPC workloads include
the Cray scheduler (ALPS) [26] and IBM Cobalt Sched-
uler [27]. Both of these systems offer full features and ex-
cellent performance optimized for their proprietary platform
environment, but are limited to the vendor platforms. With
the strong emphasis on open source for HPC through efforts
like OpenHPC [28], these systems offer a difficult value
proposition. Users can get the same tools across a variety
of platforms, but have to switch their job scripts and other
management infrastructure for every user if adopting one of
the proprietary platforms.

The literature that discusses HPC systems at national labo-
ratories [29]–[31] provides rich information about HPC usage
trends, resource utilization metrics, evolution of supercomput-
ers over time, among many other user- and system-centered
topics. Most of the existing studies on HPC environments—
both historic and also recent—pay little attention to cloud
computing and its benefits, considering integration with clouds
to be secondary or optional in nature. With the shifting work-
load demands, revisiting these investigations is an important
priority.

Among the counterexamples, a study of computing re-
sources at the Texas Advanced Computing Center (TACC) [32]
stands out as it describes a considerable number of cloud-
style jobs being processed as a result of integration of TACC
facilities with Jetstream [33], a cloud computing facility spon-
sored and managed by the USA’s National Science Foundation
(NSF).

Chameleon Cloud [34] offers a bare-metal-as-a-service
cloud option. While this is an NSF supported effort focused
on supporting both research and education, the resources are
not as extreme as leadership computing facilities. Instead, the
focus is on supporting smaller scale efforts with a strong
tie to educational environments rather than production-style
workloads.

CloudLab [35] and other cloud testbeds offer a different
take on the cloud environment by incorporating new hardware
and software to test out how to use these new tools in a cloud
environment. These systems, while looking at experimental
system design, do not have the strong ties to a production
HPC environment nor the capacity to handle offload for a
heavy workload.

With traditional HPC requiring more specialized system
administration capabilities and more expert friendly compute
management interfaces, the cloud oriented environment en-
ables running scale out workloads or even scale up workloads
with friendlier tools. Academic institutions trying to address
their entire user base focus on the majority users with a cloud-
friendly configuration that can also support, albiet without
fully optimized configurations, scale up computing workloads
to some degree. This has been discussed in good detail by
Hwang, et al. [36].

The final part of the related work concerns cloud burst-
ing. These systems look at how to use a cloud resource as
“overflow” for an onsite or just another large scale compute
resource. Work on these bursting approaches [19], [37], [38]
show the challenges and potential for making these systems
work. Microsoft, with the Azure platform, offer this as a
fundamental part of their cloud strategy. They encourage users
to install an Azure instance at their premises and to use
Microsoft’s private cloud instances as bursting capacity. This
enables customers to right size their on site compute resources
to control costs while not hitting limits for transient peak
workloads. Achieving this kind of balance for HPC and Cloud
would offer an excellent balance by deploying jobs that do
not need the HPC platform characteristics onto the associated
cloud when there is demand for the HPC platform specific
characteristics by jobs. However, these capabilities still do not
exist.

V. RECOMMENDATIONS

As with most things in life, you get what you measure and
what you reward. In this case, using incentives can change
behavior prompting users to move workload most compatible
with cloud infrastructures off the on-site HPC resources. Re-
warding “good behavior” while monitoring systems to detect
“bad beahvior”, these goals can be achieved quickly.

We were unable to find any publications about these kinds
of management strategies prompting our work to formalize the
understanding of the problem space and start investigating and
measuring solution effectiveness. This paper is the first step
in that process.
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A. Long Term

Long term, using a scheduler like Flux, once it has fully
incorporated cloud capabilities, will be the “correct” choice
for managing multi-platform resources with varying workload
characteristics. By “correct”, we mean that it will offer a
general, simple, least cost way to bridge between the platforms
with low user involvement. Other approaches will likely still
be better for specific use cases. In the mean time, some simpler
approaches can be used to encourage users to reconsider which
platform they run their workloads on.

Also long term, adopting a Kubernetes-like environment
with virtual machines and containers, deploying different
workloads may be easier at a performance and complexity
cost. Versioning these artifacts makes reproducibility and repli-
cability of computational science easier as a side effect and
worth considering for simply that reason. Further discussion
about this topic is beyond the scope of this paper.

B. Short Term

Short term approaches focus on the encouragement via
measurement and reward approaches. Below are a selection
of ideas to explore in this space.

First, judicially use time-based priority based on job size
and resource requirement. For tiny jobs, impose something
like a 1 year age penalty for scheduling priority. For large
jobs, give a bonus. Then the scheduler can automatically adjust
which jobs get run. While this seems simplistic, it can offer a
basic metric to shift the workload balance. Gaming the system
by allocating more resources than needed is likely prompting
other approaches in combination (see below).

Second, adjust allocations and priority based on how the
compute resources are used. For example, if nodes have GPUs,
ensuring that jobs significantly use the GPUs, can improve
effective usage. In this case, monitoring system characteristics,
such as power and heat on different system components, can
yield a better measure of what kind of work a particular job
actually performs. This can offer bonuses or penalties for
future compute use based on the past job characteristics. This
is not a perfect measure since a user could incorporate a GPU
benchmark running in the background while their simple CPU-
only workload runs, the additional effort to incorporate such
cheating is not worth the effort. With policy that could ban
users for such behavior and user support to use alternative
resources, such as cloud systems, the chances are reduced
considerably. For special cases, a user could apply for an
exemption for a special project enabling exceptional cases
while automating a strong policy. In combination with the time
priority, the instances of cheating can be greatly curtailed.

Third, consider offering HPC allocation bonuses based on
cloud usage. If a user makes an effort to run their smaller
jobs on the cloud, rewarding them with additional large run
compute allocations can make achieving their scientific goals
easier and faster. Once the learning curve of using the cloud
is mastered, the user becomes bi-lingual and can deploy
on whatever platform makes the most sense. This is not
an easy goal to achieve, but possible with minimal system

interventions and offering training and user support that is
likely currently supported within the organization.

Overall, any attempt to encourage users to take advantage of
a second platform needs to consider the added complexity for
the user. What benefit (or avoided penalty) is the user gaining
by spending the distraction time to learn how to use a new
platform? Also, these need to consider that the approach may
work too well causing a mass migration to the cloud leaving
an expensive HPC resource underused. While this latter case
is less likely, it is a consideration if the penalties are too harsh.

These are but three approaches under evaluation. Others are
certainly possible and left as future work.

VI. CONCLUSIONS

Throughout the paper, we have presented a series of re-
quirements and challenges with integrating cloud with on site
HPC. A highlight of these requirements and challenges are
presented below.

For requirements, first, in all cases, training will be critical
to help users understand how to use a new computing platform
with different interfaces and software packing requirements.
Second, proper incentives can help encourage users that are
in the best interest of the overall user community. Third,
considering the full cost of moving compute from one platform
to another needs to be considered. Data movement in particular
can incur long delays and significant costs.

For challenges, first, offering strong enough incentives that
users are willing to consider using a very different platform
without them moving all of their use is a delicate balance. Too
little and the on site HPC still is dominated by jobs that could
be offloaded. Too harsh and users will just use the cloud for
everything even though the on site HPC may sit mostly idle.
Second, offering a seamless interface that deploys on either
platform is the ideal goal. However, the numerous challenges
related to application deployment, data movement, and job
submission differences have proven challenging for scientific
computing system interfaces. Significant investment in these
areas is required for a usable system. Third, managing costs on
spot priced clouds makes deploying jobs an activity potentially
fraught with danger for budgets.

This paper presents a discussion of the challenges of hybrid
environments and attempting to use multiple kinds of plat-
forms for a single workload. With broad knowledge of what
traditional HPC workloads and environments look like, what
cloud workloads and environments look like, and what pieces
of each are most important and problematic, we believe we
can take HPC to the Clouds Above!
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