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A B S T R A C T

We consider the problem of minimizing the overall cost of a supply chain, over a possible long horizon, under demand uncertainly which is known only crudely. Under such circumstances, the method of choice is Robust Optimization, in particular the Affinely Adjustable Robust Counterpart (AARC) method which leads to tractable deterministic optimization problems. The latter is due to a recent re-parametrization technique for discrete time linear control systems. In this paper we model, analyze and test an extension of the AARC method known as the Globalized Robust Counterpart (GRC) in order to control inventories in serial supply chains. A simulation study demonstrates the merit of the methods employed here, in particular, it shows that a good control law that minimizes cost achieves simultaneously good control of the bullwhip effect.

The paper is organized as follows. In the next section we present the problem, review some of the approaches that were proposed in order to solve it and discuss the nature of its uncertain data. Later, we reformulate the problem as a general control problem and construct an appropriate Robust Optimization model to solve it. Then, we present the results of our control approach while focusing on the reduction of the bullwhip effects that typically characterize such systems. We study the performance of the model we developed under different settings and carry out various sensitivity analyses.

1. Introduction

A supply chain is a network of nodes, arranged in echelons that correspond to their relative position in the network. The nodes are interconnected through supply–demand relationships. The dynamic state of such chains can be described through the inventory levels at each node at any given time. These chains serve external demand which generates orders to the most downstream echelon and are served by external supply which responds to the orders of the most upstream echelon. The problem of multi-echelon multi-period inventory control has been investigated as early as the 1950’s by researchers such as Arrow et al. (1958) and Whitin (1957) and later by Love (1979) and Forrester (1973). The main challenge in these problems is in controlling the inventory levels by determining the size of the orders for each echelon in each time period so as to optimize a given objective function. The source of difficulty in these problems lies in the inherent uncertainty that characterizes the demand processes.

Solving this type of uncertain control problems with classical methods such as dynamic programming (DP) and Stochastic programming (SPR) is not realistic as the dimensions of the problem grow exponentially with the number of decisions, states and periods. Fortunately, the problem’s characteristics enable us to formulate it as a general control problem which can be solved with a linear controller via the Robust Optimization (RO) methodology developed by Ben-Tal and Nemirovski (2002).

* Corresponding author.
E-mail addresses: abental@ie.technion.ac.il (B.-T. Aharon), golany@ie.technion.ac.il (G. Boaz), shimrit.shtern@gmail.com (S. Shimrit).

0377-2217/$ - see front matter © 2009 Elsevier B.V. All rights reserved.
doi:10.1016/j.ejor.2009.01.058
tion. Thus, investigating serial chains can yield important insight on the behavior of supply chains in general. Indeed, the literature on supply chains contains many articles that analyze the performance of serial chains. Early models of this kind were developed by Arrow et al. (1958), Whitin (1957), Love (1979) and Forrester (1973). But, as the computational power in those days was quite limited, these initial attempts were, for the most part, unsuccessful even for simple serial chains. Consequently, there were virtually no further attempts made for most of the 1970s–1980s. A renewed wave of interest arose in the 1990s and other models dealing with serial chains started to emerge. Some examples of such models can be found in Lin et al. (2004), Zhang (2005) and Saab and Corrêa (2005) which base their work on a model which is described in Kirkwood (1998). From now on we will focus our discussion on the structure which is depicted in Fig. 1.

We treat a serial chain as a network that is a discrete time dynamical system. Let us denote by \( j = 1, 2, \ldots, m \), the index of the echelons, where echelon \( j \) is echelon \( j + 1 \) predecessor for \( j = 1, 2, \ldots, m - 1 \). There is an external demand \( d_t \) faced by echelon \( m \) for \( t = 1, 2, \ldots, n \), where \( n \) is the number of time periods constituting the planning horizon.

Let us denote the amount echelon \( j \) orders from echelon \( j + 1 \) at the beginning of period \( t \) by \( x_{j-1}^t > 0 \) and the inventory level in echelon \( j \) at the end of time period \( t \) by \( y_j^t \). The initial inventory level in echelon \( j \) is denoted by \( z_j \). We assume that there is a one-to-one correspondence between the units that must be supplied and the demand in each of the echelons. We also assume that there exist some nonnegative delays between the time that an order is placed and the time it is supplied. There are three types of delays: (1) information delay: the time it takes the information about the order to reach the preceding echelon, (2) manufacturing delay: the time it takes to manufacture or assemble the order (measured from the time the order is received), and (3) lead time: the time it takes the order to travel from its origin to its destination. We will denote the three delays in each echelon \( j \) by \( l(j), M(j) \) and \( L(j) \), respectively, and assume that all three are nonnegative integers. \( l(m + 1) \) denotes the information delay between the external demand and echelon \( m \). Consequently, the relationship that must be satisfied between the echelons is:

\[
\begin{align*}
y_j^t &= y_j^{t-1} + x_{j-1}^t - x_{j-1}^{t-l(j)+L(j)} - x_{j-1}^{t-l(j)+M(j)} & \forall j \in \{1, \ldots, m - 1\}, \\
y_j^0 &= z_j & \forall j \in \{1, \ldots, m\}, \\
y_m^t &= y_m^{t-l(m)+M(m-1)+L(m)} - d_t - dl(m-1) - M(m) & \forall j \in \{1, \ldots, m\},
\end{align*}
\]

(1)

which is simply a mathematical way of saying that the change in inventory level from one period to the next is equal to the quantities received minus the requirements. Negative levels of inventory, which may occur, represent unsatisfied requirements or backlogging. Notice however that although the requirements are not satisfied they reach the successive echelon in time. This can be explained by a “borrowing” strategy—when a certain echelon cannot satisfy an order it goes to “the store next door”, that can supply the same item, and borrows the quantity needed to satisfy the order, which it will return on a later date. Such a loan is obviously accompanied by a cost; we will discuss this cost later.

---

1 These parameters should be integers because of the discrete time interval used.
for operational reasons but first and foremost in order to minimize cost. Lin et al. (2004) claim that trying to build a control system using costs is too dependent on the actual values assigned to these costs. Nevertheless, we believe that a general, yet parameter-dependent methodology can be developed which will yield good control results no matter what the parameter values are.

We use the predefined notation for inventory levels and ordered amounts. The system's dynamics are as described previously in Eq. (1). The optimization problem is therefore described by the linear program (2), where $d_i \in D_i$, $z^j \in Z^j$ denote the set of possible values of the data. In order to stabilize the system we may also want to incorporate constraints such as $g^j \leq y^j \leq b^j$ and $x^j \leq b^j$ for all $i \in \{1, \ldots, n\}$ and $j \in \{1, \ldots, m\}$.

$$\min_{y^j} \sum_{j=1}^m \left[ c^j x^j + \max \left( h^j y^j_t - p^j y^j_t \right) \right]$$

s.t.

$$y^j_t = y^j_{t-1} + x^j_{t-1} - (l^j_{t-1}) - L^j_{t-1}) dt$$

$$-x^j_{t-1} \leq y^j_m \leq x^j_{t-1} - (l^j_{t-1}) - M^j_{t-1}) dt$$

$$y^j_m = y^j_t + x^j_{t-1} - (l^j_{t-1}) - M^j_{t-1}) dt$$

$$x^j_t \leq 0 \quad \forall j \in \{1, \ldots, m\}$$

$$y^j_t \geq 0 \quad \forall j \in \{1, \ldots, m\}$$

$$y^j_0 = z^j$$

(2)

Notice that this is not a Linear Programming (LP) problem. In order to transform the problem to a linear form, we need to substitute the auxiliary variables $w_i$. Furthermore, in order to simplify the formulation we also denote $T^j(j) = l(j) + M(j - 1) + L(j)$, the delay between the time an order is placed and received in echelon $j$, and $T^m(j) = l(j + 1) + M(j)$ the delay between the time an order is placed in echelon $j + 1$ and shipped from echelon $j$. Thus, we get the following formulation:

$$\min_{y^j} \sum_{j=1}^m \left[ c^j x^j + w^j \right]$$

s.t.

$$y^j_t = y^j_{t-1} + x^j_{t-1} - (l^j_{t-1}) - M^j_{t-1}) dt$$

$$-x^j_{t-1} \leq y^j_m \leq x^j_{t-1} - (l^j_{t-1}) - M^j_{t-1}) dt$$

$$y^j_m = y^j_t + x^j_{t-1} - (l^j_{t-1}) - M^j_{t-1}) dt$$

$$w^j_t \geq h^j y^j_t$$

$$w^j_t \geq p^j y^j_t$$

$$y^j_t \geq g^j$$

$$y^j_t \geq d^j$$

$$x^j_t \leq b^j$$

$$x^j_t \geq 0$$

$$w^j_t \geq 0$$

$$y^j_0 = z^j$$

(3)

The next step is to eliminate the redundant equality constraints, by applying them recursively, and achieving the final formulation given by (4).

$$\min_{x^j} \sigma$$

s.t.

$$\sigma \geq \sum_{j=1}^m c^j x^j_t + w^j$$

$$w^j_t \geq h^j_t \left( \sum_{j=1}^m \left( x^j_{t-1} - x^j_{t-1} \right) \right)$$

$$w^j_t \geq -p^j_t \left( \sum_{j=1}^m \left( x^j_{t-1} - x^j_{t-1} \right) \right)$$

$$\forall j \in \{1, \ldots, m\}$$

(4)

As we have already stated, Love (1979) was one of the first researchers to address the issue of controlling inventory fluctuations. Love presented a model for the dynamics of a multi-echelon serial supply chain much like the one described in Eq. (1). In the same book he gives an example of controlling this system using a simple control law, that in its general form can be represented as

$$x^j_t = x^j_{t-1} + \frac{1}{2} \left( y^j - y^j_{t-1} \right) \quad \forall j \in \{1, \ldots, m\}$$

$$\forall t \in \{1, \ldots, n\}$$

Here $x^j_m = d_i$, and $y^j$ is the “target” inventory for echelon $j$ (equal to 12, for all the echelons, in the example) and acts as insurance against unforeseen production or supply disruptions. He claims that “This control may not be the most effective one, but it illustrates features of multi-echelon control”. Using his example, he showed the effect of such a strategy on the performance of the chain.

The example uses a fluctuating demand that is shown in Table 1. In this table, $r$ denotes the time period and $d_i$ the demand of period $i$. The planning horizon consists of $n = 20$ time periods and there are $m = 3$ echelons. Furthermore, there is a lead time of 2 periods between the time an order departs from its origin and the time it is received at its destination ($L^j = 2$ for all $j$). The initial inventory is assumed to be 12 for all echelons ($z^j = 12$ for all $j$).

Using this example, Love shows that employing such a control method causes “inventory levels (to) vary more widely than the demand themselves, and the larger the number of echelons between an inventory and the demand the widely the level of inventory fluctuations”. This can be seen in Fig. 2 which shows the inventory levels resulting from implementing this control. He notes that similar fluctuations occur in the ordering rates. Though cost is not explicitly addressed in this example, the inventory fluctuations cause high inventory and shortage costs.

This formulation uses a cost minimization objective. If we choose arbitrary costs such as $c^j = 2h^j = 1$ and $p^j = 3$ for all $t$ and $j$, this example yields a “benchmark” cost of 4795 which, as we will see later on, is quite high. We refer to this method as the Love method (LV).

2 Love's original example contained a 25-period planning horizon. In order to reduce the length of the horizon for computational reasons we truncated the first two and last three periods, keeping the behavior of the demand unchanged.
We can improve this method by treating with Recourse (SPR). In both methods the expected value of Stochastic Dynamic Programming (SDP) and Stochastic Programming dealing with uncertain mathematical programming problems are known at the time decisions have to be made. Classical methods on demands/supplies in the future, and these are typically unknown at the time decisions have to be made. Classical methods dealing with uncertain mathematical programming problems are Stochastic Dynamic Programming (SDP) and Stochastic Programming with Recourse (SPR). In both methods the expected value of the objective function is optimized, and hence knowledge of the probability distribution functions of all the uncertain parameters is required. This imposes a heavy burden on the user. Also, both SDP and SPR become severely computationally intractable even for medium scale multi-period uncertain LPs. A third classical method for dealing with uncertain LPs is chance constraints programming, which again needs full stochastic information and generally leads to nonconvex programs. Robust Optimization (RO) is a methodology that attempts to avoid the above difficulties. We are about to briefly outline the essential ingredients of this methodology, in particular those relevant to our supply chain problem.

2.2. Dealing with uncertainty: The Robust Optimization (RO) approach

The LV method assumes a predetermined target inventory $Y^d$. We can improve this method by treating $Y^d$ as a nonnegative variable and finding for it an optimal value for which this control strategy will yield a minimal objective function value. We refer to this method as the improved love method (ILV).

The inventory levels which result from the ILV method applied on love’s example can be seen in Fig. 3. We note that the amplification is still apparent but not as much as in the original results. Furthermore the objective function value (for the same cost parameter assumed) decreases to 3140.

The control methods discussed above assume a deterministic demand. As such, they are not equipped to deal with uncertain (stochastic) demand and a new control method is needed.

2.2.1. The robust counterpart of uncertain LP

Consider a general LP problem:

$$\min_{x \in \mathbb{R}^n} c^T x + d^T x$$

s.t. $A^i x - b^i \leq 0$ for $i = 1, \ldots, m$,

where the data $c \cdot 1, A^i \cdot 1,$ and $b^i \cdot 1$ depend on uncertain parameter vector $\lambda$ which can range in an uncertain set $\mathcal{U}$ – a convex compact set. Here we assume that all the above functions of $\lambda$ are affine (e.g. $c^\lambda \cdot 1 = c_0 + C_1 \cdot \lambda$ for some fixed vector $c_0$ and matrix $C_1$). The notation $\lambda^k$ is used to indicate affine dependence on $\lambda$.

An “uncertain LP” is then a family of LPs, one for each instance of $\lambda \in \mathcal{U}$. The Robust Counterpart (RC) of this uncertain LP is defined as follows:

$$\min_{x \in \mathbb{R}^n, \tau \in \mathbb{R}} \tau$$

s.t. $c^\lambda^k x + d^k \leq \tau \quad \forall \lambda^k \in \mathcal{U}$

A solution $(\hat{x}, \hat{\tau})$ of (7) satisfies the constraints of (6) for every $\lambda \in \mathcal{U}$ (i.e. it is robust feasible and among such robust feasible solutions $\tau$ is the best possible objective function of (6) (i.e. $\tau$ is the robust optimal value).

The RC problem (7) is a single deterministic problem, however with a continuum of constraints. Nevertheless, the theory developed by Ben-Tal and Nemirovski (2002) shows that (7) is computationally tractable (polynomially solvable) for a wide choice of the uncertainty set $\mathcal{U}$. In particular, if $\mathcal{U}$ is a polyhedral set, then the RC (7) is itself a LP. If $\mathcal{U}$ is an intersection of ellipsoids and polyhedrons then the RC (7) is a conic quadratic program, which is indeed polynomially solvable (by Interior Point methods) and for which commercial software is available.

2.2.2. The Adjustable Robust Counterpart of multi-period uncertain LP

The RO paradigm assumes implicitly that all the decision variables are determined prior to the realization of the uncertainty (“here and now” decisions). In a dynamical (multi-periods) problem, such as our supply chain problem, this is not the case; decisions of each echelon related to period $t > 1$ can be postponed to that period, at which time the demands in periods 1, 2, ..., $t - 1$ are known (“wait and see” decisions). Thus $x_t$ – the vector of decisions at time $t$, should be a function of (possible part of) the historical data $x_1, x_2, \ldots, x_{t-1}$:

$$x_t = x_t(P_{t})$$

where the matrix $P_{t}$ determines on what part of the full data vector $\lambda_1, x_2, \ldots, x_T x_t$ will depend. E.g. if $x_t$ is chosen to depend on the entire past $x_1, \phi_2, \ldots, x_{t-1}$ then:

$$P_{t} = [I_{t-1}0_{t-1:T}]$$

where $I_{t-1}$ is the $(t - 1) \times (t - 1)$ identity matrix and $0_{(t-1):T}$ is the $(t - 1) \times T$ matrix with all entries equal to zero.
Decision variables given as in (8) for which \( P_t \neq 0 \) are called *adjustable*, those with \( P_t = 0 \) are nonadjustable. The adjustable variables are in fact policies; they admit a numerical value only when the part of \( \lambda_1, \lambda_2, \ldots, \lambda_T \) on which they depend becomes available.

For LPs with adjustable variables, the notion of RC is generalized to the following *Adjustable Robust Counterpart* (ARC):

\[
\min_{x_t, \tau} \tau \\
\text{s.t.} \quad \sum_t c[\lambda] x_t(P_t, \lambda) + d[\lambda] \leq \tau \\
\sum_t A_t[\lambda] x_t(P_t, \lambda) - b[\lambda] \leq 0, \quad i = 1, \ldots, m \}
\]

The control variables are now the real \( \tau \) and the functions \( x_t(\cdot) \).

Unfortunately the ARC problem as given in (9) is NP-hard even for trivial choices of the uncertainty set \( \U \) (see Ben-Tal et al., 2004). In the latter case, the optimal policies can be computed by dynamic programming.

To avoid this computational trap, Ben-Tal et al. (2004) proposed to restrict the controls to be affine functions, i.e.: 

\[ x_t(\lambda) = x^0_t + X_t \lambda, \quad t = 1, 2, \ldots, T. \]

the decision variables then become the vector \( x^0_t \) and the matrix \( X_t \).

When substituting (10) in the ARC formulation (9), it becomes a regular RC (though of larger dimensions) which is called *Affine RC* (AARC). This methodology was used successfully in designing optimal supplier–retailer flexible contracts (Ben-Tal et al., 2005).

In our supply chain problem the uncertainty lies only in \( b[\lambda] \), so the parameters multiplying variables \( x_t(\cdot) \) are fixed. Such problems are said to be with *fixed recourse*. For uncertain problems with fixed recourse the entire theory of regular RC is valid, and such problems are then computationally tractable for a wide spectrum of uncertainty sets \( \U \).

### 2.2.3. The Generalized Robust Counterpart of Uncertain LP

Guaranteeing feasibility of a constraint for all physically possible instances, even rare ones, may require a large uncertainty set, and as a result overly conservative decisions. The *Globalized Robust Counterpart* (GRC), developed by Ben-Tal et al. (2006), addresses this issue by requiring feasibility on a subset \( \U \) of all physically possible instances, that includes the “normal range” of the uncertain parameters. For events outside \( \U \), infeasibility is tolerated, but it is controlled.

Consider a single uncertain linear constraint:

\[ a[\lambda]^T x - b[\lambda] \leq 0. \tag{11} \]

Let \( \U \) be the normal range of the uncertain parameter \( \lambda \).

The GRC of (11) is as follows:

\[ a[\lambda]^T x - b[\lambda] \leq \text{dist}(\lambda, \U), \tag{12} \]

where \( \text{dist}(\lambda, \U) := \inf_{u \in \U} \| a - u \| \), and \( \alpha > 0 \).

Note that whenever \( \lambda \in \U \) then \( \text{dist}(\lambda, \U) = 0 \) and hence (11) is indeed *feasible* \( \forall \lambda \in \U \).

When \( \lambda \notin \U \), \( \text{dist}(\lambda, \U) > 0 \) and so (11) may be infeasible for such \( \lambda \) (and more so the further \( \lambda \) from \( \U \), i.e. when \( \lambda \) is a “rare event”), but the infeasibility is controlled by the parameter \( \alpha > 0 \). When \( \alpha = 0 \) (12) implies that (11) is feasible even for \( \lambda \notin \U \); this choice of \( \alpha \) reflects very conservative decision makers. On the extreme, \( \alpha = \infty \), (12) implies that (11) holds for \( \lambda \notin \U \), but *nothing is required* from the decisions vector \( x \) when \( \lambda \notin \U \); this choice of \( \alpha \) then represents a somewhat “irresponsible” decision maker. \( \alpha \) can be either a predetermined parameter or a variable.

In the latter case one could add constraints on \( \alpha \) to limit its range or add some function of \( \alpha \) to the objective function for the same purpose.

The GRC of uncertain LP (6) is then:

\[
\min_{x_t, \alpha} \tau \\
\text{s.t.} \quad c[\lambda] x + d[\lambda] - \tau \leq \alpha \cdot \text{dist}(\lambda, \U) \\
A_t[\lambda] x - b[\lambda] \leq \alpha \cdot \text{dist}(\lambda, \U) \quad i = 1, \ldots, m \}
\]

It is proved in Ben-Tal et al. (2006), that when the norms defining the distance function \( \text{dist}(\lambda, \U) \) are polyhedral (e.g. \( \ell_1 \) or \( \ell_{\infty} \) norms), and the normal range uncertainty set \( \U \) is polyhedral, then GRC in (13) is reducible to a simple LP.

### 2.3. Supply chain control as a general control problem

In the heart of the supply chain problem (3) resides a discrete time linear control system of the generic representation:

\[
\begin{align*}
X_{t+1} &= A_t X_t + B_t u_t + R_t d_t \\
Y_t &= C_t X_t \\
X_0 &= Z
\end{align*}
\]

where \( Z \) is the initial state of the system and for each time \( t \):

- \( X_t \) is the state of the system.
- \( u_t \) is the control.
- \( d_t \) is the exogenous input.
- \( Y_t \) is the observable output.

and \( A_t, B_t, C_t \) and \( R_t \) are given matrices of appropriate sizes. Fig. 4 describes the dynamics of a general control system of this form.

A widely-used control law for this type of system is a *nonanticipating linear control law*, which depends affinely on the observed outputs:

\[
u_t = g_t + \sum_{t=0}^{\tau} G_t Y_t \quad \forall t \in \{1, \ldots, n\}, \tag{15}
\]

where \( g_t \) and \( G_t \) are vectors and matrices of appropriate sizes. The closed loop system generated through this control law is shown in Fig. 5.

In our control problem \( X_t \) is the vector of inventory levels of all the echelons at time \( t \), and \( u_t \) is the vector of orders submitted by the echelons at time \( t \). Our control problem has then the structure:

![Fig. 4. Open loop control.](attachment:image4.png)

![Fig. 5. Closed loop system.](attachment:image5.png)
\[ x_{t+1} = A_t x_t + \sum_{t-t^{-1}} B_t u_t + R_d t \]
\[ y_t = f_t \]
\[ x_0 = z \]

which is slightly different from the one described in (14). To convert problem (15) to the form given in (14) we add \( x_t^\prime \) to the state variables of time \( t \) and rewrite system (15) as:

\[ x_{t+1} = A_t x_t + \sum_{t-t^{-1}} B_t x_t^\prime + B_t u_t + R_d t \]
\[ y_t = f_t \]
\[ x_0 = z \]
\[ x_t^\prime = 0 \quad \forall t \in \{1, \ldots, n\} \]
\[ \forall t \in \{1, \ldots, n\} \] (16)

This latter system is then of the generic form (14) with \( C_t \) being the identity matrix so that \( y_t = x_t^\prime \).

For the generic system (14), Ben-Tal et al. (2006) showed that using the control law (\( \mathcal{d} \)) can result in system control equations that are highly nonlinear in the control coefficients \( \{G_t\} \). This causes the feasible set of the robust counterpart to be nonconvex, making the problem intractable, and preclude the use of the AARC or the GRC methods. As an example let us view the simple system shown in Eq. (17).

\[ x_{t+1} = x_t + u_t + d_t \]
\[ y_t = x_t^\prime \]
\[ x_0 = 0 \]
\[ t = 1, \ldots, n. \] (17)

Suppose we use the control (\( \mathcal{d} \)) and wish to satisfy a system of linear inequalities:

\[ A x^W \geq b. \] (18)

where \( x^W = (x, u) \) is the system trajectory. Then:

\[ x_0 = 0, \]
\[ u_0 = g_0, \]
\[ v_0 = 0, \]
\[ x_1 = x_0 + u_0 + d_0 = g_0 + d_0, \]
\[ x_2 = x_1 + u_1 + d_1 = g_0 + g_1 + d_0 + d_1, \]
\[ x_3 = x_2 + u_2 + d_2 = g_0 + g_1 + g_2 + d_0 + d_1 + d_2, \]
\[ \vdots \]
\[ x_n = x_{n-1} + u_n + d_n = g_0 + \cdots + g_{n-1} + d_0 + \cdots + d_n. \]

We can clearly see that the trajectory is linear in \((d_0, d_1)\) but nonlinear (nonconvex) in the \(G_t\)'s.

To avoid nonconvexity and achieve bi-affinity (i.e. affinity in both \( w.r.t.\ d_t\) and the control coefficients) Ben-Tal et al. (2006) employ a re-parameterization scheme and use the following control law:

\[ u_t = h_t + \sum_{t-t} H_t v_t \]
\[ \forall t \in \{1, \ldots, n\}. \] (**) (19)

Here \( h_t \) and \( H_t \) are vectors and matrices of appropriate sizes, and the new parameters \( v_t \) are derived from the solution of the following “purified” system:

\[ \bar{x}_{t+1} = A_t \bar{x}_t + B_t v_t \]
\[ \bar{y}_t = C_t \bar{x}_t \]
\[ \bar{x}_0 = 0 \]
\[ \forall t \in \{1, \ldots, n\} \]

specifically:

\[ u_t = \bar{y}_t - \bar{y}_t. \]

In (19) \( \bar{x} \) and \( \bar{y} \) are the state and the output of the purified system, respectively, obtained by using the same control as in the original system (14). Note that system (19) is obtained from (14) by assigning a value of zero to the initial state and the time-dependent inputs \( d_t \) (thus eliminating their influence). The new parameters \( v_t \) are called purified outputs.

This re-parameterization, which is shown to be bi-linear in the uncertain parameters and control variables.

In our case \( y_t = x_t \), hence the required control system is:

\[ x_{t+1} = A_t x_t + B_t u_t + D_t d_t, \]
\[ x_0 = 0, \]
\[ \forall t \in \{1, \ldots, n\}. \] (20)

and its corresponding purified system is:

\[ \bar{x}_{t+1} = A_t \bar{x}_t + B_t u_t, \]
\[ \bar{x}_0 = 0, \]
\[ \forall t \in \{1, \ldots, n\} \]

the purified outputs are given by \( v_t = x_t - \bar{x}_t. \)

Let us consider again problem (18) using, this time, the purified-based controller (\( ^* \)). We obtain the following:

\[ x_0 = 0, \]
\[ \bar{x}_0 = 0, \]
\[ v_0 = x_0 - \bar{x}_0 = 0, \]
\[ u_0 = h_0, \]
\[ x_1 = x_0 + u_0 + d_0 = h_0 + d_0, \]
\[ \bar{x}_1 = \bar{x}_0 + u_0 = h_0, \]
\[ v_1 = x_1 - \bar{x}_1 = d_0, \]
\[ u_1 = h_1 + H_{11} v_1 = h_1 + H_{11} d_0, \]
\[ x_2 = x_1 + u_1 + d_1 = h_0 + d_0 + h_1 + H_{11} d_0 + d_1, \]
\[ \bar{x}_2 = x_1 + u_1 = h_0 + h_1 + h_{11} d_0, \]
\[ v_2 = x_2 - \bar{x}_2 = d_0 + d_1, \]
\[ u_2 = h_2 + H_{12} v_1 + H_{22} v_2 = h_2 + H_{12} d_0 + H_{22} (d_0 + d_1). \]

This trajectory is obviously linear in both \((d_0, d_1)\) and \(H_{11}, s\), and so any linear constraints (such as (18)) will be indeed bi-affine!

This result was proven in Ben-Tal et al. (2006) for the general dynamic system (14). Here we recapture the proof for the specific case of (14) with \( C_t = I \) (i.e. \( y_t = x_t \)).

**Proposition 2.1.**

(i) For every control law \( u_t \) of the form \( u_t = g_t + \sum_{t-t} G_t x_t, \) there is an equivalent control law of the form \( u_t = h_t + \sum_{t-t} H_t v_t, \) i.e. whatever the initial state \( z \) and sequence of inputs \( d_t \), they will both result in exactly the same state-control trajectories of the closed loop system.

(ii) Vice versa, for every control law \( u_t \) of the form \( u_t = h_t + \sum_{t-t} H_t v_t, \) there is an equivalent control law of the form \( u_t = g_t + \sum_{t-t} G_t x_t, \) i.e. whatever the initial state and sequence of inputs, they will both result in exactly the same state-control trajectories of the closed loop system.

(iii) (bi-affinity) The state-control trajectory \( y^W = (x^{n+1}, u^n, v^n, d^n) \) of the closed loop system is affine in \( z \) and \( d^n = (d_t, d_{t+1}, \ldots, d_n) \) when the parameters \( n = (h_t, H_{11}, H_{12}, H_{22}, C_t) \) of the underlying control law are fixed, and is affine in \( n \) when \( z \) and \( d^n \) are fixed.

**Proof of proposition 2.1.**

(i) In order to prove that for every control law of the form \( u_t = g_t + \sum_{t-t} G_t x_t \) there exists an equivalent control law of the form \( u_t = h_t + \sum_{t-t} H_t v_t \) it suffices to show that \( x_t = q_t + \sum_{t-t} Q_t v_t \) for some \( Q_t \).

**Proof by induction.** It is easy to see \( x_0 = x_0 - \bar{x}_0 = x_0 = z \). Let us assume that for each \( 0 \leq t \leq s \) that \( x_t = q_t + \sum_{t-t} Q_t v_t, \) and try to prove it for \( s + 1 \). Now, \( x_{s+1} = A_s x_s + B_s u_s + D_s d_s \) but \( u_s \) is known to be affine in \( x_t = \{x_0, \ldots, x_t\} \) and \( x_s \) is affine in \( v^t = \{v_0, \ldots, v_t\} \) for all \( 0 \leq t \leq s \). Thus \( x_{s+1} \) is affine in \( v^t \) and more generally in \( v^{t+1} \).
and is of the form $x_{t+1} = q_{t+1} + \sum_{r=0}^{t} Q_{t+1\rightarrow r} x_t$. Induction is complete and (i) is proven.

(ii) In order to prove that for every control law of the form $u_t = h_t + \sum_{r=0}^{t} P_{t+1\rightarrow r} x_t$, there exists an equivalent control law of the form $u_t = g_t + \sum_{r=0}^{t} G_{t+1\rightarrow r} x_t$, it suffices to show that $v_t = P_t + \sum_{r=0}^{t} P_{t+1\rightarrow r} x_t$, for some $P_t$.

**Proof by induction.** As we have shown $v_0 = x_0$. Let us assume that for each $0 \leq t < s$ that $v_t = P_t + \sum_{r=0}^{t} P_{t+1\rightarrow r} x_t$, and try to prove it for $s + 1$. Now, $v_{s+1} = x_{s+1} - x_s = A_s x_s + B_s u_s + R_s d_s - (A_s x_s + B_s u_s)$. Hence $v_{s+1} = A_s (x_s - x_s) + R_s d_s = v_s + R_s d_s$, since we know $v_s$ is affine in $x^s = (x_0, x_1, \ldots, x_t)$ and is $v_{s+1}$ and more generally it is also affine in $x^{s+1}$ and is of the form $v_{s+1} = P_t + \sum_{r=0}^{t} P_{t+1\rightarrow r} x_t$. Induction is complete and (ii) is proven.

(iii) We have shown in (ii) that $v_{t+1} = A_t z + \sum_{i=1}^{t} A_t R_i c_i d_i$.

$$A_t = \begin{cases} \prod A_i, & i \leq t, \\ I, & i = t + 1. \end{cases}$$

Therefore the control law implies that,

$$u_t = h_t + \sum_{r=0}^{t} H_r v_t = h_t + \sum_{r=0}^{t} H_r A_r^{-1} z + \sum_{r=0}^{t} A_r^{-1} R_i c_i d_i,$$

$$= h_t + \sum_{r=0}^{t} H_r A_r^{-1} z + \sum_{i=1}^{t} R_i c_i d_i = (N_{t}(n))_{i=1}^{t} + (N_{i}(d))_{i=1}^{t},$$

showing that $u_t$ is bi-affine in $n$ (the vector of coefficients $H_r$) and $(z, d^p)$ (hereinafter bi-affine). To prove that $x_t$ is also bi-affine we use induction. $x_0 = z$ is bi-affine. Let us assume that $x_t$ is bi-affine for all $0 \leq t < s$ and prove it for $s + 1$. Since $x_{s+1} = A_s x_s + B_s u_s + R_s d_s$, and $x_s$ is bi-affine according to the induction assumption, and $u_s$ is bi-affine by the previous argument we can conclude that $x_{s+1}$ is bi-affine as well. Induction is complete. Therefore, we show that both the state $x_t (0 \leq t \leq n + 1)$ and the control $u_t (0 \leq t \leq n)$ of the closed loop system are bi-affine. □

Thanks to the results expressed in proposition 2.1 we now have a efficient way to control linear systems by a purified output-based linear control law. The next step is to combine this control methodology with the RO methodology to obtain robust control of linear dynamic systems. In our formulation of the supply chain problem we also have constraints on both the state and control variables. This, however, does not cause any difficulty and bi-affine results are maintained.

**2.4. The supply chain problem as a control problem affected by uncertainty**

Returning to our supply chain problem (3) let us recall the inventory (state) orders (control) relationship:

$$y_{t+1} = y_t + \sum_{j=1}^{m} \Delta y_{t+1\rightarrow t}\{j\} - \sum_{j=0}^{m-1} \Delta y_{t\rightarrow t}\{j\} \forall j \in \{1, \ldots, m - 1\},$$

$$y'_t = \sum_{j=0}^{m} \Delta y_{t\rightarrow t}\{j\} \forall j \in \{1, \ldots, m\}.$$

Here the purified output is given by:

$$y'_t = y'_t - \bar{y}'_t = \left\{ \begin{array}{ll} z^m - \sum_{t=1}^{m} \Delta d_t & \text{if } j = m, \\ \bar{y}'_t & \text{otherwise}. \end{array} \right.$$  \hspace{1cm} (22)

After eliminating the equalities in (3) we arrived at the LP problem (4) which we showed to be of a form amenable to treatment by the RO methodology. We use a purified output-based linear control law and make also associated auxiliary variables affinely dependent on the uncertain data, specifically:

$$x'_t = x'_t(d, z) = \frac{\eta''_{t+1\rightarrow t}}{\eta''_{t+1\rightarrow t}} + \sum_{r=1}^{t+1} \eta''_{t+1\rightarrow t} z' - \sum_{r=t+1}^{T+1} \eta''_{t+1\rightarrow t} d_r,$$

$$w'_t = w'_t(d, z) = \frac{\eta''_{t+1\rightarrow t}}{\eta''_{t+1\rightarrow t}} + \sum_{r=1}^{t+1} \eta''_{t+1\rightarrow t} d_r.$$  \hspace{1cm} (23)

Of course we impose the constraints $\eta''_{t+1\rightarrow t} = 0 \forall t > s$ and set $\eta''_{t+1\rightarrow t} = 0 \forall t > s$ so that the affine rule is nonanticipative.

We see that the method we arrive at is in fact the AARC method introduced in Section 2.4. Moreover the AARC is indeed bi-affine and so is amenable to treatment by the GR methodology.

Let us take the second constraint from Eq. (4) to illustrate the implementation of the linear controller and then the GR. As we recall the original constraint is of the form:

$$w'_t \geq h'_t \left( z + \sum_{r=1}^{t} (x''_{t+1\rightarrow t\rightarrow r}(j) - x''_{t+1\rightarrow t\rightarrow r}(j)) \right).$$  \hspace{1cm} (24)

Implementing the linear equalities shown in (23) will arrive at:

$$h'_t = \sum_{r=1}^{t+1} \left( \eta''_{t+1\rightarrow t\rightarrow r}(j) - \eta''_{t+1\rightarrow t\rightarrow r}(j) \right) + h''_{t+1\rightarrow t\rightarrow r}(j) + h''_{t+1\rightarrow t\rightarrow r}(j)$$

$$+ \sum_{r=1}^{t+1} \eta''_{t+1\rightarrow t\rightarrow r}(j) - \eta''_{t+1\rightarrow t\rightarrow r}(j) + \eta''_{t+1\rightarrow t\rightarrow r}(j)$$

$$+ \sum_{r=1}^{t+1} \eta''_{t+1\rightarrow t\rightarrow r}(j) - \eta''_{t+1\rightarrow t\rightarrow r}(j) + \eta''_{t+1\rightarrow t\rightarrow r}(j) \leq 0.$$  \hspace{1cm} (25)

We now implement the GR assuming that the normal ranges of both $d_r$ and $z'$ are the intervals $[d_r, d_r]$ and $[z', z']$ respectively and the norm defining the distance function in (13) is the $\ell_1$-norm. Thus it can be shown (based on Ben-Tal et al., 2006) that the GR of (25) is the linear system below.

$$h'_t = \sum_{r=1}^{t+1} \left( \eta''_{t+1\rightarrow t\rightarrow r}(j) - \eta''_{t+1\rightarrow t\rightarrow r}(j) \right) + \sum_{r=1}^{t+1} \eta''_{t+1\rightarrow t\rightarrow r}(j) \leq 0,$$

$$\bar{e} \eta''_{t+1\rightarrow t\rightarrow r}(j) + \eta''_{t+1\rightarrow t\rightarrow r}(j) \leq \frac{\eta''_{t+1\rightarrow t\rightarrow r}(j)}{\eta''_{t+1\rightarrow t\rightarrow r}(j)} \forall \eta''_{t+1\rightarrow t\rightarrow r}(j) = 1, \ldots, m,$$

$$\frac{\eta''_{t+1\rightarrow t\rightarrow r}(j)}{\eta''_{t+1\rightarrow t\rightarrow r}(j)} \leq \frac{\eta''_{t+1\rightarrow t\rightarrow r}(j)}{\eta''_{t+1\rightarrow t\rightarrow r}(j)} \forall \eta''_{t+1\rightarrow t\rightarrow r}(j) = 1, \ldots, m,$$

$$\bar{d} \eta''_{t+1\rightarrow t\rightarrow r}(j) + \eta''_{t+1\rightarrow t\rightarrow r}(j) \leq \frac{\eta''_{t+1\rightarrow t\rightarrow r}(j)}{\eta''_{t+1\rightarrow t\rightarrow r}(j)} \forall \eta''_{t+1\rightarrow t\rightarrow r}(j) = 1, \ldots, m,$$

$$\frac{\eta''_{t+1\rightarrow t\rightarrow r}(j)}{\eta''_{t+1\rightarrow t\rightarrow r}(j)} \leq \frac{\eta''_{t+1\rightarrow t\rightarrow r}(j)}{\eta''_{t+1\rightarrow t\rightarrow r}(j)} \forall \eta''_{t+1\rightarrow t\rightarrow r}(j) = 1, \ldots, m,$$

$$\bar{e} \eta''_{t+1\rightarrow t\rightarrow r}(j) + \eta''_{t+1\rightarrow t\rightarrow r}(j) \leq \frac{\eta''_{t+1\rightarrow t\rightarrow r}(j)}{\eta''_{t+1\rightarrow t\rightarrow r}(j)} \forall \eta''_{t+1\rightarrow t\rightarrow r}(j) = 1, \ldots, m.$$  \hspace{1cm} (26)
Here \( \mu^{\pm i} \) and \( \mu^{\ast i} \) are the “sensitivity parameters” (previously denoted by \( a \)). Rather than choosing them in advance, we treat them here as variables, and to limit their variability we add the following constraints:

\[
\sum_{j=1}^{n} \mu_{j}^{\pm i} \leq x_{2j}, \quad \forall j = 1, \ldots, m, \\
\sum_{j=1}^{n} \mu_{j}^{\ast i} \leq x_{2j}, \quad \forall j = 1, \ldots, m.
\]

The complete GRC formulation of the supply chain problem (15) is given in http://ie.technion.ac.il/Labs/Opt/GRC; it is a LP with \( O(m^2n + mn^2) \) constraints and \( O(m^2n^2) \) variables (more precisely \( 1 + 27m + 27n + mn(8 + 28m + 28n) \) constraints and \( 1 + 8m + 8n + 2mn + mn(2 + 15m + 15n + mn) \) variables). As an example for a problem with 3 echelons and 20 time periods, and where all the linear decision rules (LDRs) use the entire demand history, the LP has 39,742 constraints and 24,605 variables. Such a problem is solved in about 900 s using a state-of-the-art LP solver on a PC with an AMD processor 1.8 Ghz and 1 GB of memory.

3. Computational results

In this section we present the simulated results we obtained by using the Robust Optimization methods we presented in Section 2. In order to estimate the quality of our solution we use the Utopian solution as a reference. For a given simulated demand trajectory and initial inventory the Utopian solution is the solution of the corresponding deterministic LP (4). The utopian optimal value constitutes a lower bound on the cost for the best control method that can be achieved. The particular GRC we used in this section is the one corresponding to the upper bound on \( \sigma \) (obtained by trial and error) which yielded the lowest cost.

We test the methods over different simulated demands using several effectiveness measures. The two leading effectiveness measures are cost and the deviation ratio; the latter is the ratio \( R_i = \frac{\sigma_i}{\sigma_{up}} - 1 \) where \( \sigma_i \) is the value of the objective function in the solution for method \( A \) for some realization \( k \) and \( \sigma_{up} \) is the utopian solution for the same realization.

We use different examples to illustrate different issues related to the GRC solution.

3.1. Bullwhip effect results

In the previous section we showed that some control can result in the “amplification of oscillation up the supply chain” also known as the Bullwhip effect. We wanted to examine whether the robust methods will exhibit the same behavior given an oscillating demand.

For this purpose we chose the same example given in Section 2.1, a 3 echelon supply chain with planning horizon of 20 periods. All other data is as given in Table 2. The actual demand, shown in Table 1, is the one used in Love (1979).

<table>
<thead>
<tr>
<th>Data type</th>
<th>Notation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>( n )</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>( m )</td>
<td>3</td>
</tr>
<tr>
<td>Delays (for all ( j ))</td>
<td>( \Delta(j) )</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>( M(j) )</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>( h(j) )</td>
<td>0</td>
</tr>
<tr>
<td>Costs (for all ( j ) and ( t ))</td>
<td>( c_{jt} )</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>( k_{jt} )</td>
<td>1</td>
</tr>
<tr>
<td>Normal ranges for uncertainty sets (for all ( j ) and ( t ))</td>
<td>( D_{jt} )</td>
<td>[4,10]</td>
</tr>
<tr>
<td></td>
<td>( z^d )</td>
<td>[10,14]</td>
</tr>
</tbody>
</table>
the retailer level fluctuates more than that of the wholesale and manufacturer levels. In the LV method the inventory level in echelon 1, the furthest echelon from the external demand, reaches a minimum value of about −70 units and a maximum value of about 140 units, which is 35 times the range of the external demand (which fluctuates between 4 and 10 units). In the ILV method the same inventory level spans between −50 and 80 units (22 times the range of the external demand). The robust methods are much more stable: the highest inventory level in all the echelon is about 30 (in echelon 3) and the lowest is about −20, and each echelon does not fluctuate more than 5 times the external demand range.

In the utopian solution, the ordered amount of each echelon in any given time is exactly the amount needed so that the inventory level will be zero, and so no holding or backlogging cost is paid. But even in this optimal method we can see “boundary behavior” in the beginning and end of the horizon. In the beginning, because the initial inventory level does not equal zero, it takes time for the system to stabilize and reach the optimal inventory level (zero). At the end of the horizon, the third echelon displays a negative inventory level. The reason is that if on the previous time unit, the echelon sends an order to its predecessor, echelon 2, it would incur a cost \( c_2 = 2 \) for each unit ordered, consequently the second echelon could have chosen not to order and pay for the backlogging \( c_2 = 2 \) for each unit or order from the first echelon (which costs \( c_2 = 2 \) for each unit) and so on for echelon 1. Whatever the order of echelon 2 would have been, it would cost more than echelon 3 not ordering from echelon 2 and paying the backlogging cost. We also see similar “boundary behavior” in the robust methods.

In conclusion the robust methods dampen the Bullwhip effect and have the inventory behaving qualitatively similar to that of the utopian solution.

### 3.2. Cost results

In this section we refer to an example which deals with a step-type demand: the demand starts at a constant value and after some time assumes a new, higher value, and remains at this new level for the rest of the planning horizon. Saab and Corrêa (2005) use this type of demand and, according to Kirkwood (1998), such demand triggers the system in all its resonance frequencies, and therefore is very useful to characterize the system’s behavior over time. We chose a demand that averages at 100 units for the first 10 periods and changes to an average of 150 units for the last 10 periods. We assume that the actual demand fluctuates within 10% around these averages.

We refer again to a three echelon supply chain \( (m = 3) \) and a horizon of \( n = 20 \). Since it is known that longer lead times amplify the Bullwhip effect, and in order to accentuate this phenomenon, we chose \( L(j) = 2 \) and \( M(j) = 1 \) for all \( j \).

We also chose costs that do not make the problem trivial, such as \( c + h > p \) (otherwise the best policy will be not to order anything and pay the backlogging cost). Furthermore, we did not impose a limit on the order size or the inventory/shortage level. A summary of all the example parameters is given in Table 3.

We have used 4 different demand distributions in our simulations, which are given in Table 4. Two of these demand distributions follow our assumption of a 10% fluctuation and the other two demand distributions have a 20% fluctuation around the average values.

We can see in Table 5 that as in previous cases the average cost and deviation ratio tends to decrease as we move from the RC to the GRC. The methods are comparatively close to the utopian solution, and for both the AARC and GRC the cost is, on average, just 15% higher.

We also examine the empirical cdf of the deviation ratio-R for the various methods. The results are displayed in Figs. 10–13. In these figures, the X axis indicates R’s value and the Y axis indicates the probability of a result being lower or equal to that given deviation value, i.e. the percentage of replications which resulted in R values that were lower or equal to the given value – the higher the graph,

![Fig. 9. Inventory behavior – Utopian.](image-url)
the better the method (since it gives higher probability to results closer to the utopian solution). For most of these figures AARC and GRC are almost identical and exhibit low $R$ values of no more than $0.3$. For the RC which is the worst still exhibits $R$ values of less than 0.5. We also notice that for the RC the graph tends to get less steep as we move to wider input distributions, so that the results tend to get further from the utopian solution. The other methods do not appear to exhibit this tendency and remain generally stable.

3.3. The sensitivity parameter $\alpha$

In this section we study the GRC method and its effect on the optimal cost. The main feature of the GRC that distinguishes it from the regular AARC, is the possibility to control the behavior of the system outside the normal range of the uncertain parameters (demands) by tuning the upper bound of the $a$. Note that the AARC corresponds to the particular choice of $\alpha = \infty$.

We can examine the effect that the values of the upper limit of the $\alpha$ vector have on the quality of the solution. Although the theoretical solution will be worse as we limit $\alpha$ more and more, it is still a “minmax” solution, so the actual solutions can be much more optimistic.

Since the $\alpha$ vector has many components we chose to limit ourselves to those $\alpha - s$ associated with constraints which deal with the nonnegativity of $x$ and $w$. The reason is that these constraints determine the coefficients in the control strategy $(\eta^{+}_{j}, \eta^{-}_{j})$ and $(\eta_{j}^{+}, \eta_{j}^{-})$. We examined 4 levels for upper bounds of the $\alpha$ vector: $\alpha = \alpha_0 \geq \alpha_1 \geq \alpha_2 \geq \alpha_3$, (the vectors are ordered by the standard product order), and the bounds were chosen by trial and error and are different for each normal range assumed. Note that GRC with $\alpha_0 = \infty$ is equivalent to AARC. We studied the influence of each $a$-value on the cdf of $R$ (the deviation ratio). To explore this we use again the example shown in Section 3.1 and simulate input taken from Table 6. For each input distribution we simulated 50 realizations to build the empirical cdf function for $R$.

Figs. 14–19 depict the results of these realizations. It can be seen quite clearly, that for all the input distributions that were examined, the results are essentially consistent. The AARC is better than the RC. As we restrict the $a$-s more and more we expect worse results because the problem is more constrained. Indeed, the robust guaranteed value of the objective function does get bigger (1410 for both AARC and GRC with $\alpha_1$, 1628 for GRC with $\alpha_2$ and 2137 for GRC with $\alpha_3$). However, the simulation results (reflecting average performance) are quite surprising: we get better results using the GRC with $\alpha_1$ and $\alpha_2$ than using $\alpha_0$ (which is the AARC). We also expect the RC to be a lower bound on the results, because any restriction on $\alpha$ still gives us more degrees of freedom than in the RC. But we find that, in general, using $\alpha_2$ generates worse results than those of the RC method. The explanation lies in the way the solution is obtained: The strategy generated by using these $\alpha - s$ guarantees a similar minmax objective function value to the

<table>
<thead>
<tr>
<th>Table 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test case – input distributions.</td>
</tr>
<tr>
<td>Distribution</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>Uniform</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Normal</td>
</tr>
<tr>
<td>4(a)</td>
</tr>
<tr>
<td>4(b)</td>
</tr>
<tr>
<td>4(c)</td>
</tr>
</tbody>
</table>
RC method (objective value of 2137 compared to 2137 in the RC solution) and so gives us similar protection against a worst case value, but since the order strategy itself is different and depends on demand values the average performance is worsened.

We can also see that for $\alpha_2$ we get the best results, and in particular, better results than the original AARC and RC solutions. This result is not trivial, because it indicates that although the theoretical robust objective function values, given by the solution of the GRC problem, become larger as we constrain $\alpha$ more and more, the actual solutions, represented by the cdf, can be better with some upper limit on $\alpha$ than with non. We chose the solution of the GRC with $\alpha_2$ to be represented as the GRC solution for the test case in the previous chapter, in order to show the potential of the GRC to improve our control.

We also should remember that the GRC was developed to protect us against demand variations that are outside the assumed uncertainty box. Therefore the ‘b’ and ‘c’ demand inputs taken from both normal and uniform distributions, are more adequate to this comparison than the ‘a’ inputs. We can see that even in these cases the same observations are valid.

It is also interesting to note that although the best $\alpha$ vector for each example is different, the orders of the GRC with constrained $\alpha$ is always the same, and among them the $\alpha_2$ GRC, which is moderately constrained, has the best results. This leads us to the conclusion that there is a balance between constraining the $\alpha$ vector in the GRC formulation enough to cause it to converge to a low cost order strategy, and constraining it too much, depriving it of the flexibility it needs to achieve good results.
3.4. The normal range

In the previous section we discussed how changing the $z$ impacts the results of our model. But the decision on the value of $z$ is dependent on the assumed normal range. Reducing the size of the normal range on one hand is less conservative, since we have to protect the system against lower uncertainty levels, but forces us to restrict $z$ so that under a real, wider demand range our control strategy will still yield feasible or close to feasible results.

To demonstrate this, and in order to show the advantage of the GRC over the AARC method in controlling unexpected demand fluctuation, we study the following example, with parameters specified in Table 2. In particular we are interested in observing how the change in the assumed normal range impacts the cost.

For the comparison we used the demand distribution support of the assumed normal range in Table 2, and solved the GRC for three different normal ranges; the first has the same width as the support of the actual simulated demand distribution [4,10], while the other two have a narrower width. The cost results are given in Table 7.

The GRC used for this example is the one with the upper bound on vector $z$ which incurs the lowest cost (found by trial and error). The robust cost given in the table, is the guaranteed objective function value given by the optimization of the AARC and GRC formulations and serves as a theoretical worst case value. The sampling worst case is the highest cost among the 50 replication, and serves as an estimation of the actual worst case value.

As expected, both the AARC and GRC robust costs decrease as we reduce the normal range, since the problem becomes less constrained. The actual worst cost, however, exhibits a different behavior, and for the smallest normal range is higher than the robust cost. This can be understood quite easily by the robust cost definition, which is the guaranteed value of the cost within the normal range, and so it does not predict the behavior of the cost if the demand exceeds this range. As we have seen before the AARC's robust cost values are lower than those of the GRC since the problem is less constrained but the actual worst case costs are not necessarily better. For normal range [5,9] both the GRC robust cost and its sampling worst case value are lower than that of the AARC robust cost for the normal range [4,10], which corresponds to the actual demand values. This means that using a smaller normal range and protecting against infeasibility outside this range, through the GRC methodology, can provide us with better results than using the original AARC methodology. Using even a tighter normal range, [6,8], still provides us with a better theoretical robust cost compared to the original AARC solution but generates a higher actual cost than the GRC solution for the wider, [5,9], normal range. This leads us to believe that there is an optimal normal range which we should use in our solution, since it would yield the best results. The selection of this range is very problem dependent.

One can claim that we have neglected the AARC solution for the normal ranges which are tighter than the actual demand and generated both lower robust cost and, in some instances, a lower actual cost than the corresponding GRC solutions. Our justification lies in the fact that the AARC solution does not protect us against the solution's behavior outside the normal range; hence using a

<table>
<thead>
<tr>
<th>Assumed normal range</th>
<th>AARC Robust cost</th>
<th>Sampling worst case</th>
<th>GRC Robust cost</th>
<th>Sampling worst case</th>
</tr>
</thead>
<tbody>
<tr>
<td>[4,10]</td>
<td>1410</td>
<td>1240</td>
<td>1628</td>
<td>1124</td>
</tr>
<tr>
<td>[5,9]</td>
<td>1149</td>
<td>1100</td>
<td>1311</td>
<td>1068</td>
</tr>
<tr>
<td>[6,8]</td>
<td>944</td>
<td>1071</td>
<td>1044</td>
<td>1178</td>
</tr>
</tbody>
</table>

normal range which is smaller might cause a highly infeasible solution. To test this claim we compared the infeasibility of the different solutions by counting the number of infeasible orders (smaller than 0) in each replication. Note that when a negative order occurs, we replace it by zero.

Table 8 displays the percentage of replications that had at least one infeasible order and the percentage that had more than one infeasible order.

We can see that in all replications the GRC does not have more than one infeasible order in all the assumed normal ranges, while more than 20% of the AARC replications have more than one infeasible order (some have up to 6 infeasible orders).

3.5. Information sharing and centralized management

The supply chain problem we discussed so far assumes both information sharing between the various echelons and centralized inventory management. The information sharing is manifested in the fact that each echelon knows the external demand or can conclude it from the other echelons’ orders. Centralized management, in this context, means that we optimize the system as a whole with the purpose of minimizing the common cost of the entire supply chain. Both of these assumptions, which together are the basis for the popular Vendor Managed Inventory (VMI) strategy, are very important in getting good overall results. Obviously, local optimum, and lack of information will lead to a distortion in the order strategy. This issue has been previously dealt with extensively in Simchi-Levi et al. (2000). Our methodology provides a qualitative way to evaluate the savings that can be obtained by using this strategy, even for complex problems of multi-echelon multi-period inventory control.

In order to test the hypothesis, that the existence of accurate information and centralized management is crucial for achieving efficient inventory control we tried to see what would be the implications on the cost if each echelon uses its own cost optimization, relying only on the order data given by its successor.

In order to see the effect of the information gap and the lack of centralized management on the total cost, we computed the total cost and the deviation ratio $R$ and compared three methods:

1. The AARC method.
2. The “local AARC theoretical” method – which is the AARC method applied separately for each echelon and the demand bounds used for the optimization rely on the theoretical bounds of the ordered amount given by the successor’s strategy. It will be denoted by LAARCT.
3. The “local AARC actual” method – which is the AARC method applied separately for each echelon and the demand bounds used for the methods rely on the actual minimal and maximal orders given by the successor’s strategy. It will be denoted by LAARCA.

For the comparison we used the randomized inputs as in the test case example described in Section 6. The results are given in Table 9. For the local methods we added, in brackets, the corresponding
value of the deviation ratio of the local method with respect to the original global method, we denote this deviation ratio as $R^k$. For example in Table 9 the numbers in brackets in the LAARCT column, denote the average deviation ratio of the LAARCT with respect to the AARC method for each input (this deviation ratio is calculated by $R^k(\text{LAARCT}) = \frac{\text{LAARCT}}{\text{AARC}} - 1$) for each realization $k$.

Some interesting conclusions can be derived from this table:

- As expected, the local methods give us, on average, worse results than the global methods. This fact is not surprising, and fits the extensive literature that stresses the importance of information sharing and centralized management.

- While the average deviation of the LAARCA method from the original AARC method increases with the width of the input range (from 1(a) and 2(a) to 1(c) and 2(c) respectively) the average deviation of the LAARCT from the AARC method is about 12% for all the inputs. This means that although the theoretical bound is smaller than the actual one, the results achieved by using this bound are better as the actual input range gets larger. It also indicates, as we stated in the previous section, that using a smaller uncertainty set than one which is actually expected, may yield on average better results than those achieved by using the actual expected range.

These differences between the local and the global methods show us that information sharing and centralized management can extensively impact the results. However it is still not clear what portion of the deviation is caused by the information gap and what portion by the lack of centralized management.

In order to understand these results better we turn to analyze the change in each of the echelons’ costs (sum of their order and inventory cost) and see if these changes give us a better perspective of the problem. In Table 10 we can see the average of the cost for both the local and global methods and the $R^k$ measure for each echelon.

Some observations are due:

- As to be expected, the local methods improve the cost of the retailer since he does not have to take into account the consequences that his orders may have on the higher echelons. The local AARC methods exhibit cost as low as 70% of the original AARC’s cost.

- The LAARCT and LAARCA are identical at the retailer level, because they both assume the same demand.

- At wholesale level we see a higher cost in the local methods than the global ones. This is due to the lack of information on the retailer’s orders. The local AARC methods have higher costs than the global AARC by 30–75%.

- At manufacturer level we see the same trends as in the wholesale level. The local AARC methods are higher than the global AARC by 30–85%.

- In the wholesale and manufacturer level the LAARCT is more stable due to its reliance on theoretical orders.

The VMI method is better than local inventory management, provided the added value to the wholesaler and manufacturer compensates the increase in the retailer’s cost, and the added value is shared by all the echelons. In our example we can see that for input 3(c) if the retailer uses its local method the cost incurred is 426 vs. 584 in the global AARC. At the same time the wholesaler and manufacturer together save 500 cost units. If they compensate the retailer by 158 units, this leaves them with total savings of 342 which they can share among the echelons according to some predetermined contract. This issue is addressed in Cachon and Lariviere (2005), which compare several types of revenue sharing contracts to encourage coordination and information sharing.

4. Summary and future research

4.1. Summary

In this work we develop an instrument for supply chains control. We examine serial supply chains, which are the building blocks of every type of supply chain. The objective of such a control is first and foremost reducing the system’s cost, even under uncertain demand, in order to make it more profitable. An additional, byproduct of this objective would be to stabilize the system under such unstable (or uncertain) external demand.

We adapt a general and applicable control solution for supply chains, trying to optimize it from an economical point of view, implementing principles corresponding to the VMI framework.

### Table 9
Local vs. Global Methods - average cost and $R^k$.

<table>
<thead>
<tr>
<th>Input</th>
<th>Measure</th>
<th>Average Cost</th>
<th>LAARCA Cost</th>
<th>LAARCT Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>3(a)</td>
<td>Cost</td>
<td>1183</td>
<td>1308</td>
<td>1323</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>0.62</td>
<td>0.79 (0.11)</td>
<td>0.81 (0.12)</td>
</tr>
<tr>
<td>3(b)</td>
<td>Cost</td>
<td>1194</td>
<td>1412</td>
<td>1336</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>0.65</td>
<td>0.95 (0.18)</td>
<td>0.84 (0.12)</td>
</tr>
<tr>
<td>3(c)</td>
<td>Cost</td>
<td>1202</td>
<td>1544</td>
<td>1367</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>0.65</td>
<td>1.12 (0.28)</td>
<td>0.88 (0.14)</td>
</tr>
<tr>
<td>4(a)</td>
<td>Cost</td>
<td>1180</td>
<td>1215</td>
<td>1323</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>0.64</td>
<td>0.69 (0.03)</td>
<td>0.84 (0.12)</td>
</tr>
<tr>
<td>4(b)</td>
<td>Cost</td>
<td>1176</td>
<td>1332</td>
<td>1315</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>0.62</td>
<td>0.84 (0.13)</td>
<td>0.81 (0.12)</td>
</tr>
<tr>
<td>4(c)</td>
<td>Cost</td>
<td>1181</td>
<td>1426</td>
<td>1327</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>0.63</td>
<td>0.97 (0.21)</td>
<td>0.83 (0.12)</td>
</tr>
</tbody>
</table>

### Table 10
Local vs. Global Methods – average echelon cost and $R^k$.

<table>
<thead>
<tr>
<th>Input</th>
<th>Measure</th>
<th>Retailer (Echelon3)</th>
<th>Wholesale (Echelon2)</th>
<th>Manufacturer (Echelon1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3(a)</td>
<td>Cost</td>
<td>570</td>
<td>407</td>
<td>407</td>
</tr>
<tr>
<td></td>
<td>$R^k$</td>
<td>-0.29</td>
<td>-0.29</td>
<td>291</td>
</tr>
<tr>
<td>3(b)</td>
<td>Cost</td>
<td>574</td>
<td>414</td>
<td>414</td>
</tr>
<tr>
<td></td>
<td>$R^k$</td>
<td>-0.28</td>
<td>-0.28</td>
<td>299</td>
</tr>
<tr>
<td>3(c)</td>
<td>Cost</td>
<td>584</td>
<td>426</td>
<td>426</td>
</tr>
<tr>
<td></td>
<td>$R^k$</td>
<td>-0.27</td>
<td>-0.27</td>
<td>296</td>
</tr>
<tr>
<td>4(a)</td>
<td>Cost</td>
<td>563</td>
<td>406</td>
<td>406</td>
</tr>
<tr>
<td></td>
<td>$R^k$</td>
<td>-0.28</td>
<td>-0.28</td>
<td>296</td>
</tr>
<tr>
<td>4(b)</td>
<td>Cost</td>
<td>559</td>
<td>405</td>
<td>405</td>
</tr>
<tr>
<td></td>
<td>$R^k$</td>
<td>-0.28</td>
<td>-0.28</td>
<td>298</td>
</tr>
<tr>
<td>4(c)</td>
<td>Cost</td>
<td>559</td>
<td>408</td>
<td>408</td>
</tr>
<tr>
<td></td>
<td>$R^k$</td>
<td>-0.27</td>
<td>-0.27</td>
<td>298</td>
</tr>
</tbody>
</table>
and avoiding forecasting problems by dealing with robust and implicit forecasting. For this purpose, we apply the GRC methodology to supply chain control. The GRC methodology is a robust way to deal with uncertainty without using prediction methods that might influence system stability. It is also less strict than the AARC method, as it allows us to use a less conservative approach on the less likely values of the uncertainty set. We pay for this flexibility with problem dimensional limitations, as a problem of 3 echelons and 20 time periods in the planning horizon contains approximately 40,000 constraints and 25,000 variables.

We compare the GRC methodology with the RC and AARC formulations. We also use the utopian solution, an unrealistic solution which finds the optimal control when all the demand values are known in advance, as a reference point for the different methods. We show that the robust methods dampen the Bullwhip effect and obtain good results with respect to the utopian solution.

We further investigate the GRC method itself, especially its behavior outside the original (normal) uncertainty set. This behavior is a function of the parameter and the assumed normal range. We discovered that there is an “optimal” x vector that will yield the best practical results for any given input (depending on the shape and width of its distribution). We can also conclude that the cost function is a nonmonotonic function of x. The choice of the value for x and the resulting performance of the system is highly dependent on the nontrivial choice of the normal uncertainty set. We also find that choosing a smaller normal set for the uncertainty in the GRC methodology can actually improve both theoretical and practical results and still protect us against solution infeasibility.

Lastly we discuss the impact of information and management structure assumptions, showing that both vertical (among echelons) and horizontal (time-dependent) information updating has a substantial impact on the cost. We demonstrate that using VMI and revenue management concepts can improve the solution.

4.2. Future research directions

Our work has laid down the foundation for using the GRC control methodology for supply chain control with demand uncertainty. The scope of our research can be expanded in future research to deal with additional issues concerning the supply chain control problem. Next we discuss several of the directions we foresee for this methodology being developed in future research.

One of the more straightforward extensions of the model is to include a wider range of supply chains, such as distribution supply chains. The dynamics of such a system changes in a very simple way as is represented in Eq. (27).

\[ y^t_j = y^{t-1}_j + x_j - \sum_{g(j) \in s(j)} x^{t-1}_g - \sum_{g(j) \in s(j)} d^g - d^g \]  \hspace{1cm} \forall j \in \{1, \ldots, m \} \quad \forall t \in \{1, \ldots, r_t \} 

\[ y^m_j = y^{m-1}_j + x_j - \sum_{g(j) \in s(j)} d^g - d^j \]  \hspace{1cm} \forall j \in \{1, \ldots, m \} \quad \forall t \in \{1, \ldots, r_t \} 

\[ y^m = \bar{y} \]  \hspace{1cm} \forall j \in \{1, \ldots, m \} \quad \forall t \in \{1, \ldots, r_t \}

We assume that each echelon j has r_t vendors and each vendor j of echelon j provides supplies to the vendors in echelon j + 1 that belong to group B(j) (their successors). We denote x^j as vendor j’s orders at time t and y^j as his inventory level at time t. There is an external demand for each vendor in the downstream echelon, vendor m in echelon m, which is denoted by D_m. This dynamic behavior replaces the serial supply chain dynamics, given in Eq. (1), to that of the distribution supply chain.

Since the dynamics of the system is such that all linear attributes are maintained and it still corresponds with both control system dynamics and GRC tractability requirements, we can apply the same process to develop a GRC model for this type of supply chain.

Furthermore, our model is simple because we assume that the state variables (in case the inventory status) are the same as observed outputs, meaning that we always know the exact inventory. The original control model, however, has a linear relationship between the state variable x^j and output y^j so that \[ y^j = g(j)x^j. \] So, we can also assume that we do not see the exact inventory state but some distortion of this state which is due to inaccurate reports represented by matrices C_j. Extending the scope of the model to include this distortion is instrumental in understanding the effect of different kinds of errors on the system performance on one hand, and the effectiveness of the GRC methodology on controlling these errors, on the other hand.

There are many other issues raised in this work that can be further explored. One of these issues might be understanding the relationship and tradeoff between the assumed demand normal range and the limits on the GRC parameter \( x \) in order to calibrate these parameters and consequently achieve better control. Another research direction is to investigate the length of the planning horizon we need to look at in order to balance the problem dimensions with solution effectiveness and devise a method of finding that length.
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