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#### Abstract

Based on Petri net (PN) models of automated manufacturing systems, this paper proposes a deadlock prevention method to obtain a maximally permissive (optimal) supervisor while minimizing its structure. The optimal supervisor can be achieved by forbidding all first-met bad markings (FBMs) and permitting all legal markings in a PN model. An FBM obtained via a single transition's firing at a legal marking is a deadlock or marking that inevitably evolves into a deadlock. A lexicographic multiobjective integer programming problem with multiple objectives to be achieved sequentially is formulated to design such an optimal and structurally minimal supervisor. As a nonlinear function, the quantity of its directed arcs is minimized. A conversion method is proposed to convert the nonlinear model into a linear one. With the premise that each place in the supervisor is associated with a nonnegative place invariant, the controlled net holds all legal markings of the net model, and the supervisor has the minimal structure. Finally, some examples are used to illustrate the application of the proposed approach.
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## I. Introduction

IN AN industrial automated manufacturing system (AMS), different types of jobs are handled concurrently, sharing a limited number of resources such as numerically controlled machines, robots, buffers, sensors, and inspection stations. In such resource-sharing systems, the competition for shared resources by different jobs may cause deadlocks, which may eventually stall all activities in the systems. Hence, deadlock avoidance and prevention are critically important to ensure the highest performance of AMS.

There are mainly three tools used to deal with deadlocks of AMS: 1) graph theory [1], [2]; 2) automata [3], [4]; and 3) Petri nets (PNs) [5]-[8]. Among these tools, PNs are suitable to model and analyze the behavior of AMS [9]-[13] and address the deadlock issues [14]-[21]. Generally, there are three deadlock resolution approaches: 1) deadlock detection and recovery [22]-[24]; 2) deadlock avoidance [25]-[30]; and 3) deadlock prevention [2], [14], [31]-[35]. Our research [11], [36]-[38], which generates some deadlock-free schedules in advance and applies them to AMSs to optimize the measure of performance under consideration, belongs to the third approach, i.e., deadlock prevention. Deadlock prevention requires an off-line computation mechanism to add constraints to a system for preventing deadlock states from being reached and does not need on-line detection, recovery, and avoidance procedures by taking a full view of the system. This paper focuses on it.

Two kinds of analysis methods are mainly used to analyze PNs: 1) structural analysis [17], [23], [31], [39]-[43] and 2) reachability graph analysis [44]-[46]. The former allows one to derive a control policy by special PN structures, e.g., resource-transition circuits and siphons. The resulting control law is usually simple, but not optimal in general. The latter can lead to a controlled model with the maximally permissive or highly permissive behavior. However, its
computational burden is always heavy. Maximal permissiveness implies that all legal markings are kept when a supervisor is added to the plant model. The existing supervisor synthesis methods often construct a PN supervisor (controller) that consists of places and arcs based on the concept of place invariants (PIs) to prevent deadlocks. The places of the obtained supervisor are called control places or monitors.

Three criteria commonly used to evaluate a supervisor in a controlled net are: 1) behavioral permissiveness; 2) structural complexity; and 3) computational complexity. A supervisor with maximal permissiveness is called an optimal one that often implies high utilization of system resources. A structurally minimal supervisor can reduce the control implementation cost. A supervisor design algorithm with low computational complexity can deal with complex AMS.

The theory of region proposed in [47] can be used to derive an optimal supervisor for a PN model if such a supervisor exists. To improve its computational efficiency, Uzam and Zhou [45] developed an iterative approach for the deadlock control of AMS. They divide a reachability graph into a live zone (LZ) and deadlock zone (DZ). A marking in LZ is called a legal one that can reach the initial marking, and that in DZ is a deadlock or will inevitably lead to deadlocks. First-met bad markings (FBMs) are those in DZ that are immediately reachable from some in LZ. At each iteration, an FBM is selected from the reachability graph. To prevent this FBM from being reached, a control place is derived by constructing a PI of the PN by using an invariant-based control method [48]. Then, this control place and its related arcs are added to the PN. This process is iteratively carried out till the controlled PN becomes live. Although the method in [45] is easy and straightforward, it cannot guarantee the optimality in general.

Chen et al. [46] proposed a reachability graph-based method that can definitely obtain optimal liveness-enforcing supervisors for AMSs modeled by PN if such supervisors exist. An optimal control place of the supervisor is designed by a PI at each iteration, which is achieved by solving an integer linear program (ILP) to forbid as many FBMs as possible and permit all legal markings. To address the computational complexity problem, a vector covering method is used to reduce the numbers of considered markings in the sets of FBMs and legal markings. However, their method has the structural complexity problem since it cannot ensure the fewest control places. Hence, Chen and Li [49] developed a method that can design an optimal supervisor with the fewest control places.

In fact, all the above studies do not consider the cost of arcs added to control places in the stage of control implementation. In the real world, the implementation cost of a supervisor can be evaluated by two components: 1) control places and 2) added arcs. A control place represents a processing unit such as a programmable logic controller, microcontroller, and computer. It needs data collected from a process and signal transmission via transducers such as sensors and actuators that are modeled by the directed arcs between a plant net and its supervisor. Cordone and Piroddi [50] described a branch-and-bound algorithm to design an optimal supervisor such that one of the cost functions (e.g., generalized mutual exclusion constraint coefficients and the weights of the arcs
in a supervisor) is minimized. However, they do not consider the simultaneous minimization of several cost functions. The method proposed in [51] considers the implementation cost of control places and added arcs by solving an ILP. It can obtain a small number of control places, but fails to ensure the minimality in general.

In this paper, an ILP is proposed, aiming to minimize the structural complexity of the supervisor with respect to both control places and added arcs while the controlled system is still live and optimal. First, the vector covering approach is used to reduce the numbers of legal markings and FBMs to be considered. Then, a lexicographic multiobjective ILP (LMILP) is formulated and solved. This paper has made the following contributions.

1) An LMILP is formulated to design an optimal supervisor for the PN model of an AMS. All control places and associated arcs in it can then be computed.
2) If there exists an optimal supervisor for the plant, the one with the fewest arcs while ensuring the fewest control places can definitely be found.
3) A linear conversion method that converts our nonlinear model into a linear one is proposed to facilitate the solution of the original nonlinear program.
This method can be used to design optimal supervisors for all classes of PNs to model AMSs if such supervisors exist, such as PPN [52], $\mathrm{S}^{3} \mathrm{PR}$ [14], ES ${ }^{3} \mathrm{PR}$ [53], $\mathrm{S}^{4} \mathrm{PR}$ [54], $S^{*} P R$ [55], $S^{2}$ LSPR [56], $S^{3} \mathrm{PGR}^{2}$ [57], and $S^{3} \mathrm{PMR}$ [40].

Section II reviews the preliminaries of PNs. The supervisor computation by a PI in [48] and the method to synthesize an optimal supervisor in [46] are briefly recalled in Section III. Section IV presents a method to design an optimal supervisor with the fewest control places and associated arcs. A deadlock prevention method is given in Section V. Section VI provides some examples and compares our method with the existing ones. Finally, the conclusion is given in Section VII.

## II. Preliminaries

## A. Petri Nets [6], [7], [9]

A PN is defined as $N=(P, T, F, W)$ where $P=$ $\left\{p_{1}, p_{2}, \ldots, p_{m}\right\}$ is a finite set of places and $T=\left\{t_{1}, t_{2}, \ldots, t_{n}\right\}$ is a finite set of transitions with $P \cup T \neq \emptyset$ and $P \cap$ $T=\emptyset . F \subseteq(P \times T) \cup(T \times P)$ is the flow relation, depicted by arcs with arrows between places and transitions. $W:(P \times T) \cup(T \times P) \rightarrow \mathbb{Z}^{+}$(the set of nonnegative integers) is a mapping from arcs to weights. $M: P \rightarrow \mathbb{Z}^{+}$is a marking assigned to each place $p \in P, M(p)$ tokens. $\left(N, M_{0}\right)$ is called a net system. A net is said to be pure if $\forall p_{i} \in P$, $\forall t_{j} \in T, W\left(p_{i}, t_{j}\right) \cdot W\left(t_{j}, p_{i}\right)=0$. The input incidence matrix is $\left[N^{-}\right]=\left\{W\left(p_{i}, t_{j}\right)\right\}$, and the output one is $\left[N^{+}\right]=\left\{W\left(t_{j}, p_{i}\right)\right\}$. The incidence matrix of a pure net is $[N]=\left[N^{+}\right]-\left[N^{-}\right]$.

Given $x \in P \cup T$, its preset ${ }^{\bullet} x=\{y \in P \cup T \mid(y, x) \in F\}$ and postset $x^{\bullet}=\{y \in P \cup T \mid(x, y) \in F\}$. Given a marking $M$, a transition $t \in T$ is enabled if $\forall p \in^{\bullet} t, M(p) \geq W(p, t)$. Firing an enabled transition $t$ generates a marking $M^{\prime}$ satisfying $M^{\prime}(p)=M(p)-W(p, t)+W(t, p)$. A marking $M$ is reachable from $M_{0}$ if there is a sequence of transition firings from $M_{0}$ to $M . R\left(N, M_{0}\right)$ is the set of all markings reachable


Fig. 1. PN model of an AMS.
from $M_{0}$. A reachability graph $G\left(N, M_{0}\right)$ is a directed graph whose nodes are markings in $R\left(N, M_{0}\right)$ and arcs are labeled by transitions of $N$.

A transition $t \in T$ is live under $M_{0}$ if $\forall M \in R\left(N, M_{0}\right)$, $\exists M^{\prime} \in R(N, M), t$ is enabled under $M^{\prime}$. A PN is said to be live under $M_{0}$ if $\forall t \in T, t$ is live under $M_{0}$. A PN is deadlock-free, if at least one transition is enabled at every reachable marking. A place vector is a vector $I: P \rightarrow \mathbb{Z}$. Place vector $I$ is said to be a PI if $I \neq \mathbf{0}$ and $I^{T}[N]=\mathbf{0}^{T}$. Let $I$ be a PI of $\left(N, M_{0}\right)$, then $I^{T} M=I^{T} M_{0}, \forall M \in R\left(N, M_{0}\right)$. A PI is called a $P$-semiflow if its elements are all nonnegative.

## B. Reachability Graph Analysis

$G\left(N, M_{0}\right)$ consists of two parts: 1) LZ and 2) DZ. The markings in LZ are legal ones that can reach initial marking $M_{0}$ from at least one of their successors. The set of legal markings is

$$
\begin{equation*}
\mathcal{M}_{L}=\left\{M \mid M \in R\left(N, M_{0}\right) \wedge M_{0} \in R(N, M)\right\} \tag{1}
\end{equation*}
$$

DZ consists of deadlocks and the markings that cannot reach $M_{0}$ and inevitably lead to deadlocks. An FBM is a marking in DZ, which is the very first one from LZ to DZ [45]. The set of all FBMs is

$$
\begin{equation*}
\mathcal{M}_{F}=\left\{M \in \mathrm{DZ} \mid \exists M^{\prime} \in \mathrm{LZ}, t \in T \text {, s.t. } M^{\prime}[t\rangle M\right\} \tag{2}
\end{equation*}
$$

We consider an example AMS with three shared resources R1-3 (such as machines and robots), two loading buffers I1-2, and two unloading buffers O1-2. A resource processes only one part at a time. Two types of parts, i.e., J1 and J2, are processed in the system. The production sequences are

$$
\begin{aligned}
& \mathrm{J} 1: \mathrm{I} 1 \rightarrow \mathrm{R} 1 \rightarrow \mathrm{R} 2(\text { or } \mathrm{R} 3) \rightarrow \mathrm{R} 3 \rightarrow \mathrm{O} 1 \\
& \mathrm{~J} 2: \mathrm{I} 2 \rightarrow \mathrm{R} 3 \rightarrow \mathrm{R} 2 \rightarrow \mathrm{R} 1 \rightarrow \mathrm{O} 2 .
\end{aligned}
$$

Note that J1 is processed twice by R3 in one of its production sequences. Fig. 1 shows its PN model that has 12 places and ten transitions. Its reachability graph is given in Fig. 2 where a compact multiset formalism $\sum_{i} M\left(p_{i}\right) p_{i}$ is used to denote a marking $M$ for conciseness. For this reachability graph, $M_{9}=p_{1}+p_{2}+p_{3}+2 p_{6}+p_{7}$,
$M_{11}=2 p_{1}+p_{3}+2 p_{6}+p_{7}+p_{10}$, and $M_{22}=2 p_{1}+p_{2}+$ $p_{6}+p_{7}+p_{8}$ are FBMs and all others are legal markings. If all FMBs are forbidden by a supervisor, the resulting controlled net can keep running in LZ, but never enters DZ. Hence, it is live.

## III. Supervisor Computation

## A. Supervisor Computation by PI

The following definitions about supervisor computation are primarily due to [48] and [49]. Let [ $N_{p}$ ] be the incidence matrix of the plant $\mathrm{PN} .\left[N_{c}\right]$ represents the flow relation between the control places in the supervisor and transitions in the plant net. [ $N$ ] is the incidence matrix of the controlled net consisting of a plant net and its supervisor, that is

$$
[N]=\left[\begin{array}{l}
N_{p}  \tag{3}\\
N_{c}
\end{array}\right]
$$

The goal of designing a supervisor is to enforce the controlled net to satisfy the constraints as follows:

$$
\begin{equation*}
[L] \cdot \mu_{p} \leq b \tag{4}
\end{equation*}
$$

where [ $L$ ] is an $n_{c} \times n$ nonnegative integer matrix, $\mu_{p}$ represents the marking vector of the PN model, $b$ is an $n_{c} \times 1$ vector, $n_{c}$ is the number of control places in the supervisor, and $n$ is the number of places in the plant PN. By adding an $n_{c} \times 1$ vector $\mu_{c}$ to the left side of (4), we have

$$
\begin{equation*}
[L] \cdot \mu_{p}+\mu_{c}=b \tag{5}
\end{equation*}
$$

where $\mu_{c}$ is the marking of the control places in the supervisor.
The supervisor $\left[N_{c}\right]$ can be computed as follows:

$$
\begin{equation*}
\left[N_{c}\right]=-[L] \cdot\left[N_{p}\right] \tag{6}
\end{equation*}
$$

where $\left[N_{c}\right](i, j)>0$ indicates that an arc should be added from $t_{j}$ to control place $p_{c_{i}}$ with $W\left(t_{j}, p_{c_{i}}\right)=\left[N_{c}\right](i, j)$, while $\left[N_{c}\right](i, j)<0$ implies an arc from $p_{c_{i}}$ to $t_{j}$ with $W\left(p_{c_{i}}, t_{j}\right)=$ $-\left[N_{c}\right](i, j)$.

Let $\mu_{c_{0}}$ be the initial marking of the controlled net, which must also satisfy (5). Thus, $\mu_{c_{0}}$ is computed as follows:

$$
\begin{equation*}
\mu_{c_{0}}=b-[L] \cdot \mu_{p_{0}} \tag{7}
\end{equation*}
$$

## B. Optimal Supervisor Synthesis

Places in the PN model of an AMS can be classified into three types: 1) idle; 2) resource; and 3) activity places [5], [14], [57]. Tokens of an idle place represent the maximal number of concurrent operations that can happen in a production sequence. Resource places model production resources, e.g., robots and machines, and their initial tokens represent available resource units. An activity place represents an operation to be performed for a part in a production sequence, and it has no token in the initial marking. For example, the places in the PN in Fig. 1 are divided into idle places $\left\{p_{1}, p_{6}\right\}$, resource places $\left\{p_{10}-p_{12}\right\}$, and activity places $\left\{p_{2}-p_{5}, p_{7}-p_{9}\right\}$. For the PN model of an AMS, only the tokens in activity places are considered to construct a PI for designing supervisors [58]. In the following, $P_{A}$ is used to

(, First-met bad marking
$M_{0}=3 p_{1}+3 p_{6}+p_{10}+p_{11}+p_{12}$
$M_{1}=2 p_{1}+p_{2}+3 p_{6}+p_{11}+p_{12}$
$M_{2}=2 p_{1}+p_{3}+3 p_{6}+p_{10}+p_{12}$
$M_{3}=p_{1}+p_{2}+p_{3}+3 p_{6}+p_{12}$
$M_{4}=p_{1}+p_{3}+p_{4}+3 p_{6}+p_{10}$
$M_{5}=p_{2}+p_{3}+p_{4}+3 p_{6}$
$M_{6}=p_{2}+p_{3}+p_{5}+3 p_{6}$
$M_{7}=p_{1}+p_{3}+p_{5}+3 p_{6}+p_{10}$
$M_{8}=p_{1}+p_{2}+p_{5}+3 p_{6}+p_{11}$
$M_{9}=p_{1}+p_{2}+p_{3}+2 p_{6}+p_{7}$
$M_{10}=2 p_{1}+p_{5}+3 p_{6}+p_{10}+p_{11}$
$M_{11}=2 p_{1}+p_{3}+2 p_{6}+p_{7}+p_{10}$
$M_{12}=2 p_{1}+p_{4}+3 p_{6}+p_{10}+p_{11}$
$M_{13}=p_{1}+p_{2}+p_{4}+3 p_{6}+p_{11}$
$M_{14}=2 p_{1}+p_{2}+2 p_{6}+p_{7}+p_{11}$
$M_{15}=2 p_{1}+p_{2}+2 p_{6}+p_{8}+p_{12}$
$M_{16}=2 p_{1}+p_{4}+2 p_{6}+p_{8}+p_{10}$
$M_{17}=p_{1}+p_{2}+p_{4}+2 p_{6}+p_{8}$
$M_{18}=p_{1}+p_{2}+p_{5}+2 p_{6}+p_{8}$
$M_{19}=2 p_{1}+p_{5}+2 p_{6}+p_{8}+p_{10}$
$M_{20}=3 p_{1}+2 p_{6}+p_{8}+p_{10}+p_{12}$
$M_{21}=3 p_{1}+p_{6}+p_{7}+p_{8}+p_{10}$
$M_{22}=2 p_{1}+p_{2}+p_{6}+p_{7}+p_{8}$
$M_{23}=3 p_{1}+p_{6}+p_{7}+p_{9}+p_{11}$
$M_{24}=3 p_{1}+p_{6}+p_{8}+p_{9}+p_{12}$
$M_{25}=3 p_{1}+p_{7}+p_{8}+p_{9}$
$M_{26}=3 p_{1}+2 p_{6}+p_{7}+p_{10}+p_{11}$
$M_{27}=3 p_{1}+2 p_{6}+p_{9}+p_{11}+p_{12}$
$M_{28}=2 p_{1}+p_{5}+p_{6}+p_{9}+p_{11}$
$M_{29}=2 p_{1}+p_{4}+2 p_{6}+p_{9}+p_{11}$

Fig. 2. Reachability graph of the PN in Fig. 1.
denote the set of activity places and $\mathbb{N}_{A}$ represents $\left\{i \mid p_{i} \in P_{A}\right\}$ for expedience.

In general, an optimal supervisor can be obtained by designing a supervisor that forbids all FBMs and permits all legal markings [46]. An FBM $M \in \mathcal{M}_{F}$ can be forbidden if

$$
\begin{equation*}
\sum_{i \in \mathbb{N}_{A}} l_{i} \cdot \mu_{i} \leq \beta \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta=\sum_{i \in \mathbb{N}_{A}} l_{i} \cdot M\left(p_{i}\right)-1 \tag{9}
\end{equation*}
$$

and $l_{i}\left(i \in \mathbb{N}_{A}\right)$ is a coefficient of a PI.
Any legal marking $M^{\prime} \in \mathcal{M}_{L}$ is guaranteed to be reachable in the controlled net by the constraints as follows:

$$
\begin{equation*}
\sum_{i \in \mathbb{N}_{A}} l_{i} \cdot M^{\prime}\left(p_{i}\right) \leq \beta, \forall M^{\prime} \in \mathcal{M}_{L} . \tag{10}
\end{equation*}
$$

For an FBM, by substituting (9) into (10), the constraints for permitting all legal markings become

$$
\begin{equation*}
\sum_{i \in \mathbb{N}_{A}} l_{i} \cdot\left(M^{\prime}\left(p_{i}\right)-M\left(p_{i}\right)\right) \leq-1, \quad \forall M^{\prime} \in \mathcal{M}_{L} \tag{11}
\end{equation*}
$$

Constraints (11) determine $l_{i}\left(i \in \mathbb{N}_{A}\right)$ of a PI. If $l_{i}$ cannot be obtained, then FBM $M$ cannot be separated from the set of legal markings by the resulting supervisor. Thus, for an FBM $M$, if each $l_{i}\left(i \in \mathbb{N}_{A}\right)$ of a PI satisfies (11), then the PI designed with (8) forbids $M$ and permits all legal markings. In this case, the obtained control place is optimal since all legal markings of the plant net are reachable in the controlled net.

However, the numbers of legal markings and FBMs in $G\left(N, M_{0}\right)$ are often large since the size of $G\left(N, M_{0}\right)$ grows
exponentially with the PN size. Chen et al. [46] proposed a vector covering method to reduce the number of markings to be considered in the process of supervisor synthesis.

Definition 1: $\forall M, M^{\prime} \in R\left(N, M_{0}\right), M \geq_{A} M^{\prime}$ if $\forall p \in P_{A}$, $M(p) \geq M^{\prime}(p)$.

If $M \geq_{A} M^{\prime}$ and $M^{\prime}$ is forbidden by a supervisor obtained by ( 8 ) and (9), we need not consider $M$ since it is definitely forbidden in (8) and (9).

Definition 2: $\mathcal{M}_{F}^{*}$ is a minimal covered set of $\mathcal{M}_{F}$ if

1) $\mathcal{M}_{F}^{*} \subseteq \mathcal{M}_{F}$;
2) $\forall M \in \mathcal{M}_{F}, \exists M^{\prime} \in \mathcal{M}_{F}^{*}$ such that $M \geq{ }_{A} M^{\prime}$;
3) $\forall M \in \mathcal{M}_{F}^{*}$, $\nexists M^{\prime \prime} \in \mathcal{M}_{F}^{*}$ such that $M \geq_{A} M^{\prime \prime}$ and $M \neq M^{\prime \prime}$.
Definition 3: $\mathcal{M}_{L}^{*}$ is a minimal covering set of $\mathcal{M}_{L}$ if
4) $\mathcal{M}_{L}^{*} \subseteq \mathcal{M}_{L}$;
5) $\forall M \in \mathcal{M}_{L}, \exists M^{\prime} \in \mathcal{M}_{L}^{*}$ subject to $M^{\prime} \geq_{A} M$;
6) $\forall M \in \mathcal{M}_{L}^{*}, \nexists M^{\prime \prime} \in \mathcal{M}_{L}^{*}$ subject to $M^{\prime \prime} \geq_{A} M$ and $M \neq M^{\prime \prime}$.
If a supervisor forbids all markings in $\mathcal{M}_{F}^{*}$, all FBMs in $\mathcal{M}_{F}$ are forbidden. If it permits all markings in $\mathcal{M}_{L}^{*}$, all legal markings in $\mathcal{M}_{L}$ are permitted. Thus, only two reduced sets, $\mathcal{M}_{F}^{*}$ and $\mathcal{M}_{L}^{*}$, should be considered to design an optimal supervisor to forbid all FMBs and permit all legal markings of the plant net. Then, for an FBM $M$, the constraints for permitting all legal markings are reduced into

$$
\begin{equation*}
\sum_{i \in \mathbb{N}_{A}} l_{i} \cdot\left(M^{\prime}\left(p_{i}\right)-M\left(p_{i}\right)\right) \leq-1, \quad \forall M^{\prime} \in \mathcal{M}_{L}^{*} \tag{12}
\end{equation*}
$$

## IV. Structurally Minimal Supervisor Synthesis

This section presents a mathematical programming technique to minimize the structure of an optimal supervisor.

## A. Definition of LMILP

An LMILP is an ILP with multiple objectives that are prioritized as follows:

$$
\begin{array}{ll}
\text { lex min } & \left\{O_{1}(x), O_{2}(x), \ldots, O_{r}(x)\right\} \\
\text { subject to } & A x \geq b \\
& x \geq 0
\end{array}
$$

where $x \in \mathbb{Z}^{n}, A \in \mathbb{Z}^{m \times n}, b \in \mathbb{Z}^{m}$, and $O_{i}(x): \mathbb{Z}^{n} \rightarrow \mathbb{Z}$, for $i=1, \ldots, r$. The lexicographic method assumes that the objectives are ranked in the order of importance [59]. We can assume, without loss of generality, that the objective functions are in the order of importance such that $O_{1}(x)$ is the most important and $O_{r}(x)$ the least important to decision makers. We first obtain the minimal value of $O_{1}(x)$ subject to the constraints, denoted as $O_{1}^{*}(x)$. Next, an ILP is solved with objective $O_{2}(x)$ subject to the above constraints, and $O_{1}(x) \leq O_{1}^{*}(x)$. The process is continued till all $r$ objectives have been handled.

## B. Optimal and Structurally Minimal Supervisor Design

More than one FBM may be forbidden by a PI. Given the PI $I_{j}$ for $M_{j} \in \mathcal{M}_{F}^{*}$, there exists $M_{k} \in \mathcal{M}_{F}^{*}(k \neq j)$ is also forbidden by $I_{j}$ if

$$
\begin{align*}
\sum_{i \in \mathbb{N}_{A}} l_{j, i} \cdot\left(M_{k}\left(p_{i}\right)-M_{j}\left(p_{i}\right)\right) \geq-\Gamma \cdot\left(1-f_{j, k}\right) & \\
& \forall M_{k} \in \mathcal{M}_{F}^{*} \text { and } k \neq j \tag{13}
\end{align*}
$$

where $l_{j, i}$ is the coefficient of PI $I_{j}, \Gamma$ is a positive integer that should be chosen big enough, and $f_{j, k} \in\{0,1\}$. In (13), $f_{j, k}=1$ represents that $I_{j}$ designed to forbid $M_{j}$ also forbids $M_{k}$ and $f_{j, k}=0$ represents that $I_{j}$ does not forbid $M_{k}$.

A set of variables $q_{j}\left(j \in \mathbb{N}_{F}^{*}\right)$ for the PI $I_{j}$ are introduced to satisfy the following constraints:

$$
\begin{equation*}
f_{j, k} \leq q_{j}, \forall j, k \in \mathbb{N}_{F}^{*} \text { and } k \neq j \tag{14}
\end{equation*}
$$

where $\mathbb{N}_{F}^{*}=\left\{i \mid M_{i} \in \mathcal{M}_{F}^{*}\right\}$ and $q_{j} \in\{0,1\}$. In (14), $q_{j}=1$ represents that $I_{j}$ is selected to design a control place in the supervisor and $q_{j}=0$ implies not. Constraints (14) indicate that, only when $I_{j}$ is selected, it can forbid $M_{j}$ and other FBMs satisfying (13). To ensure that any FBM $M_{j}$ in $\mathcal{M}_{F}^{*}$ is forbidden, $f_{k, j}$ and $q_{j}$ should satisfy

$$
\begin{equation*}
q_{j}+\sum_{k \in \mathbb{N}_{F}^{*}, k \neq j} f_{k, j} \geq 1 \tag{15}
\end{equation*}
$$

To design a structurally minimal supervisor for the PN model of an AMS, our first objective is to minimize the number of control places in a supervisor. In this case, the number of PIs selected to compute control places should be minimal. Thus, we employ

$$
\begin{equation*}
O_{1}=\sum_{j \in \mathbb{N}_{F}^{*}} q_{j} \tag{16}
\end{equation*}
$$

Next, we minimize the number of arcs added in the supervisor when objective $O_{1}$ is minimized. A function $\operatorname{sign}()$ is introduced such that $\operatorname{sign}\left(\left[N_{c}\right](j, n)\right)=0$ if $\left[N_{c}\right](j, n)=0$ and $\operatorname{sign}\left(\left[N_{c}\right](j, n)\right)=1$, otherwise, where $N_{c}$ is the incident
matrix of the supervisor, $j \in \mathbb{N}_{F}^{*}$, and $n \in \mathbb{N}_{T}=\left\{i \mid t_{i} \in T\right\}$. $\operatorname{sign}\left(\left[N_{c}\right](j, n)\right)=1$ indicates that there exists an arc between control place $p_{c_{j}}$ and transition $t_{n}$; while $\operatorname{sign}\left(\left[N_{c}\right](j, n)\right)=0$ implies not. To minimize the number of added arcs in a supervisor, we seek to minimize

$$
\begin{equation*}
O_{2}=\sum_{j \in \mathbb{N}_{F}^{*}} \sum_{n \in \mathbb{N}_{T}} \operatorname{sign}\left(\left[N_{c}\right](j, n)\right) \tag{17}
\end{equation*}
$$

Function sign() allows us to only consider whether there is an arc to be added from or to a control place without taking into account its weights. Thus, the optimal supervisor with the minimal number of added arcs while ensuring the minimal number of control places can be found by solving the following lexicographic multiobjective integer program:

$$
\begin{align*}
& \text { lex } \min \quad\left\{O_{1}, O_{2}\right\}  \tag{18}\\
& \text { subject to }(12)-(15) \tag{19}
\end{align*}
$$

However, the above program is not linear since $O_{2}$ is not. To convert it into an LMILP, two sets of auxiliary variables related to $l_{j, i}$ and $q_{j}$ are introduced. The first set of variables is $u_{j, n} \in\{0,1\}$ that represents whether there is an arc from control place $p_{c_{j}}$ to transition $t_{n} \in T$ in the controlled net. Let $\left[N_{c}\right](j, \cdot)$ denote the incidence vector of $p_{c_{j}}$, where $\left[N_{c}\right](j, n)=W\left(t_{n}, p_{c_{j}}\right)-W\left(p_{c_{j}}, t_{n}\right)$. According to (6), $\left[N_{C}\right](j, n)=-\sum_{i \in \mathbb{N}_{A}} l_{j, i} \cdot\left[N_{p}\right](i, n)$. Thus, we have

$$
\begin{align*}
&-\sum_{i \in \mathbb{N}_{A}} l_{j, i} \cdot\left[N_{p}\right](i, n) \geq-\Gamma \cdot u_{j, n}-\Gamma \cdot\left(1-q_{j}\right) \\
& \forall j \in \mathbb{N}_{F}^{*} \text { and } \forall n \in \mathbb{N}_{T} \tag{20}
\end{align*}
$$

Constraints (20) imply that if $q_{j}=1$ and $\left[N_{c}\right](j, n) \leq-1$, then $u_{j, n}=1$. In this case, there exists an arc from $p_{c_{j}}$ to $t_{n}$ in the controlled net. The second set of variables $v_{j, n} \in\{0,1\}$ is introduced to represent whether there exists an arc from $t_{n} \in T$ to $p_{c_{j}}$. Then, we have

$$
\begin{align*}
\sum_{i \in \mathbb{N}_{A}} l_{j, i} \cdot\left[N_{p}\right](i, n) \geq-\Gamma \cdot v_{j, n}-\Gamma \cdot\left(1-q_{j}\right) & \\
& \forall j \in \mathbb{N}_{F}^{*} \text { and } \forall n \in \mathbb{N}_{T} \tag{21}
\end{align*}
$$

Constraints (21) indicate that if $q_{j}=1$ and $\left[N_{c}\right](j, n) \geq 1$, then $v_{j, n}=1$. That is to say, there exists an arc from $t_{n}$ to $p_{c_{j}}$ in the controlled net.

Theorem 1: Consider an LMILP

$$
\begin{align*}
& \text { lex } \min \quad\left\{O_{1}, O_{2}^{\prime}\right\}  \tag{22}\\
& \text { subject to }(12)-(15),(20), \text { and }(21) \tag{23}
\end{align*}
$$

where $O_{2}^{\prime}$ is the number of added arcs in the supervisor, that is

$$
\begin{equation*}
O_{2}^{\prime}=\sum_{j \in \mathbb{N}_{F}^{*}} \sum_{n \in \mathbb{N}_{T}}\left(u_{j, n}+v_{j, n}\right) \tag{24}
\end{equation*}
$$

Its solution gives the same results as that of (18) and (19).
Proof: If $I_{j}$ is selected to construct a control place $\left(q_{j}=1\right)$, the newly added constraints (20) and (21) impose that $u_{j, n}+v_{j, n}$ has to be equal or greater than 1 if $\operatorname{sign}\left(\left[N_{c}\right](j, n)\right)=1$. Since the cost of the objective function has to be minimized,
$u_{j, n}+v_{j, n}$ is selected to be 1 with $\operatorname{sign}\left(\left[N_{c}\right](j, n)\right)=1$. In addition, $u_{j, n}+v_{j, n}$ is set to 0 if $\operatorname{sign}\left(\left[N_{c}\right](j, n)\right)=0$ according to the definition of function $\operatorname{sign}()$.

On the other hand, if PI $I_{j}$ is not selected to construct a control place $\left(q_{j}=0\right)$, no arc related to $I_{j}$ is to be added, i.e., $\forall n \in \mathbb{N}_{T}, \operatorname{sign}\left(\left[N_{c}\right](j, n)\right)=0$. In this case, $u_{j, n}+v_{j, n}$ is also equal to 0 . Thus, the integer program in (22) and (23) has the same results as that of (18) and (19).

The above LMILP can be used to obtain an optimal supervisor with the minimal number of added arcs while ensuring the fewest control places for the PN models of AMSs. In order to obtain the simplest expressions possible for the constraints, we minimize the PI coefficient $l_{j, i}$ as the third objective. Hence, we have

$$
\begin{equation*}
O_{3}=\sum_{j \in \mathbb{N}_{F}^{*}} \sum_{i \in \mathbb{N}_{A}} l_{j, i} \tag{25}
\end{equation*}
$$

Combining all the above objectives and constraints, we have the following LMILP that is denoted as the lexicographic minimizations of the numbers of control places and added arcs (LMPA) problem:

## LMPA

$$
\begin{align*}
& \text { lex min }\left\{O_{1}, O_{2}^{\prime}, O_{3}\right\}  \tag{26}\\
& \text { subject to } \\
& \sum_{i \in \mathbb{N}_{A}} l_{j, i} \cdot\left(M_{l}\left(p_{i}\right)-M_{j}\left(p_{i}\right)\right) \leq-1 \\
& \qquad \forall M_{j} \in \mathcal{M}_{F}^{*} \text { and } \forall M_{l} \in \mathcal{M}_{L}^{*}  \tag{27}\\
& \sum_{i \in \mathbb{N}_{A}} l_{j, i} \cdot\left(M_{k}\left(p_{i}\right)-M_{j}\left(p_{i}\right)\right) \geq-\Gamma \cdot\left(1-f_{j, k}\right) \\
& \qquad \forall M_{j}, M_{k} \in \mathcal{M}_{F}^{*} \text { and } j \neq k  \tag{28}\\
& f_{j, k} \leq q_{j}, \forall j, k \in \mathbb{N}_{F}^{*} \text { and } j \neq k  \tag{29}\\
& q_{j}+\sum_{k \in \mathbb{N}_{F}^{*}, k \neq j} f_{k, j} \geq 1, \forall j \in \mathbb{N}_{F}^{*}  \tag{30}\\
& -\sum_{i \in \mathbb{N}_{A}} l_{j, i} \cdot\left[N_{p}\right](i, n) \geq-\Gamma \cdot u_{j, n}-\Gamma \cdot\left(1-q_{j}\right) \\
& \quad \forall j \in \mathbb{N}_{F}^{*} \text { and } \forall n \in \mathbb{N}_{T}  \tag{31}\\
& \sum_{i \in \mathbb{N}_{A}} l_{j, i} \cdot\left[N_{p}\right](i, n) \geq-\Gamma \cdot v_{j, n}-\Gamma \cdot\left(1-q_{j}\right) \\
& \quad \forall j \in \mathbb{N}_{F}^{*} \text { and } \forall n \in \mathbb{N}_{T}  \tag{32}\\
& l_{j, i} \in\{0,1,2, \ldots\}, \forall i \in \mathbb{N}_{A} \text { and } \forall j \in \mathbb{N}_{F}^{*} \\
& f_{j, k} \in\{0,1\}, \forall j, k \in \mathbb{N}_{F}^{*} \text { and } j \neq k \\
& q_{j} \in\{0,1\}, \forall j \in \mathbb{N}_{F}^{*} \\
& u_{j, n}, v_{j, n} \in\{0,1\}, \forall j \in \mathbb{N}_{F}^{*} \text { and } \forall n \in \mathbb{N}_{T} .
\end{align*}
$$

Note that, the coefficient $l_{j, i}\left(j \in \mathbb{N}_{F}^{*}\right.$ and $\left.i \in \mathbb{N}_{A}\right)$ is nonnegative and LMPA minimizes all objectives under this restriction.

The objective function in LMPA represents that the optimality is obtained first in terms of the number of control places, second the number of added arcs, and third the simplicity of the PIs coefficients of the controlled net. How many constraints and variables does LMPA have? Let $|T|$ and $\left|P_{A}\right|$ be the numbers of transitions and activity places in a PN

```
Algorithm 1 Deadlock Prevention Method by Using LMPA
Input: A PN model \(\left(N, M_{0}\right)\) of an AMS.
Output: A controlled PN system.
    Generate \(G\left(N, M_{0}\right)\) and compute \(\mathcal{M}_{F}\) and \(\mathcal{M}_{L}\);
    Compute \(\mathcal{M}_{F}^{*}\) and \(\mathcal{M}_{L}^{*}\);
    \(V_{P}:=\emptyset, V_{A}:=\emptyset ; / * V_{P}\) and \(V_{A}\) denote the sets of control
    places and added arcs in a supervisor. */
    Solve LMPA proposed in Section IV-B. If it has no
    solution, exit;
    for each \(q_{j}=1\) do
        Use \(l_{j, i}\) in the solution as the coefficient of a PI and
    design a control place \(p_{c_{j}}\) and the set of arcs \(A_{j}\) associated
    to \(p_{c_{j}}\) by the method proposed in Section III-A;
        \(V_{P}:=V_{P} \cup\left\{p_{c_{j}}\right\}, V_{A}:=V_{A} \cup\left\{A_{j}\right\} ;\)
    end for
    Add all control places in \(V_{P}\) and all arcs in \(V_{A}\) to \(\left(N, M_{0}\right)\)
    and output the resulting controlled net;
    End.
```

model of AMS, respectively. (27) has $\left|\mathcal{M}_{F}^{*}\right| \cdot\left|\mathcal{M}_{L}^{*}\right|$ constraints. Since $M_{k} \neq M_{j}$, (28) has $\left|\mathcal{M}_{F}^{*}\right| \cdot\left(\left|\mathcal{M}_{F}^{*}\right|-1\right)$. Similarly, (29) has $\left|\mathcal{M}_{F}^{*}\right| \cdot\left(\left|\mathcal{M}_{F}^{*}\right|-1\right)$ constraints and (30) has $\left|\mathcal{M}_{F}^{*}\right|$ constraints. Finally, the types of constraints (31) and (32) have $\left|\mathcal{M}_{F}^{*}\right| \cdot|T|$ constraints each. The total number of all constraints in LMPA is $\left|\mathcal{M}_{F}^{*}\right| \cdot\left(2|T|+2\left|\mathcal{M}_{F}^{*}\right|+\left|\mathcal{M}_{L}^{*}\right|-1\right)$. Similarly, the number of variables $l_{j, i}\left(i \in \mathbb{N}_{A}, j \in \mathbb{N}_{F}^{*}\right)$ is $\left|\mathcal{M}_{F}^{*}\right| \cdot\left|P_{A}\right|$. The number of variables $q_{j}\left(j \in \mathbb{N}_{F}^{*}\right)$ is the same as the number of markings in $\mathcal{M}_{F}^{*}$, i.e., $\left|\mathcal{M}_{F}^{*}\right|$. Since $j \in \mathbb{N}_{F}^{*}$ and $n \in \mathbb{N}_{T}$, the number of variables $u_{j, n}$ is $\left|\mathcal{M}_{F}^{*}\right| \cdot|T|$. Similarly, the number of variables $v_{j, n}$ is also $\left|\mathcal{M}_{F}^{*}\right| \cdot|T|$. The number of variables $f_{j, k}$ is $\left|\mathcal{M}_{F}^{*}\right| \cdot\left(\left|\mathcal{M}_{F}^{*}\right|-1\right)$ because $j, k \in \mathcal{M}_{F}^{*}$ and $j \neq k$. Therefore, the total number of all variables in LMPA is $\left|\mathcal{M}_{F}^{*}\right| \cdot\left(2|T|+\left|P_{A}\right|+\left|\mathcal{M}_{F}^{*}\right|\right)$. Table I summarizes the numbers of constraints and variables in LMPA.

## V. Deadlock Prevention Method

This section presents a deadlock prevention method by using LMPA to obtain an optimal supervisor having the minimal number of added arcs while ensuring the fewest control places.

First, Algorithm 1 generates all markings in $\mathcal{M}_{F}$ and $\mathcal{M}_{L}$ of $G\left(N, M_{0}\right)$. Next, it computes $\mathcal{M}_{F}^{*}$ and $\mathcal{M}_{L}^{*}$ by using a vector covering method. Then, LMPA is solved to decide control places and associated arcs added in the supervisor. The resulting supervisor can forbid any $M \in \mathcal{M}_{F}$ by at least one PI and permit all legal markings in the PN model. The objectives of LMPA are first to minimize the number of control places in the supervisor, and then minimize the number of arcs to be added, and finally simplify the PIs coefficients. Last, such control places and added arcs constitute an optimal supervisor. All control places and associated arcs in the supervisor can be obtained by solving LMPA. The biggest advantage of Algorithm 1 is that it can definitely obtain an optimal supervisor with the minimal number of added arcs while ensuring the number of control places is the smallest if there exists such a PN supervisor.

TABLE I
Numbers of Constraints and Variables of LMPA

| Constraint | Number | Variable | Number |
| :--- | :--- | :--- | :--- |
| $(27)$ | $\left\|\mathcal{M}_{F}^{*}\right\| \cdot\left\|\mathcal{M}_{L}^{*}\right\|$ | $l_{j, i}$ | $\left\|\mathcal{M}_{F}^{*}\right\| \cdot\left\|P_{A}\right\|$ |
| $(28)$ | $\left\|\mathcal{M}_{F}^{*}\right\| \cdot\left(\left\|\mathcal{M}_{F}^{*}\right\|-1\right)$ | $q_{j}$ | $\left\|\mathcal{M}_{F}^{*}\right\|$ |
| $(29)$ | $\left\|\mathcal{M}_{F}^{*}\right\| \cdot\left(\left\|\mathcal{M}_{F}^{*}\right\|-1\right)$ | $u_{j, n}$ | $\left\|\mathcal{M}_{F}^{*}\right\| \cdot\|T\|$ |
| $(30)$ | $\left\|\mathcal{M}_{F}^{*}\right\|$ | $v_{j, n}$ | $\left\|\mathcal{M}_{F}^{*}\right\| \cdot\|T\|$ |
| $(31)$ | $\left\|\mathcal{M}_{F}^{*}\right\| \cdot\|T\|$ | $f_{j, k}$ | $\left\|\mathcal{M}_{F}^{*}\right\| \cdot\left(\left\|\mathcal{M}_{F}^{*}\right\|-1\right)$ |
| $(32)$ | $\left\|\mathcal{M}_{F}^{*}\right\| \cdot\|T\|$ |  |  |
| total | $\left\|\mathcal{M}_{F}^{*}\right\| \cdot\left(2\|T\|+2\left\|\mathcal{M}_{F}^{*}\right\|+\left\|\mathcal{M}_{L}^{*}\right\|-1\right)$ | total | $\left\|\mathcal{M}_{F}^{*}\right\| \cdot\left(2\|T\|+\left\|P_{A}\right\|+\left\|\mathcal{M}_{F}^{*}\right\|\right)$ |

Theorem 2: Assume that every control place computed via Algorithm 1 is associated with a P-semiflow. Then, Algorithm 1 obtains an optimal supervisor with the minimal number of added arcs while ensuring the fewest control places for the PN model of an AMS if and only if LMPA has an optimal solution.

Proof: First, we prove that if LMPA has an optimal solution, each control place is associated with a P-semiflow, and Algorithm 1 can generate an optimal supervisor with the minimal number of added arcs while ensuring the fewest control places. As shown in [46, Th. 6], each control place is associated with a PI. Since the coefficient $l_{j, i}\left(j \in \mathbb{N}_{F}^{*}\right.$ and $\left.i \in \mathbb{N}_{A}\right)$ of any PI in LMPA is nonnegative, the PIs computed in Algorithm 1 are all P-semiflows. According to (30), LMPA forbids all FMBs since any $M \in \mathcal{M}_{F}^{*}$ is forbidden by at least one PI. On the other hand, LMPA permits all legal markings in $G\left(N, M_{0}\right)$ by (27). Thus, the supervisor obtained is optimal. According to the lexicographic objectives of LMPA, it first ensures that the number of control places is minimized, then the number of added arcs is minimized, and finally the coefficients of the constraints are minimized. Therefore, the obtained supervisor is optimal and has the minimal number of added arcs while ensuring the fewest control places.

Then, we aim to prove that if there exists an optimal supervisor with the premise that each control place in the supervisor is associated with a P-semiflow, then LMPA has an optimal solution. First, we prove that any P-semiflow for an optimal control purpose satisfies (27) in LMPA. Suppose that there exists a P-semiflow that does not satisfy (27) for some markings in $\mathcal{M}_{L}^{*}$. As Section III describes, the P-semiflow forbids those legal markings. So, the obtained control place designed for this P -semiflow is not optimal. By contradiction, it is proven that any P-semiflow considered for designing an optimal supervisor satisfies (27). Thus, there exists a solution which satisfies (27) for each FBM and all legal markings. Therefore, LMPA has a solution. In addition, since the objective function of LMPA is to lexicographically minimize $O_{1}, O_{2}^{\prime}$, and $O_{3}$, LMPA has a solution that is optimal.

We use the PN model shown in Fig. 1 to illustrate the proposed algorithm. It has 30 reachable markings, 27 of which are legal and three are FBMs. By using a vector covering method, we have $M_{F}^{*}=\left\{p_{3}+p_{7}, p_{2}+p_{7}+p_{8}\right\}$ and $M_{L}^{*}=\left\{p_{2}+p_{3}+p_{4}, p_{2}+p_{3}+p_{5}, p_{2}+p_{7}, p_{2}+p_{4}+p_{8}, p_{2}+\right.$ $\left.p_{5}+p_{8}, p_{7}+p_{8}+p_{9}, p_{5}+p_{9}, p_{4}+p_{9}\right\}$. Note that only the tokens in activity places are considered for the design of a supervisor.


Fig. 3. Controlled system of the model in Fig. 1 by Algorithm 1.

The LMPA of the model, which has 62 constraints and 58 variables, is given in the Appendix. It has an optimal solution with $q_{2}=1, f_{2,1}=1 l_{1,2}=l_{1,5}=l_{2,1}=1, l_{2,2}=3$, $l_{2,5}=l_{2,6}=2, u_{2,1}=u_{2,2}=u_{2,7}=v_{2,3}=v_{2,4}=v_{2,9}=1$, and all other variables equal zero. Since $q_{2}=1$, a control place $p_{c_{2}}$ is designed for $I_{2}: \mu_{2}+3 \mu_{3}+2 \mu_{7}+2 \mu_{8}+\mu_{p_{c_{2}}}=b$ as described in (5). According to the supervisor design method in Section III-A, we can obtain the preset, postset, and initial marking of $p_{c_{2}}$, i.e., ${ }^{\bullet} p_{c_{2}}=\left\{t_{3}, 3 t_{4}, 2 t_{9}\right\}, p_{c_{2}}^{\bullet}=\left\{t_{1}, 2 t_{2}, 2 t_{7}\right\}$, and $M_{0}\left(p_{c_{2}}\right)=b=4$. Thus, a control place associated with six arcs is obtained for this net. Table II shows the detailed results. Adding the control place and its arcs to the plant net, we obtain a live controlled net with 27 legal markings, as shown in Fig. 3. By Algorithm 1, we guarantee that this resulting controlled net is optimal and the obtained supervisor has the minimal number of arcs while guaranteeing the fewest control places.

## VI. Experiments

In this section, some well-studied AMSs are tested to show the proposed method in a computer with Intel i3 Core 2.93 GHz CPU and 4 GB memory. Integrated Net Analyzer (INA) [60] is used to compute $G\left(N, M_{0}\right)$, and a C++ program is developed to generate $\mathcal{M}_{L}^{*}$ and $\mathcal{M}_{F}^{*}$. Then, we use Lingo [61] as a linear program solver to find an optimal solution for LMPA. Finally, the liveness and behavioral permissiveness of the controlled net are verified via INA.

TABLE II
Control Places and Added Arcs Obtained for the Model in Fig. 1

| $i$ | $\mathrm{FBM}_{i}$ | $I_{i}$ | $\bullet p_{c_{i}}$ | $p_{c_{i}}^{\bullet}$ | $M_{0}\left(p_{c_{i}}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | $p_{2}+p_{7}+p_{8}$ | $\mu_{2}+3 \mu_{3}+2 \mu_{7}+2 \mu_{8} \leqslant 4$ | $t_{3}, 3 t_{4}, 2 t_{9}$ | $t_{1}, 2 t_{2}, 2 t_{7}$ | 4 |

TABLE III
Control Places and Added Arcs Obtained for the Model in Fig. 4

| $i$ | $\mathrm{FBM}_{i}$ | $I_{i}$ | ${ }^{\bullet} p_{c_{i}}$ | $p_{c_{i}}^{\bullet}$ | $M_{0}\left(p_{c_{i}}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 5 | $p_{2}+p_{4}+p_{6}+p_{9}+p_{10}$ | $\mu_{2}+2 \mu_{3}+\mu_{4}+2 \mu_{5}+2 \mu_{6}+3 \mu_{9}+3 \mu_{10} \leqslant 9$ | $2 t_{7}, 3 t_{11}$ | $t_{1}, t_{2}, t_{4}, 3 t_{9}$ | 9 |
| 7 | $p_{2}+p_{4}+p_{12}$ | $\mu_{2}+2 \mu_{3}+\mu_{4}+2 \mu_{11}+2 \mu_{12} \leqslant 3$ | $t_{4}, 2 t_{5}, 2 t_{13}$ | $t_{1}, t_{2}, 2 t_{11}$ | 3 |

TABLE IV
Performance Comparison of Some Deadlock Control Methods for the Model in Fig. 4

| Parameters | $[47]$ | $[62]$ | $[63]$ | $[46]$ | $[49]$ | Proposed method |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| No. control places | 6 | 9 | 5 | 8 | 2 | 2 |
| No. added arcs | 32 | 42 | 23 | 37 | 12 | 12 |
| No. Reachable markings | 205 | 205 | 205 | 205 | 205 | 205 |



Fig. 4. PN model of an AMS [47], [62].
Consider an AMS [47], [62]-[64] with two robots R1-2, four machines M1-4, two loading buffers I1-2, and two unloading buffers O1-2. Two types of parts, J1 and J2, are processed in the system. The production sequences are

$$
\begin{aligned}
& \mathrm{J} 1: \mathrm{I} 1 \rightarrow \mathrm{R} 1 \rightarrow \mathrm{M} 1(\text { or } \mathrm{M} 2) \rightarrow \mathrm{R} 1 \rightarrow \mathrm{M} 3 \rightarrow \mathrm{R} 2 \rightarrow \mathrm{O} 1 \\
& \mathrm{~J} 2: \mathrm{I} 2 \rightarrow \mathrm{R} 2 \rightarrow \mathrm{M} 4 \rightarrow \mathrm{R} 1 \rightarrow \mathrm{M} 2 \rightarrow \mathrm{R} 1 \rightarrow \mathrm{O} 2 .
\end{aligned}
$$

Its PN model is shown in Fig. 4. It has 19 places and 14 transitions. The places in the model are divided into idle places $\left\{p_{1}, p_{8}\right\}$, resource places $\left\{p_{14}-p_{19}\right\}$, and activity places $P_{A}=\left\{p_{2}-p_{7}, p_{9}-p_{13}\right\}$. There are 282 markings in $G\left(N, M_{0}\right)$, 205 and 54 of which are legal markings and FBMs, respectively. By using the vector covering method, $\mathcal{M}_{L}^{*}$ and $\mathcal{M}_{F}^{*}$


Fig. 5. $\quad S^{3} \mathrm{PR}$ model in [14].
have 26 and eight markings, respectively. For this net, LMPA has 552 constraints and 376 variables. It takes 45 CPU seconds to solve it, yielding a solution with only two control places and 12 added arcs in the supervisor, as shown in Table III. Table IV shows the results from the methods available in literature and our method for the example regarding the numbers of control places, added arcs, and reachable markings of the controlled net. The results show that the best supervisor is obtained by the proposed method and the one in [49].

Then, a more complex AMS [14] is tested. There are three robots R1-3, four kinds of machines M1-4, three loading buffers I1-3, and three unloading buffers O1-3. Three types

TABLE V
Control Places and Added Arcs Obtained for the Model in Fig. 5

| $i$ | $\mathrm{FBM}_{i}$ | $I_{i}$ | ${ }^{\bullet} p_{c_{i}}$ | $p_{c_{i}}^{\bullet}$ | $M_{0}\left(p_{c_{i}}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 6 | $\begin{aligned} & p_{6}+2 p_{7}+2 p_{9}+p_{11}+ \\ & p_{13}+p_{15}+p_{16}+p_{18} \end{aligned}$ | $\begin{aligned} & 72 \mu_{2}+72 \mu_{3}+2 \mu_{6}+2 \mu_{7}+73 \mu_{8}+ \\ & 73 \mu_{9}+2 \mu_{11}+2 \mu_{12}+387 \mu_{13}+231 \mu_{15}+ \\ & 231 \mu_{16}+\mu_{17}+\mu_{18} \leqslant 1003 \end{aligned}$ | $\begin{aligned} & 73 t_{5}, 387 t_{10}, 72 t_{13} \\ & 230 t_{17}, t_{19} \end{aligned}$ | $\begin{aligned} & 2 t_{1}, \quad 71 t_{3}, \quad 385 t_{9} \\ & 72 t_{11}, 231 t_{15} \end{aligned}$ | 1003 |
| 13 | $p_{8}+2 p_{9}+p_{15}+2 p_{16}$ | $\begin{aligned} & \mu_{2}+\mu_{3}+\mu_{4}+\mu_{8}+\mu_{9}+250 \mu_{12}+ \\ & 250 \mu_{13}+3 \mu_{15}+497 \mu_{16} \leqslant 999 \end{aligned}$ | $\begin{aligned} & t_{5}, \quad 250 t_{10}, \quad t_{14} \\ & 497 t_{17} \end{aligned}$ | $\begin{aligned} & t_{3}, 250 t_{8}, t_{11}, 3 t_{15} \\ & 494 t_{16} \end{aligned}$ | 999 |
| 16 | $\begin{aligned} & p_{6}+p_{7}+2 p_{9}+p_{11}+ \\ & p_{15}+2 p_{16}+p_{17} \end{aligned}$ | $\begin{aligned} & 146 \mu_{6}+146 \mu_{7}+17 \mu_{8}+17 \mu_{9}+146 \mu_{11}+ \\ & 23 \mu_{12}+23 \mu_{13}+34 \mu_{15}+34 \mu_{16}+ \\ & 125 \mu_{17}+141 \mu_{18} \leqslant 844 \end{aligned}$ | $\begin{aligned} & 129 t_{3}, 17 t_{5}, 123 t_{8} \\ & 23 t_{10}, 141 t_{19} \end{aligned}$ | $\begin{aligned} & 146 t_{1}, 34 t_{15}, 91 t_{17} \\ & 16 t_{18} \end{aligned}$ | 844 |
| 27 | $2 p_{3}+p_{8}$ | $\mu_{2}+\mu_{3}+\mu_{8} \leqslant 2$ | $t_{4}, t_{13}$ | $t_{3}, t_{11}$ | 2 |
| 32 | $2 p_{11}+p_{17}$ | $\begin{aligned} & \mu_{2}+\mu_{3}+\mu_{8}+\mu_{9}+3 \mu_{10}+375 \mu_{11}+ \\ & 3 \mu_{12}+3 \mu_{13}+122 \mu_{15}+125 \mu_{16}+ \\ & 250 \mu_{17} \leqslant 999 \end{aligned}$ | $\begin{aligned} & 3 t_{6}, \quad 372 t_{8}, \quad t_{13} \\ & 250 t_{18} \end{aligned}$ | $\begin{aligned} & t_{3}, 2 t_{5}, 375 t_{7}, t_{11} \\ & 122 t_{15}, 3 t_{16}, 125 t_{17} \end{aligned}$ | 999 |

TABLE VI
Performance Comparison of Some Deadlock Control Methods for the Model in Fig. 5

| Parameters | $[14]$ | $[41]$ | $[39]$ | $[45]$ | $[46]$ | $[63]$ | $[65]$ | $[49]$ | Proposed method |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| No. control places | 18 | 6 | 16 | 19 | 17 | 13 | 6 | 5 | 5 |
| No. added arcs | 106 | 32 | 88 | 112 | 101 | 82 | 45 | 55 | 43 |
| No. Reachable markings | 6287 | 6287 | 12656 | 21562 | 21581 | 21581 | 21581 | 21581 | 21581 |

of parts, J1-3, are processed with their production sequences
$\mathrm{J} 1: \mathrm{I} 1 \rightarrow \mathrm{R} 1 \rightarrow \mathrm{M} 1 \rightarrow \mathrm{R} 2 \rightarrow \mathrm{M} 2 \rightarrow \mathrm{R} 3 \rightarrow \mathrm{O} 1$
or $\mathrm{I} 1 \rightarrow \mathrm{R} 1 \rightarrow \mathrm{M} 3 \rightarrow \mathrm{R} 2 \rightarrow \mathrm{M} 4 \rightarrow \mathrm{R} 3 \rightarrow \mathrm{O} 1$
$\mathrm{J} 2: \quad \mathrm{I} 2 \rightarrow \mathrm{R} 2 \rightarrow \mathrm{M} 2 \rightarrow \mathrm{R} 2 \rightarrow \mathrm{O} 2$
J3: $\mathrm{I} 3 \rightarrow \mathrm{R} 3 \rightarrow \mathrm{M} 4 \rightarrow \mathrm{R} 2 \rightarrow \mathrm{M} 3 \rightarrow \mathrm{R} 1 \rightarrow \mathrm{O} 3$.
Its PN model is shown in Fig. 5. It has 26 places and 20 transitions. The places are divided into idle places $\left\{p_{1}, p_{5}, p_{14}\right\}$, resource places $\left\{p_{20}-p_{26}\right\}$, and activity places $P_{A}=\left\{p_{2}-p_{4}, p_{6}-p_{13}, p_{15}-p_{19}\right\}$. There are 26750 reachable markings in $G\left(N, M_{0}\right), 21581$ and 4211 of which are legal ones and FBMs, respectively. By using the vector covering method, $\mathcal{M}_{L}^{*}$ and $\mathcal{M}_{F}^{*}$ have 393 and 34 markings, respectively. For this example, LMPA has 17000 constraints and 3060 variables, which are too many to obtain the final result in a reasonable time. Instead, by solving it for about 300 h , we interrupt it and still obtain an optimal controlled net while requiring five control places and 43 arcs in the supervisor, as shown in Table V. Table VI shows the state-of-the-art results for the PN model in Fig. 5 regarding the numbers of control places, added arcs, and reachable markings of the controlled net. We can see that the supervisor obtained by our method is optimal since the number of reachable markings of the controlled net is equal to $\left|\mathcal{M}_{L}\right|=21581$. In addition, it has only five control places and 43 added arcs, both of which are the smallest in comparison with optimal or near-optimal supervisors obtained with the methods in [45], [46], [49], [63], and [65]. It significantly beats the nonoptimal ones [14], [39] in both optimality and structural simplicity. It has one control place less than the one in [41], 11 arcs more than that in [41], but over three times better in terms of the behavioral optimality than that in [41]. We conclude that overall the proposed method is the best among all existing ones. In addition, the more time this LMPA has run, the better results it may achieve.

The advantages of the proposed method are that: 1) all control places and added arcs in a supervisor can be computed by
solving an LMPA and 2) the controlled net is optimal and the supervisor obtained is structurally minimal. The disadvantage is that the problem to be solved is NP-hard in theory, which is the same as the methods in [44]-[46], [49], and [51].

## VII. CONCLUSION

This paper proposes an LMILP method to design optimal supervisors with the fewest control places and arcs for the PN models of AMSs if such supervisors exist. Such formulation is never seen in literature to the best knowledge of the authors. The supervisors obtained by the proposed method are optimal and have fewer added control places and arcs in comparison with the optimal controllers obtained by the existing methods.

High computational complexity is a problem to be handled by the proposed method. Our solution process requires a whole reachability graph. The reachability graph grows exponentially with the net size, resulting in the so-called state explosion problem. LMPA is a linear programming problem whose computational cost greatly depends on the number of its constraints. Therefore, our future work will focus on how to solve it iteratively and to identify and eliminate its redundant constraints [66] so as to alleviate its computational burden. In addition, $\Gamma$ is a positive integer whose ideal value should be infinity. Its selection may be critical, since feasible solutions may be lost if it is too small, while large $\Gamma$ may cripple an LMPA solution process. Thus, its relations with the solution speed and quality also interest us.

## Appendix

LMPA of the PN model shown in Fig. 1

## LMPA

$$
\text { lex min }\left\{\sum_{j \in \mathbb{N}_{F}^{*}} q_{j}, \sum_{j \in \mathbb{N}_{F}^{*}} \sum_{n \in \mathbb{N}_{T}}\left(u_{j, n}+v_{j, n}\right), \sum_{j \in \mathbb{N}_{F}^{*}} \sum_{i \in \mathbb{N}_{A}} l_{j, i}\right\}
$$

subject to

$$
\begin{aligned}
& l_{1,1}+l_{1,3}-l_{1,5} \leq-1 \\
& l_{1,1}+l_{1,4}-l_{1,5} \leq-1 \\
& l_{1,1}-l_{1,2} \leq-1 \\
& l_{1,1}-l_{1,2}+l_{1,3}-l_{1,5}+l_{1,6} \leq-1 \\
& l_{1,1}-l_{1,2}+l_{1,4}-l_{1,5}+l_{1,6} \leq-1 \\
& -l_{1,2}+l_{1,6}+l_{1,7} \leq-1 \\
& -l_{1,2}+l_{1,4}-l_{1,5}+l_{1,7} \leq-1 \\
& -l_{1,2}+l_{1,3}-l_{1,5}+l_{1,7} \leq-1 \\
& l_{2,2}+l_{2,3}-l_{2,5}-l_{2,6} \leq-1 \\
& l_{2,2}+l_{2,4}-l_{2,5}-l_{2,6} \leq-1 \\
& -l_{2,6} \leq-1 \\
& l_{2,3}-l_{2,5} \leq-1 \\
& l_{2,4}-l_{2,5} \leq-1 \\
& -l_{2,1}+l_{2,7} \leq-1 \\
& -l_{2,1}+l_{2,4}-l_{2,5}-l_{2,6}+l_{2,7} \leq-1 \\
& -l_{2,1}+l_{2,3}-l_{2,5}-l_{2,6}+l_{2,7} \leq-1 \\
& l_{1,1}-l_{1,2}+l_{1,6} \geq-\Gamma \cdot\left(1-f_{1,2}\right) \\
& -l_{2,1}+l_{2,2}-l_{2,6} \geq-\Gamma \cdot\left(1-f_{2,1}\right) \\
& f_{1,2} \leq q_{1} \\
& f_{2,1} \leq q_{2} \\
& q_{1}+f_{2,1} \geq 1 \\
& q_{2}+f_{1,2} \geq 1 \\
& -l_{1,1} \geq-\Gamma \cdot\left(u_{1,1}-q_{1}+1\right) \\
& l_{1,1}-l_{1,2} \geq-\Gamma \cdot\left(u_{1,2}-q_{1}+1\right) \\
& l_{1,1}-l_{1,3} \geq-\Gamma \cdot\left(u_{1,3}-q_{1}+1\right) \\
& l_{1,2}-l_{1,4} \geq-\Gamma \cdot\left(u_{1,4}-q_{1}+1\right) \\
& l_{1,3}-l_{1,4} \geq-\Gamma \cdot\left(u_{1,5}-q_{1}+1\right) \\
& l_{1,4} \geq-\Gamma \cdot\left(u_{1,6}-q_{1}+1\right) \\
& -l_{1,5} \geq-\Gamma \cdot\left(u_{1,7}-q_{1}+1\right) \\
& l_{1,5}-l_{1,6} \geq-\Gamma \cdot\left(u_{1,8}-q_{1}+1\right) \\
& l_{1,6}-l_{1,7} \geq-\Gamma \cdot\left(u_{1,9}-q_{1}+1\right) \\
& l_{1,7} \geq-\Gamma \cdot\left(u_{1,10}-q_{1}+1\right) \\
& -l_{2,1} \geq-\Gamma \cdot\left(u_{2,1}-q_{2}+1\right) \\
& l_{2,1}-l_{2,2} \geq-\Gamma \cdot\left(u_{2,2}-q_{2}+1\right) \\
& l_{2,1}-l_{2,3} \geq-\Gamma \cdot\left(u_{2,3}-q_{2}+1\right) \\
& l_{2,2}-l_{2,4} \geq-\Gamma \cdot\left(u_{2,4}-q_{2}+1\right) \\
& l_{2,3}-l_{2,4} \geq-\Gamma \cdot\left(u_{2,5}-q_{2}+1\right) \\
& l_{2,4} \geq-\Gamma \cdot\left(u_{2,6}-q_{2}+1\right) \\
& -l_{2,5} \geq-\Gamma \cdot\left(u_{2,7}-q_{2}+1\right) \\
& l_{2,5}-l_{2,6} \geq-\Gamma \cdot\left(u_{2,8}-q_{2}+1\right) \\
& l_{2,6}-l_{2,7} \geq-\Gamma \cdot\left(u_{2,9}-q_{2}+1\right) \\
& l_{2,7} \geq-\Gamma \cdot\left(u_{2,10}-q_{2}+1\right) \\
& l_{1,1} \geq-\Gamma \cdot\left(v_{1,1}-q_{1}+1\right) \\
& -l_{1,1}+l_{1,2} \geq-\Gamma \cdot\left(v_{1,2}-q_{1}+1\right) \\
& -l_{1,1}+l_{1,3} \geq-\Gamma \cdot\left(v_{1,3}-q_{1}+1\right)
\end{aligned}
$$

$$
\begin{aligned}
& -l_{1,2}+l_{1,4} \geq-\Gamma \cdot\left(v_{1,4}-q_{1}+1\right) \\
& -l_{1,3}+l_{1,4} \geq-\Gamma \cdot\left(v_{1,5}-q_{1}+1\right) \\
& -l_{1,4} \geq-\Gamma \cdot\left(v_{1,6}-q_{1}+1\right) \\
& l_{1,5} \geq-\Gamma \cdot\left(v_{1,7}-q_{1}+1\right) \\
& -l_{1,5}+l_{1,6} \geq-\Gamma \cdot\left(v_{1,8}-q_{1}+1\right) \\
& -l_{1,6}+l_{1,7} \geq-\Gamma \cdot\left(v_{1,9}-q_{1}+1\right) \\
& -l_{1,7} \geq-\Gamma \cdot\left(v_{1,10}-q_{1}+1\right) \\
& l_{2,1} \geq-\Gamma \cdot\left(v_{2,1}-q_{2}+1\right) \\
& -l_{2,1}+l_{2,2} \geq-\Gamma \cdot\left(v_{2,2}-q_{2}+1\right) \\
& -l_{2,1}+l_{2,3} \geq-\Gamma \cdot\left(v_{2,3}-q_{2}+1\right) \\
& -l_{2,2}+l_{2,4} \geq-\Gamma \cdot\left(v_{2,4}-q_{2}+1\right) \\
& -l_{2,3}+l_{2,4} \geq-\Gamma \cdot\left(v_{2,5}-q_{2}+1\right) \\
& -l_{2,4} \geq-\Gamma \cdot\left(v_{2,6}-q_{2}+1\right) \\
& l_{2,5} \geq-\Gamma \cdot\left(v_{2,7}-q_{2}+1\right) \\
& -l_{2,5}+l_{2,6} \geq-\Gamma \cdot\left(v_{2,8}-q_{2}+1\right) \\
& -l_{2,6}+l_{2,7} \geq-\Gamma \cdot\left(v_{2,9}-q_{2}+1\right) \\
& -l_{2,7} \geq-\Gamma \cdot\left(v_{2,10}-q_{2}+1\right) \\
& l_{j, i} \in\{0,1,2, \ldots\}, \forall i \in \mathbb{N}_{A} \text { and } \forall j \in \mathbb{N}_{F}^{*} \\
& f_{j, k} \in\{0,1\}, \forall j, k \in \mathbb{N}_{F}^{*} \text { and } j \neq k \\
& q_{j} \in\{0,1\}, \forall j \in \mathbb{N}_{F}^{*} \\
& u_{j, n}, v_{j, n} \in\{0,1\}, \forall j \in \mathbb{N}_{F}^{*} \text { and } \forall n \in \mathbb{N}_{T} \\
& \mathbb{N}_{A}=\{1,2,3, \ldots, 7\} \\
& \mathbb{N}_{F}^{*}=\{1,2\} \\
& \mathbb{N}_{T}=\{1,2,3, \ldots, 10\} .
\end{aligned}
$$
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