Visual Cues can be Sufficient for Triggering Automatic, Reflexlike Spatial Updating
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“Spatial updating” refers to the process that automatically updates our egocentric mental representation of our immediate surround during self-motions, which is essential for quick and robust spatial orientation. To investigate the relative contribution of visual and vestibular cues to spatial updating, two experiments were performed in a high-end Virtual Reality system. Participants were seated on a motion platform and saw either the surrounding room or a photorealistic virtual model presented via head-mounted display or projection screen. After upright rotations, participants had to point “as accurately and quickly as possible” to previously learned targets that were outside of the current field of view (FOV). Spatial updating performance, quantified as response time, configuration error, and pointing error, was comparable in the real and virtual reality conditions when the FOV was matched. Two further results challenge the prevailing basic assumptions about spatial updating: First, automatic, reflexlike spatial updating occurred without any physical motion, i.e., visual information from a known scene alone can, indeed, be sufficient, especially for large FOVs. Second, continuous-motion information is not, in fact, mandatory for spatial updating—merely presenting static images of new orientations proved sufficient, which motivated our distinction between continuous and instant-based spatial updating.
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1. INTRODUCTION

Being mobile species, humans as well as most animals constantly change their position and orientation in space. Due to this ego-motion, the spatial relationships between the observer and the surrounding environment change constantly in a rather complex manner. As long as all relevant objects are directly and constantly visible that might not pose any problems. As soon as some objects are occluded by others, however, it would make sense to have a process that ensures that we still know where everything is even though we cannot currently perceive it directly. The situation becomes even worse if vision is completely excluded. Imagine for example that you are at home at night when the main fuse blows. You
At the most general level, **generalized spatial updating** refers to all spatial transformations of our egocentric mental spatial representation. This includes mental perspective-taking or consciously updating our egocentric representation during imagined ego-motions. **Automatic spatial updating**, which is often referred to as simply spatial updating, is a more specific subset and refers to the largely automatized transformations of our mental egocentric representation. This automaticity ensures that the attentional and cognitive demands are minimal, if not zero [e.g., Rieser 1989], such that spatial updating does not interfere with other cognitive or noncognitive tasks. **Obligatory spatial updating** is a subset of the more general (automatic) spatial updating. It refers to the reflexlike, hard-to-suppress, and, thus, cognitively almost impenetrable phenomenon of perceived spatial cues triggering spatial updating, whether we want to or not.

will have to find your way around in complete darkness until you find candles or the fuse box. Even though you know your home and its general spatial layout quite well, this knowledge won’t help you much if you were not able to create a mental spatial representation of where everything is from your current position, and easily update it during all motions, even in darkness.

Having to consciously keep track of all potentially relevant objects in the surround is virtually impossible and would increase the cognitive load to a level that would not allow for any further complex task. As spatial orientation is a rather frequent and essential task, it would be quite inefficient to allocate general cognitive resources for this task. That is, we need a process that automatically keeps track of where relevant surrounding objects are while we locomote, without much cognitive effort or mental load.

This largely automatized and seemingly effortless process is typically referred to as “automatic spatial updating” or just “spatial updating” [Amorim and Stucchi 1997; Farrell and Robertson 1998; Farrell and Thomson 1998; Hollins and Kelley 1988; Klatzky et al. 1998; Loomis et al. 1996; Presson and Montello 1994; Rieser et al. 1982]. It is this process that allows us to locomote in darkness without much cognitive load or constantly bumping into obstacles, by providing quick and intuitive knowledge of where surrounding objects are, even during complex motions. Automatic spatial updating allows us to quickly and accurately grasp objects and point or look into their direction, even when they are not directly visible. Compared to other forms of mental transformation processes like mental perspective-taking, automatic spatial updating can be seen as a specific subset, referring to largely automatized transformation processes acting on our egocentric mental representation. This is illustrated in Figure 1.

As it might be rather hazardous if we somehow forgot to update our representation under situations of high stress or high cognitive load, it seems sensible to propose a spatial updating process that is always
operative, irrespective of our focus of attention or any conscious decision. Moreover, as it does not seem to make any sense to not update our egocentric representation during ego-motions, this process should ideally be reflexlike and beyond conscious control.

Under full-cue conditions, spatial updating does indeed seem so tightly coupled to the motion cues that we cannot help but update the “world inside our head” when moving through its real counterpart [Farrell and Robertson 1998; May and Klatzky 2000]. Due to this spatial updating automatism, any perceptually signaled movement seems to be mandatorily incorporated into our representation of our current position and orientation and cannot simply be excluded by volition. Only with great effort can we cognitively compensate for this compulsory updating and try to ignore motions toward a different position and orientation in space and, e.g., imagine that we still are at the original location [Farrell and Robertson 1998; May and Klatzky 2000]. That is, if we perform an ego-turn, proprioceptive, vestibular, visual, and auditory cues somehow automatically initiate a corresponding counter-rotation of the world inside our head, whether we want them to or not. Hence, spatial updating can, under those conditions, be considered mandatory or obligatory in the sense of being hard-to-suppress and, thus, to a large degree, cognitively impenetrable. To reflect this reflexlike phenomenon, we introduced the term “obligatory spatial updating” as a specific subset of the more general “automatic spatial updating” (cf. Figure 1).

It seems as if the “world inside our head” has some kind of inertia that makes it stay in alignment with the outside world and prevents it from moving with the head. It thus acts just like a gyrocompass, not only for rotations but also for translations.

Spatial updating performance can, however, be slightly impaired by high cognitive loads, such as counting backward in steps of seven or three or verbalizing nonsense syllables [Yardley and Higgins 1998; May and Klatzky 2000]. However, even under those conditions, spatial updating still seems to be obligatory in the sense that the mental spatial representation is continuously being updated according to the ego-motions, even though it might not stay perfectly aligned due to accumulating errors induced by the high cognitive load. To make this distinction, we prefer to use the term “obligatory spatial updating” instead of the more general “automatic spatial updating” whenever referring explicitly to that reflexiveness, even though this distinction has, to our knowledge, never been made in the literature.

Rotations are typically as easy to update as translations, but considerably harder to ignore or imagine [Easton and Sholl 1995; Farrell and Robertson 1998; Klatzky et al. 1998; May and Klatzky 2000; May 1996, 2004; Presson and Montello 1994; Rieser 1989]. This was one reason for us to focus solely on rotations in this paper. When asked to ignore or imagine a self-rotation, participants’ errors and response latencies typically increase with turning angle, suggesting that participants perform some kind of mental ego-rotation, with a limited rotational velocity [Farrell and Robertson 1998; May 2004; Rieser 1989].

Vestibular and kinesthetic motion cues proved to be sufficient to trigger automatic and obligatory spatial updating during rotations as well as translations in blindfolded participants [Easton and Sholl 1995; Farrell and Robertson 1998; May and Klatzky 2000]: Participants had no problem updating motions and respond according to the new location. However, instructions to ignore a motion and respond as if still being in the previous location resulted in considerable errors, indicating the difficulty of consciously influencing or suppressing spatial updating. Those errors were much greater than those induced by verbal distractions, indicating the inability to ignore physical movements during path integration. This suggests that kinesthetic and vestibular cues from blind locomotion are sufficient to trigger obligatory spatial updating.

Conversely, spatial updating is typically impaired when proprioceptive and vestibular cues in particular are missing [Klatzky et al. 1998; May and Klatzky 2000; Presson and Montello 1994; Rieser 1989; Simons and Wang 1998; Wang and Simons 1999; Wang and Spelke 2000; Wraga et al. 2004]. Qualitative
errors seem to occur most often when kinesthetic and/or vestibular cues about ego-turns are missing. Klatzky et al. [1998] and May and Klatzky [2000], for example, found that participants completely forgot to update ego-rotations that were not physically performed, i.e., when the corresponding vestibular and proprioceptive cues were missing. Such results lead to the prevailing opinion that vestibular and proprioceptive cues are absolutely required for triggering the spatial updating automatism.

In this study, we questioned this notion by performing two spatial updating experiments where different combinations of visual and vestibular cues were compared. In order to be able to independently control vestibular and visual cues, a Virtual Reality (VR) setup was used, including a motion simulator (6 degree-of-freedom motion platform) for passively moving participants, and a head mounted display (HMD; both experiments) as well as a projection system (control experiment) for displaying visual stimuli. To obtain a baseline performance of “optimal” spatial updating, the main experiment compared VR performance with real-world performance in the corresponding real environment.

If visual cues alone would prove to be inferior to combined visuovestibular cues, all VR setups that rely heavily on visual cues for simulating ego-motions, while omitting vestibular cues (i.e., most of the existing and affordable VR setups), might face the same problem: Namely, that they do not allow for “normal” and effortless navigation, as they do not sufficiently enable spatial updating. There is, indeed, a number of studies showing that spatial orientation abilities largely deteriorate when nonvisual sensory modalities are excluded, reduced, or only insufficiently simulated [Chance et al. 1998; Bakker et al. 1999; May and Klatzky 2000; Péruch and Gaunet 1998; Sholl 1989; Simons and Wang 1998; Wang and Simons 1999; Wraga et al. 2004]. We suspected, however, that this apparent insufficiency of visual cues might, in fact, be largely due to insufficiencies of the visual simulation, namely, a lack of a naturalistic scene presented with sufficient detail, resolution, and field of view. This motivated us to use detailed photorealistic replica of real scenes in the current study.

2. MAIN EXPERIMENT

2.1 Methods

Twelve naive participants completed the main experiment, with ages ranging from 19 to 33 years (mean: 26.3). For both experiments presented in this paper, participants had normal or corrected-to-normal vision and no signs of vestibular dysfunction. Participation was voluntary and paid at standard rates.

2.1.1 Stimuli and Apparatus

2.1.1.1 Scenery and Visualization. The pointing stimuli consisted of twelve target objects (numbers 1–12, arranged in a clock-face manner) attached to the walls of the Motion-Lab at eye height (see Figure 2). Participants saw either the real room or a photorealistic virtual replica of it presented nonstereoscopically through a position-tracked head-mounted display [HMD Kaiser ProView XL50; see Figure 2(b)]. The HMD had a resolution of 1024 × 768 pixels and subtended a physical field of view (FOV) of 40° × 30°.

2.1.1.2 Vestibular Stimuli and Apparatus. For vestibular stimulation, participants were seated on a 6 degree-of-freedom Stewart motion platform (Motionbase Maxcue, see Figure 2(c) and von der Heyde [2000]). For the experiment, however, only rotations around the earth-vertical axis (yaw) were used, as these are the behaviorally most relevant rotations for spatial orientation on the earth’s surface. Furthermore, translations seem to be rather easy to spatially update (even for imagined motions) and are, hence, less interesting for our purpose [Easton and Sholl 1995; May and Klatzky 2000; May 1996; Presson and Montello 1994; Rieser 1989].
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Fig. 2. (a) A photorealistic virtual replica of the real Motion-Lab was created from a 360° roundshot (4096 × 1024 pixel) of the real room. (b) Participant pointing with the position-tracked pointer and wearing a position-tracked head-mounted display (HMD) and active noise cancellation headphones. (c) Experimental setup displaying a participant seated on the motion platform and wearing headphones and purpose-designed blinders (vision delimiting cardboard goggles) reducing the FOV to that of the HMD (40° × 30°). Note the targets on the wall.

2.1.1.3 Vibrations. Additional broad-frequency vibrations were applied to the participants’ seat and floor plate during all physical motions in order to yield a more compelling feeling of ego-motion and to mask motion-specific microvibration induced by the step motors moving the platform’s legs.

2.1.1.4 Auditory Stimuli. Instructions during the experiment were given by a computer-generated voice and were presented via active noise-canceling headphones (Sennheiser HMEC 300). Additional broad-band noise (mixed river sounds) was continuously presented at a low level to effectively eliminate all spatial auditory cues of the surround without adding unnecessary discomfort. Furthermore, platform-masking sound was displayed during all simulated motions to mask all auditory motion-specific cues induced by physical platform motions.

2.1.2 Interaction (Pointing). After each rotation around the earth vertical axis, the participants’ task was to point “as accurately and quickly as possible” to four targets announced consecutively via headphones. Participants were instructed to keep their head still and facing forwards by leaning it against the head rest. The pointing targets were randomly selected to be outside of the FOV of the HMD or the cardboard blinders and within a comfortable pointing range ($|\alpha_{pointer} - \alpha_{straight-ahead}| \in [20°, 99°]$).

Pointing was performed using a purpose-built, 6 degree-of-freedom position-tracked pointing wand (see Figure 2). After each pointing, participants raised the pointer to an upright position, indicating to the computer that the experiment can proceed. This upright default position ensured that there was no directional bias and participants had similar pointing response times for all directions, a problem that is often not accounted for in studies using compasslike pointers (e.g., Wraga et al. [2004]).

This rapid pointing metaphor—much like shooting—has the advantage of allowing the participant only very limited time to perform complex spatial reasoning and utilize abstract mental or geometric strategies, as is often observed in navigation and spatial orientation experiments (e.g., Riecke et al. ACM Transactions on Applied Perception, Vol. 2, No. 3, July 2005.)
Table I. Summary of the Six Different Stimuli (Cue Combinations)

<table>
<thead>
<tr>
<th>cue combinations (block)</th>
<th>Field of View (FOV)</th>
<th>Useful Visual Cues</th>
<th>Useful Vestibular Cues</th>
<th>Cue Conflict</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block A: &quot;Real-world full FOV&quot;</td>
<td>unrestricted</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Block B: &quot;Real-world w/ blinders&quot;</td>
<td>40° × 30°</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Block C: &quot;HMD vis. + vest. cues&quot;</td>
<td>40° × 30°</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Block D: &quot;HMD just vis. cues&quot;</td>
<td>40° × 30°</td>
<td>yes</td>
<td>no (no motion)</td>
<td>yes</td>
</tr>
<tr>
<td>Block E: &quot;HMD constVis. + vest. cues&quot;</td>
<td>40° × 30°</td>
<td>no (static image)</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Block F: &quot;Blindfolded just vest. cues&quot;</td>
<td>—</td>
<td>no (blindfolded)</td>
<td>yes</td>
<td>no</td>
</tr>
</tbody>
</table>

(2002a). Thus, rapid pointing allows us to investigate the expectation of where participants think they are by measuring where they expect objects in their close surround to be with respect to their current position. Via triangulation, we can then backtrack where participants thought they were.

2.1.3 General Procedure. After a training phase, each participant completed a test phase consisting of six blocks of different cue combinations (see Table I), split into two sessions. In a repeated-measures, within-subject design, four typical spatial updating conditions were used in each block of this experiment: The 30 trials of each block were divided into 12 Update trials and 6 trials each for of the Control, Ignore, and Ignore Backmotion conditions in pseudo-randomized order.

1. UPDATE: From the current orientation, participants are simply rotated to a different orientation. From there, they have to point consecutively to four targets announced via headphones. If the available cues are sufficient for enabling automatic spatial updating, Update performance should not depend on the angle turned.

2. CONTROL: Participants are rotated to a new orientation and immediately back to the original one before being asked to point. This is a baseline condition yielding optimal performance: If the available spatial updating cues are sufficient, Update performance should be about as good as Control performance ("automatic spatial updating").

3. IGNORE: Participants are rotated to a different orientation, but asked beforehand to ignore that motion and “respond as if you had not moved.” If the available spatial cues are more powerful in triggering spatial updating and, hence, turn the world inside our head (even against our conscious will), those turns should be harder to Ignore than to Update. Spatial updating would then be “obligatory” or “reflexlike” in the sense of largely beyond conscious control and consciously hard-to-suppress ("obligatory spatial updating").

4. IGNORE BACKMOTION: After each Ignore trial, participants are rotated back to the previous orientation. The main purpose of this condition is to avoid potential disorientation that might have been induced by the previous Ignore trial.

Due to limitations of the platform turning range, the maximum heading deviation from straight ahead (12 o’clock) was ±57°. Three different turning angles were used (±9.5°, ±19°, ±28.5° there-and-back in the Control conditions, and ±19°, ±38°, ±57° in the other ones). Movement time was always set to seven seconds, resulting in peak angular velocities of 5.4, 10.9, and 16.3°/s. Each trial consisted of the following three parts:

1. Auditory announcement indicating whether the upcoming spatial updating condition was an Ignore trial, an Ignore BackMotion trial, or a “normal” trial (Update or Control trial).

2. Motion phase, which always lasted seven seconds and started as soon as the pointer was in the default (upright) position. The velocity profile was Gaussian, with a peak velocity of twice the mean velocity.
3. **Pointing phase**, consisting of four repetitions of (a) the auditory target announcement of the different targets (e.g., “Object 9”), (b) subsequent pointing, and (c) raising the pointer to the upright (default) position.

In the test phase, each participant was presented with six stimulus conditions (blocks A–F, ca. 15 min. each) in pseudo-balanced order, with different degrees of visual and vestibular information available (see Table I for a comparison). Blocks A and B used the real environment under full-cue conditions as a baseline for optimal performance. Blocks C–F are the four sensible combinations of useful visual cues (yes/no), useful vestibular cues (yes/no), and resulting visuovestibular cue conflict (yes/no). Block D was the only one where participants were not turned physically, and asked to just use visual information. In blocks A–C, the amplitudes of the visual and vestibular (physical) turns were equal.

The pointing data were analyzed in terms of five dependent variables, revealing different aspects of spatial updating (see below). As pointing data are inherently directional (circular) data, we used circular statistics for computing the dependent variables (see, e.g., Batschelet [1981] for an introduction).

1. **Response time**: How easy and intuitive (fast) is the access to our spatial knowledge? Participants showed consistent differences in their mean response time even for the baseline (CONTROL) condition, ranging, for example, from 0.36 to 1.38 s in the CONTROL condition for block A (real-world full FOV). Those subject-specific overall response time differences were corrected for by computing the relative response time, which we define as the response time for that participant and block, divided by the ratio between that participant's mean response time in the CONTROL condition of that block and the mean response time across all participants in the CONTROL condition of that block. Using this procedure, the mean response time per condition, averaged over all participants, remains the same, but the between-subject response time differences are effectively removed.

2. **Configuration error = pointing variability**: How consistent is our spatial knowledge of the target configuration? That is, are the angles between landmarks reported consistently? The pointing variability is calculated as the mean angular deviation of the signed error, taken over the 4 pointings.

3. **Absolute pointing error**: How accurately do we know where we are with respect to our surround or specific objects of interest?

4. **Absolute ego-orientation error per trial**: Did participants misperceive their ego-orientation? Parts of the absolute pointing error might be confounded with a general misperception of the perceived ego-orientation and might be explained by the latter. For example, if participants somehow misperceive their orientation by 10°, this might already explain up to 10° of their absolute pointing error. The perceived ego-orientation per trial was estimated by taking the circular mean of the four signed pointing errors per trial [Batschelet 1981, chap. 1.3].

5. **Ego-orientation error in turning direction**: Did participants misperceive their ego-orientation typically in the direction of motion? If they would, that might be explained by some kind of “representational momentum,” which describes the systematic tendency for observers to remember an event as extending beyond its actual ending point.

2.2 Results and Discussion

To get a first impression of the results, the data for block A (“Real-World full FOV”) are plotted in Figure 3 for the five dependent variables. Figure 3 clearly shows the typical response pattern for automatic as well as obligatory spatial updating: UPDATE performance is comparable to CONTROL performance (implying automatic spatial updating), whereas IGNORE performance is considerably worse (implying obligatory spatial updating). IGNORE BACKMOTION performance was as good as UPDATE performance in all five dependent variables, indicating that participants were properly reanchored to the surround and no longer disoriented by the IGNORE trial beforehand.
Fig. 3. Pointing performance showing the typical response pattern for spatial updating: Upgrade performance is comparable to Control performance, whereas Ignore performance is considerably worse. Performance in block A (real-world full FOV) is plotted for the five dependent variables, each for the four different spatial updating conditions. The bars represent the arithmetic mean, which is also numerically indicated by the white numbers at the bottom of each bar. Boxes and whiskers denote one standard error of the mean and one standard deviation, respectively. The asterisks "*" in the right plot indicate whether the mean differs significantly from zero (on a 5, 0.5, or 0.05% significance level, using a two-tailed t-test).

2.2.1 Baseline (Control) Performance. The there-and-back motion of the Control condition is simple enough that spatial updating of the motion is more or less trivial. Hence, potential performance differences between the different cue combinations (blocks) should indicate differences in the usability of the currently available static spatial information without too much influence from the dynamic motion cues.
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Fig. 4. Baseline (CONTROL) spatial updating performance plotted for the five dependent variables, each for the six different cue combinations. Note the FOV effect even for the simple baseline task (block A versus B).

The CONTROL data are summarized in Figure 4; the corresponding $t$-tests are compiled in Table II. Different questions guided the choice of cue combinations and will be discussed in the following subsections by comparing CONTROL performance between adjacent blocks.

2.2.1.1 Influence of FOV (Block A Versus B). Comparing real-world performance with unrestricted vision (block A) versus constrained FOV (block B, see Figure 4) reveals a clear performance decrease for limiting the FOV to $40^\circ \times 30^\circ$ even in the rather simple baseline (CONTROL) task.

2.2.1.2 Real World Versus Virtual Reality Performance (Block B Versus C). Participants in block B saw the real-world through a restricted FOV, whereas they saw in block C the same view presented...
Table II. Tabular Overview of the Paired Two-Tailed t-Tests for the Different Comparisons

<table>
<thead>
<tr>
<th></th>
<th>Response Time</th>
<th>Configuration Error</th>
<th>Absolute Pointing Error</th>
<th>Absolute Ego-Orientat. Err. in Turn Dir.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t(11)</td>
<td>p</td>
<td>t(11)</td>
<td>t(11)</td>
</tr>
<tr>
<td><strong>Control</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>influence of FOV</td>
<td>A vs. B</td>
<td>−2.65</td>
<td><strong>.022</strong></td>
<td>−1.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−3.46</td>
</tr>
<tr>
<td>real-world vs. VR</td>
<td>B vs. C</td>
<td>−1.56</td>
<td>.15</td>
<td>−62</td>
</tr>
<tr>
<td>influence of vestibular turn cues</td>
<td>C vs. D</td>
<td>−481</td>
<td><strong>.64</strong></td>
<td>−2.1</td>
</tr>
<tr>
<td>const. vest. vs. const. vis.</td>
<td>D vs. E</td>
<td>−427</td>
<td>.68</td>
<td>−323</td>
</tr>
<tr>
<td>const. vis. vs. no vis.</td>
<td>E vs. F</td>
<td>.49</td>
<td>.63</td>
<td>−159</td>
</tr>
<tr>
<td>just vis. vs. just vest.</td>
<td>D vs. F</td>
<td>.0344</td>
<td>.97</td>
<td>−241</td>
</tr>
<tr>
<td><strong>Update-Control</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>influence of FOV</td>
<td>A vs. B</td>
<td>−.549</td>
<td>.59</td>
<td>.0658</td>
</tr>
<tr>
<td>real-world vs. VR</td>
<td>B vs. C</td>
<td>.263</td>
<td>.8</td>
<td>−1.63</td>
</tr>
<tr>
<td>influence of vestibular turn cues</td>
<td>C vs. D</td>
<td>−.0606</td>
<td>.95</td>
<td>.926</td>
</tr>
<tr>
<td>const. vest. vs. const. vis.</td>
<td>D vs. E</td>
<td>−1.6</td>
<td>.14</td>
<td>−3.03</td>
</tr>
<tr>
<td>const. vis. vs. no vis.</td>
<td>E vs. F</td>
<td>.957</td>
<td>.36</td>
<td>.787</td>
</tr>
<tr>
<td>just vis. vs. just vest.</td>
<td>D vs. F</td>
<td>−1.65</td>
<td>.13</td>
<td>−1.8</td>
</tr>
<tr>
<td><strong>Ignore-Update</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>influence of FOV</td>
<td>A vs. B</td>
<td>−2.56</td>
<td>.8</td>
<td>.946</td>
</tr>
<tr>
<td>real-world vs. VR</td>
<td>B vs. C</td>
<td>1.93</td>
<td>.079</td>
<td>.00579</td>
</tr>
<tr>
<td>influence of vestibular turn cues</td>
<td>C vs. D</td>
<td>−.599</td>
<td>.56</td>
<td>.35</td>
</tr>
<tr>
<td>const. vest. vs. const. vis.</td>
<td>D vs. E</td>
<td>4.95</td>
<td><strong>.0043</strong></td>
<td>2.9</td>
</tr>
<tr>
<td>const. vis. vs. no vis.</td>
<td>E vs. F</td>
<td>−2.6</td>
<td><strong>.025</strong></td>
<td>−.694</td>
</tr>
<tr>
<td>just vis. vs. just vest.</td>
<td>D vs. F</td>
<td>4.46</td>
<td><strong>.0097</strong></td>
<td>3.21</td>
</tr>
</tbody>
</table>

*p-values for α = 0.05% with 2-digit precision. Trailing zeros are omitted. Significant differences (p < .05) are typeset in bold, marginally significant differences (0.1 > p > 0.05) are typeset in italics.

through a HMD with the same FOV as the blinders. Figure 4 (top left) reveals a small but insignificant response time increase of approximately 90 ms for using the HMD in block C (cf. Table II). This suggests that the HMD condition might be perceived as slightly harder than the real-world condition. Some of the response-time difference, however, might also be caused by small visualization delays in the HMD condition. All other measures showed essentially the same performance and did not differ significantly, indicating that information displayed via HMD allows for the same spatial accuracy and ego-orientation perception.

2.2.1.3 Influence of Vestibular Turn Cues (Block C Versus D). Omitting all vestibular turn information and just displaying visual turn cues in block D reduced performance slightly (for three of the five dependent measures) compared to block C which provided vestibular turn cues (see Table II). These differences were, however, only marginally significant (0.1 > p > 0.05). Nevertheless, even the tendency toward reduced pointing-performance when only visual motion is available is intriguing, as one could argue that vestibular turn cues do not add any useful information for the simple CONTROL trials where participants had to point from exactly the same orientation as in the previous trial. From the current data, we can only speculate about the underlying reasons: Even though the vestibular turn cues would not have added any useful information, it is conceivable that instead the lack of matching vestibular cues might have caused the slight performance decrease, as it represents a visuo-vestibular cue conflict.

2.2.1.4 Influence of (Missing) Useful Visual Cues (Block D–F). Compared to block D where only visual motion cues were available, providing only vestibular turn cues while having to ignore the quasistatic visual cues in block E increased response time, configuration error, and ego-orientation error in turning direction only slightly and insignificantly (see Table II, D versus E). The absolute pointing error and absolute ego-orientation error, however, were considerably increased, indicating that participants...
tended to lose track of their correct ego-orientation without useful visual cues. This effect was slightly but insignificantly more pronounced for block F where participants were blindfolded (see Table II, D versus F). The lack of useful reference points in conditions E and F can explain the increased absolute ego-orientation error, as participants were constrained to using path integration, and, hence, lost track of their correct ego-orientation after several consecutive turns. For larger overall turning angles and orientation ranges, these ego-orientation errors would most likely be considerably larger.

2.2.1.5 Summary and Conclusions. Taken together, the results of the CONTROL condition demonstrated the importance of a large FOV and of useful reference points for quick and accurate knowledge of where the surrounding target objects were. Removing visual landmark information in block E and F reduced the available cues to path integration by vestibular cues, which led as expected to considerable misjudgments of the proper self-orientation. Maybe most critical for the further analysis and experiments, VR performance was—apart from a slightly increased response time—as good as real-world performance, provided that the FOV was matched. This validates our approach of using VR technology for studying spatial tasks and demonstrates the generalizability to comparable real-world situations.

2.2.2 Automatic Spatial Updating. In this subsection, automatic spatial updating will be investigated by analyzing the difference between UPDATE and CONTROL performance for the different cue combinations (see Figure 5). Subtracting CONTROL performance from UPDATE performance is an attempt to separate dynamic effects (i.e., UPDATE effects due to spatial updating) from baseline (CONTROL) differences most likely due to differences in the statically available information. In this manner, we compare spatial updating to different orientations to the supposed-to-be trivial updating there-and-back to the same orientation.

The literature on blindfolded spatial updating suggests a slight response-time increase of approximately 100 ms for UPDATE trials [Farrell and Robertson 1998; May 2000], and a considerable increase in pointing error (e.g., from 15° to 24° in the study by Farrell and Robertson [1998]). Such a pointing error increase might be explained by path integration errors, which should be compensated for by the useful landmarks in the visual conditions (A–D) of this experiment. Hence, we do not expect any major pointing error increase in those conditions.

2.2.2.1 Conditions with Useful Visual Information (Block A–D). For all blocks with useful visual landmarks (A–D), response times in the UPDATE trials were consistently increased by approximately 50 ms, compared to CONTROL performance [see Figure 5 (left)]. This difference was significant for the two real-world conditions (blocks A and B, \( p < 0.05 \)), but only marginally significant for the two HMD conditions (blocks C and D, \( p < 0.1 \)). The effect size is less than the 100 ms expected from the literature, indicating that updating to new orientations is almost as easy as updating there-and-back to the same orientation. This, in turn, suggests that spatial updating using landmark-rich visual cues is rather easy and automatic. The response-time increase of 50 ms is lower than the value typically found in the literature for nonvisual spatial updating, suggesting that the uncertainty of nonvisual path integration might have contributed to the increased response time there. The differences in terms of configuration error, absolute pointing error, as well as absolute ego-orientation error were all less than 1°, indicating that visually assisted updating to new orientations was virtually as accurate as baseline performance.

2.2.2.2 Conditions Without Useful Visual Information (Block E and F). For the blindfolded condition (block F), the response pattern changed somewhat: Response times for UPDATE trials were significantly increased by more than 100 ms. This is about the amount expected from the literature [Farrell and Robertson 1998; May 2000], corroborating the hypothesis that blindfolded spatial updating to new locations is not as quick and easy as for there-and-back motions.
Fig. 5. Automatic spatial updating performance, quantified as the difference between UPDATE and CONTROL performance (except bottom right plot). If updating to new orientations is harder than for baseline there-and-back motions, UPDATE performance should be worse than CONTROL performance, resulting in a positive offset from zero in the above difference plots. This was the case for both conditions that relied on vestibular cues (blocks E and F). A zero or small offset, conversely, indicates that the available dynamic motion cues and static visual cues are sufficient to enable automatic spatial updating. This was observed for all conditions where participants could rely on visual landmark cues (blocks A–D).

Configuration error, absolute pointing error, and absolute ego-orientation error were only marginally increased, indicating that the consistency of the mental spatial representation did not suffer from the nonvisual ego-motion. The absolute error measures for the UPDATE condition were only about a fourth higher than for the CONTROL task, indicating that the main cause of the absolute pointing and ego-orientation errors is the accumulating path-integration error from the consecutive turns and not so much the updating to new orientations. That is, one simple turn can probably be updated rather well,

but the sequence of many turns lead to the accumulation of path-integration errors, which is visible in the absolute error data. The ego-orientation error in turning direction consequently showed a large variability, but no overall effect.

Block E with additional but-to-be-ignored visual information showed slightly more pronounced differences between Update and Control performance, especially for response times, which were increased by more than 200 ms. This indicates a severe difficulty in ignoring the visual stimulus, even though it was known to be totally irrelevant. However, the configuration error for Update trials was only moderately increased by approximately 2°, indicating that the mental spatial representation was still rather consistent. The other variables show virtually no difference to the blindfolded condition in block F.

In a way, the Update trials in block E (constVis. + vest. cues) can be seen as Update trials for the vestibular stimulus and Ignore trials for the visual stimulus. Conversely, the Ignore condition of block D (HMD just vis. cues) can be seen as a Update condition for the (constant) vestibular stimulus and an Ignore condition for the visual stimulus. Indeed, the data shows virtually the same impaired performance for the two conditions where the visual cues were to be ignored and the vestibular ones to be trusted (block D Ignore versus block E Update). Especially the increased response time and configuration error for those conditions indicate a strong visual dominance over the vestibular cues: Even when explicitly intending to trust the vestibular cues more than the visual cues, participants were apparently unable to suppress the visual cues.

### 2.2.2.3 Summary and Conclusions

The data revealed the relative ease and accuracy of automatic spatial updating when one is provided with meaningful visual landmarks arranged into a consistent scene. Blindfolded spatial updating showed response-time differences (Update–Control) similar to those observed in the literature (e.g., Farrell and Robertson [1998]), validating our methodology. Additional conflicting visual information was rather hard to ignore and increased response times further. Maybe the most relevant outcome was the comparability of spatial updating for real and virtual environments. This demonstrates the power and usability of VR for investigating spatial updating. Furthermore, our rapid-pointing paradigm yielded overall response times that were considerably and consistently smaller than all values we could find in the literature. On the one hand, this proves the ease and intuitiveness of our rapid pointing methodology. On the other hand, it allows the investigation of early processes in spatial updating that might not have been accessible before. This might be a critical issue in many spatial updating studies. Participants in the study by Wraga et al. [2004] needed, for example, more than seven times longer for pointing (8–12 s) than for verbal responses (1.1–1.5 s). This might indeed be problematic, since response times of more than 8 s might allow more than enough time for any kind of mental spatial task, like mental rotations, cognitive strategies, etc. It is, consequently, at least debatable whether Wraga et al. [2004] measured, in fact, automatic spatial updating performance and not some kind of rather cognitive mental spatial abilities. Furthermore, such long response times might increase their variability to a level where differences in the order of 100 ms (which is the typical difference found between Update and Control trials [Farrell and Robertson 1998; May 2000]) might not be visible any more.

### 2.2.3 Obligatory Spatial Updating

In this subsection, we will analyze the obligatory nature of spatial updating initiated by different combinations of visual and vestibular cues. The reasoning is as follows: If, and only if, spatial updating is obligatory (i.e., largely beyond conscious control) will

---

1. Response times for pointings after blindfolded rotations differ considerably, with values ranging from 1.6 [May 2000] and 1.7 s [Farrell and Robertson 1998] over 1.8–3.2 s [Rieser 1989] up to more than 3 s [Creem and Proffitt 2000; Presson and Montello 1994]. A recent study on visually assisted spatial updating in VR reported even response times between 8 and 12 s [Wraga et al. 2004].
Fig. 6. Obligatory spatial updating performance, quantified as the difference between Ignore and Update performance (except bottom right plot). Values above zero indicate that ignoring is considerably harder than updating, implying obligatory spatial updating. This was the case for all conditions with useful visual cues (block A–D).

ignoring the turn stimuli be considerably harder than updating them as usual. That is, the difference between Ignore and Update trials would then be considerably above zero. The corresponding data are summarized in Figure 6 and will be discussed in detail below.

2.2.3.1 Conditions with Useful Visual Information (Block A–D). Both real-world conditions (blocks A and B) demonstrate essentially the same obligatory nature of the turn stimuli, without any influence of the FOV: Ignore response times were increased by more than 300 ms, and all error measures were also largely increased. The considerable increase in configuration error indicates that the mental representation from the previous (to-be-remembered) orientation was less consistent and could not be
remembered or accessed properly. The increase in absolute pointing error and absolute ego-orientation error can, for the most part, be explained by a direction-specific misperception of the correct ego-orientation in the opposite direction of the ignore motion [see Figure 6 (bottom right)]. That is, participants were apparently unable to correctly recall their previous orientation in the IGNORE trials and pointed as if the former orientation was being rotated in the opposite direction, i.e., further away than it actually was. This phenomenon is somewhat counterintuitive and conflicts with a motion capture or representational momentum explanation, which would predict a misperception in the direction of the motion, not against it. It seems like participants were trying to overcompensate for the actual rotation by pointing as if having turned further than they actually did.

The VR conditions (blocks C and D) demonstrated comparable obligatory spatial updating, even though the difference between IGNORE and UPDATE trials was slightly, but insignificantly, less pronounced. The ego-orientation error against turning direction in the IGNORE condition is greatest for the real-world conditions [block A (7°) and block B (6.3°)], slightly smaller for block C with HMD (4.4°), and negligible for block D without vestibular cues. Even though only the differences between the real-world conditions (blocks A and B) and the purely visual condition (block D) reached significance \(t(11) = 3.012^*, p = 0.012\) and \(t(11) = 2.27, p = 0.044^*\), respectively, the ego-orientation error against turning direction seems to be an interesting measurand that has, to our knowledge, previously been neglected in spatial updating studies.

2.2.3.2 Conditions Without Useful Visual Information (Block E and F). Figure 6 reveals that vestibular turn cues without assisting visual turn cues were essentially as easy or hard to IGNORE as to UPDATE. This was found consistently for all five dependent measures. That is, smooth vestibular turn cues alone were clearly incapable of inducing obligatory spatial updating and turn the world inside our head against our own conscious will. In block E, with the visual stimulus indicating generally the wrong orientation, but no turn, ignoring ego-turns is almost 100 ms faster than updating them, suggesting that ignoring was actually perceived as easier than updating.

The observed ease of ignoring vestibular cues from blindfolded turns in block F was rather surprising, as the literature indicates that blindfolded motions should be much harder to IGNORE than to UPDATE. Farrell and Robertson [1998] found, for example, a response time increase from 1.7 to 3.3 s, accompanied by a moderate increase in absolute pointing error from approximately 24°–31°. Several differences in the experimental paradigms and setups used might be able to explain some of the observed differences.

Our hand-held pointing wand enabled considerably smaller response times than those observed in the literature (see subsection 2.2.2.2). This suggests that our pointing paradigm might be easier and more intuitive to use, which enables us to better investigate the quick process of spatial updating. The overall small response times in our experiments, however, do, by no means, explain the ease in ignoring purely vestibular turn stimuli. The smooth motions used were clearly above detection threshold, but the accelerations and velocities reached might still be considerably below the values typically used in the literature. Furthermore, pointing targets in our study were attached to the walls of the room and, hence, embedded in a consistent, natural scene. In this manner, participants probably did not update or imagine the position of individual targets or target arrays, but most likely updated the scene and room geometry as a whole, which is known to be more reliable and less prone to disorientation [Wang and Spelke 2000]. This is different from many spatial updating studies that used arrays of objects that were not well embedded or part of a consistent scene [Easton and Sholl 1995; Farrell and Robertson 1998; Farrell and Thomson 1998; May and Klatzky 2000; May 1996; Presson and Montello 1994; Rieser et al. 1982; Rieser 1989; Wang and Spelke 2000]. Finally, the relatively small turning angles used (<60°) and the repeated turns without in between visibility of the scene in our study might also have contributed to the ease of ignoring the motion.
2.2.3.3 Summary and Conclusions. Comparing Ignore and Update performance revealed obligatory spatial updating for all conditions with useful visual information (blocks A–D). That is, visual cues alone, even without any concurrent vestibular stimuli, can be sufficient for “turning the world inside our head,” even against our own conscious will. This clearly indicates reflexlike, cognitively almost impenetrable (i.e., obligatory) spatial updating by visual cues alone. Moreover, a strong visual dominance over the vestibular cues was observed, even in the conditions where participants were explicitly asked to ignore the visual stimulus completely and just trust the vestibular cues (block E). Further experiments are planned to investigate the degree of realism required to enable obligatory spatial updating in virtual environments. So far we can conclude that a highly detailed, photorealistic view onto a consistent, landmark-rich environment is clearly sufficient to enable obligatory as well as automatic spatial updating, whereas presenting only optic flow is not [Klatzky et al. 1998; Riecke et al. 2002b].

Smooth vestibular turn cues without any assisting visual cues, on the other hand, were clearly incapable of triggering reflexlike obligatory spatial updating (block F). This outcome is, to our knowledge, unprecedented and not predicted by the literature. Low accelerations and velocities and a highly consistent scene that is easier to mentally picture might all contribute to this apparent contradiction. Further experiments, however, are needed to understand this fundamental difference and pinpoint the exact condition under which vestibular cues might indeed be sufficient for initiating obligatory spatial updating, as is typically claimed by the literature.

2.2.4 Additional Analyses

2.2.4.1 Learning Effect. To test whether participants’ performance depended on the amount of exposure to the task, a correlation analysis was performed between performance and session number. No performance feedback was given during any of the test phases. That is, potential improvements would be due to practice effects, implicit learning, or improved strategies. The results of the correlation analysis, however, revealed no significant correlation for any of the dependent parameters and spatial updating conditions (all $r^2$’s ≤ 0.032, all $t$’s(70) ≤ 1.51, all $p$’s ≥ 0.068).

2.2.4.2 Turning-Angle Effect. If spatial updating was nonautomatic and thus effortful and requiring considerable cognitive effort, like mental spatial rotation, we would expect that smaller turns should be easier and lead to better Update performance than larger turns. This should be reflected in increased errors and especially response times for larger turns. A correlation analysis, however, revealed no significant performance change with turning angle for any of the dependent variables or cue combinations (blocks) ($p > 0.05$). This suggests that spatial updating was performed during the motion and not afterward. Furthermore, the lack of a turning-angle effect argues against higher cognitive processes, like mental spatial rotations performed after or during the actual turn. Together with the rather low overall response times, this suggests that spatial updating was, indeed, automatic.

If, on the other hand, participants in the Ignore condition performed some kind of mental back-rotation as is often claimed, response times in the Ignore condition should be positively correlated with turning angle. Correlation analyses showed such an effect only for the absolute pointing error and absolute ego-orientation error in block B (real-world w/blinders, $r = 0.38$, $r^2 = 0.14$, $t(11) = 2.48$, $p = 0.031^*$ and $r = 0.29$, $r^2 = 0.085$, $t(11) = 2.44$, $p = 0.033^*$, respectively). None of the other correlations attained significance for any of the dependent variables and cue combinations (blocks) ($p > 0.05$). This lack of consistent response-time increase with turning angle does not support the mental rotation hypothesis.

Visual Cues can be Sufficient for Triggering Automatic, Reflexlike Spatial Updating

Fig. 7. (a) The virtual replica was created by wrapping a 360° round shot photograph of the Tübingen market place onto a cylinder. This creates an undistorted view for the observer positioned in the center of the cylinder. The 22 pointing targets were marked by little red dots on the image. Pictures (b) and (c) illustrate the full 84° × 63° view and the reduced view (blinders and HMD conditions, 40° × 30° FOV), respectively. (d) Participant seated on the motion platform and facing the curved projection screen, which displays a view of the Tübingen market place. The physical field of view is 84° × 63° and matches the simulated FOV.

3. CONTROL EXPERIMENT

3.1 Introduction

The previous experiment examined extreme cases of either full or no useful information in the visual and vestibular domain, and showed the typical response pattern for obligatory spatial updating whenever useful visual information was available. The purpose of this control experiment was to extend the previous findings and address questions that remained unanswered. This includes, on the one hand, questions about the importance of visual display parameters like FOV and projection screen versus HMD usage for spatial updating. On the other hand, questions about the influence of various visuovestibular motion parameters, like the relation between visual and vestibular motion and the turning amplitude and velocity, were addressed. We even tested the extreme case of no motion cues at all in a “teleport”-like condition; there, participants saw views from novel orientations in a slide-show type presentations, without any visual or vestibular motion cues whatsoever. Due to the large amount of potentially relevant parameters, the nature of this control experiment is rather exploratory. The main purpose was, consequently, to scan the realm of parameters to identify critical parameters that are worth investigating in more depth in later studies.

3.2 Methods

The overall methodology of this control experiment is similar to the first experiment, with a few changes described below that addressed open questions and potential difficulties in the first experiment.

3.2.1 Participants. A group of 6 female and 2 male naive participants took part in the control experiment, with ages ranging from 17 to 38 years (mean: 27.9). All participants had been living in Tübingen for several years and were familiar with the Tübingen market place used as the visual scene.

3.2.2 Stimuli and Apparatus. Three different visualization conditions were used in this experiment:

1. An HMD condition, which was comparable to block C of the previous experiment.
2. A projection screen condition, where participants were seated in front of a projection screen mounted on top of the platform, as described below [see Figure 7(d)].
3. A **blinders** condition, where participants were again seated in front of the projection screen, but wore cardboard goggles limiting the FOV to that of the HMD (40° × 30°). The blinders were the same as in the previous experiment, but used to limit the view onto the computer-rendered image on the projection screen, not the real surround.

The projection setup was designed by the authors mainly to allow for a larger FOV and to avoid drawbacks often associated with HMDs: HMDs are known to lead to a number of problems, including discomfort, fatigue, headaches, eye strain, and blurred vision [Cobb et al. 1999; Hettinger et al. 1996; Howarth and Costello 1997; Mon-Williams and Wann 1998; Stanney et al. 1998]. Further drawbacks associated with HMDs include distortions of the perceived space, as well as impaired spatial orientation performance [Arthur 2000; Bakker et al. 1999, 2001; Creem-Regehr et al. 2003; Hettinger et al. 1996; Kearns et al. 2002; Nelson et al. 1998; Riecke et al. 2005]. The whole projection setup is mounted on top of the motion platform [see Figure 7(d)] in order to allow for optimal viewing conditions and immersion. This projection screen is 1.68 m wide and has a curvature radius of 2 m. This yields a physical FOV of 84° × 63° for the participant seated at a distance of about 1.14 m. A modified wide-angle LCD video projector (Sony VPL-PX 21 with wide-angle lens VPL-FM 21) is mounted above and behind the head of the participant and projects a computer-rendered 1024 × 768 pixel image non-stereoscopically onto the screen. To enhance immersion and to reduce the influence of the external reference frame of the physical surround (Motion-Lab) as much as possible, the projection screen is surrounded by a black frame and the whole projection setup is surrounded by light-proof black curtains on all sides.

Instead of using 12 regularly arranged target objects attached to the wall of the rectangular Motion-Lab as in the main experiment, we used a considerably larger, more complex, and less regular environment with 22 target landmarks arranged irregularly (the Tübingen market place, see Figure 7). This should render abstract cognitive strategies (like using symmetries and counting targets) virtually impossible, thus forcing participants to resort to automatized spatial updating whenever possible. Furthermore, this procedure pushed participants closer to their performance limit, which might yield even clearer results.

In most spatial updating studies in the literature, however, target configuration and/or room geometry were quite simple: Typically, a rather limited number of four to eight targets is used, which are often arranged regularly or along the cardinal directions (front–back/left–right), and are typically embedded in just a simple and featureless symmetrical room [Carpenter and Proffit 2001; Creem et al. 2001; Creem and Proffitt 2000; Easton and Sholl 1995; Farrell and Robertson 1998, 2000; Klitzky et al. 1998; May and Klitzky 2000; May 1996, 2004; Presson and Montello 1994; Rieser 1989; Shelton and McNamara 2001; Simons and Wang 1998; Wang and Simons 1999; Wang and Spelke 2000; Wraga et al. 1999a, 1999b, 2000, 2004; Yardley and Higgins 1998]. Hence, it seems quite possible that participants did not always update the room or target configuration properly. Instead, they might, for example, have used simpler strategies like reversing left and right directions instead of updating 180° turns, updating individual targets analytically instead of using normal, holistic spatial updating, or counting objects instead of updating turns (e.g., take the third target to the left instead of updating a 135° turn).

The asymmetric scene and target configuration in this experiment made all of these cognitive strategies impracticable. Furthermore, the abundance of landmarks ensured that participants could not update all targets individually or rote-learn all relative angular distances between all targets (which would add up to \(\sum_{n=1}^{N} \frac{n(n-1)}{2} = 21 \times 20 / 2 = 210\)). Instead, participants had to update the whole scenery to deduct individual target locations, which is exactly what we intended and what “normal” spatial updating is about.

3.2.3 **Procedure.** An extended training phase preceded the test phase in order to familiarize participants with the rapid pointing procedure, the different spatial updating conditions, the VR setup, and
Table III. Summary of the 8 + 3 Different Cue Combinations (Blocks) Used in the Control Experiment

<table>
<thead>
<tr>
<th>Block</th>
<th>Visualization Setup</th>
<th>Field of View (FOV)</th>
<th>Gain</th>
<th>Angular Range (visual)</th>
<th>Mean vis. Turn vel.</th>
<th>Cue Conflict</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>HMD</td>
<td>40° × 30°</td>
<td>1</td>
<td>−57°, +57°</td>
<td>20°/s</td>
<td>no</td>
</tr>
<tr>
<td>B</td>
<td>blinders + screen</td>
<td>40° × 30°</td>
<td>1</td>
<td>−57°, +57°</td>
<td>20°/s</td>
<td>no</td>
</tr>
<tr>
<td>C</td>
<td>proj. screen</td>
<td>84° × 63°</td>
<td>0.5</td>
<td>−114°, +114°</td>
<td>20°/s</td>
<td>gain</td>
</tr>
<tr>
<td>D</td>
<td>proj. screen</td>
<td>84° × 63°</td>
<td>0.5</td>
<td>−228°, +228°</td>
<td>20°/s</td>
<td>gain</td>
</tr>
<tr>
<td>E</td>
<td>blinders + screen</td>
<td>40° × 30°</td>
<td>0.25</td>
<td>−57°, +57°</td>
<td>20°/s</td>
<td>yes</td>
</tr>
<tr>
<td>F</td>
<td>proj. screen</td>
<td>84° × 63°</td>
<td>0</td>
<td>−228°, +228°</td>
<td>20°/s</td>
<td>yes</td>
</tr>
<tr>
<td>G</td>
<td>blinders + screen</td>
<td>40° × 30°</td>
<td>0.5</td>
<td>−228°, +228°</td>
<td>80°/s</td>
<td>gain</td>
</tr>
<tr>
<td>H</td>
<td>proj. screen</td>
<td>84° × 63°</td>
<td>0.25</td>
<td>−57°, +57°</td>
<td>20°/s</td>
<td>gain</td>
</tr>
</tbody>
</table>

Fig. 8. Vestibular (platform) motion and visual motion for one representative block (D) of the control experiment. Depicted are the vestibular (platform) and visual yaw angle, demonstrating the sequence of the spatial updating conditions (CONTROL → UPDATE → IGNORE → IGNORE BACKMOTION → UPDATE, etc.) and the effect of the gain factor. In this block, the vestibulo-visual gain factor was $g = 1/4$, indicating that the visual motions were four times as large as the physical (vestibular) ones. Pointings occurred at all circles and diamonds of the trajectory.

The experimental design and the cue combinations used for each block are summarized in Table III and described in more detail in subsection 3.2.4. Each participant completed eight blocks of different cue combinations in pseudo-balanced order. Each block consisted of 32 trials and lasted about 18 minutes. The 32 trials were split into 12 UPDATE trails, and 6 trials each for the other spatial updating conditions (CONTROL, IGNORE, and IGNORE BACKMOTION), as illustrated in Figure 8. The blocks were performed in...
two or three sessions on different days to avoid fatigue effects and obviate the influence of declining alertness.

In a follow-up study, the same participants performed three more control conditions, first block I (jump condition), followed by two more blocks (J and K) in balanced order (see subsection 3.2.4 and Table III). For the sake of comparability, the results of the follow-up study are presented together with the original eight blocks. This comparison might seem critical due to potential learning or practice effects. The learning-effect analysis in subsection 3.3.4, however, revealed only a significant learning effect in terms of response time. This response time decrease was found for both the UPDATE and IGNORE conditions, but not the CONTROL condition. This suggests that careful comparisons between the first eight blocks and the three subsequent blocks might be legitimate for the other four dependent variables and for the CONTROL condition, in general.

The pointing paradigm was similar to the previous experiment and pointing targets were selected to be outside of the FOV of the projection screen and within a comfortable pointing range ($|\alpha_{\text{pointer}} - \alpha_{\text{straight ahead}}| \in [42^\circ, 110^\circ]$). As the target names in this experiment had different lengths, but were unique after the second syllable, the response-time computation was adapted accordingly by defining $t = 0$ to be at the mean pronunciation time of the first two syllables (1.43 s). Furthermore, the summed response time between the first target announcement and the fourth and last pointing was announced acoustically just before the next trial. Pilot experiments had shown that this performance feedback effectively motivates participants to perform as good as they could. It was further found to decrease boredom and keep participants alert by enhancing the gamelike character of the experiment.

3.2.4 Stimulus Conditions and Motivation. The different stimulus conditions for the eleven blocks were chosen to allow for comparisons between different visual display parameters like FOV and projection screen versus HMD usage, on the one hand, and visuo vestibular motion parameters, like gain factors and turning amplitude and velocity, on the other. The parameter combinations are compiled in Table III and motivated below in more detail.

The HMD condition (block A) was chosen to allow for comparisons to the previous experiment, which used the same HMD and the same yaw range, but a different scene. Block B and C used the projection screen with and without blinders and were apart from this identical to block A. This allows for comparisons between the different visualization systems (HMD versus blinders) and FOV (projection screen with and without blinders).

Blocks D–H were designed to investigate larger turning angles, which are often assumed to be more difficult to update. To do this, gain factors $g_{\text{vestibular/visual}} < 1$ had to be introduced, as the motion platform used has a limited turning range of $\pm 57^\circ$. Preexperiments had shown that vestibular/visual gain factors down to 1/4 are accepted and typically pass unnoticed by participants when they are involved in an engaging task like rapid pointing. Block D used an intermediate gain factor of $g = 1/2$ and block E and F reduced the gain factor to $g = 1/4$. In block G and H, the gain factors were set to zero, to investigate spatial updating performance if no concurrent vestibular turn stimuli were presented at all. To investigate the influence of the FOV, participants wore blinders in blocks E and G; the results were compared to blocks F and H, respectively, with unrestricted vision.

The three follow-up conditions (blocks I–K) were run in one separate session after the first eight blocks were completed. They were designed to answer some of the questions not sufficiently addressed by blocks A–H. It seemed as if stimulus parameters and movement specifics had little, if any, influence on spatial updating performance in blocks A–H and the previous experiment as long as sufficient visual cues were provided. This raised the question whether a smooth, continuous spatial updating, similar to processes known as mental spatial rotation, can fully explain the observed results. To address this issue, a “jump” condition was introduced in block I. In this condition, participants were presented with
new views without any continuous motion in between, similar to a slide-show type presentation, as if they were teleported directly to the new orientation. If motion parameters have any influence on visually assisted spatial updating, this jump to new orientation should disrupt spatial updating performance considerably and improve ignore performance. Similar results for continuous and discontinuous (jumplike) spatial updating, on the other hand, would suggest that the mere view of the new orientation at a given instant of time is sufficient to somehow teleport the mental spatial representation to the new orientation and reanchor the mental representation almost instantaneously, thus challenging the prevailing notion of spatial updating.

Block J used a gain factor of $g = 1/4$ and a visual yaw range of $\pm 57^\circ$, resulting in a vestibular (physical) yaw range of only $\pm 14.25^\circ$. This allowed the disambiguation of effects of gain factor and turning angle by comparing the results to block B and F. Block K was designed to elucidate the effect of movement velocity by using visual rotational velocities that were four times higher than in the other conditions. Apart from that, block K was identical to block F.

3.3 Results and Discussion

As this control experiment is exploratory in nature, the line of argument will be rather qualitative, focusing on the interesting effects and tendencies. For reference, the corresponding statistical analyses of interest are summarized in Table IV. The fifth dependent variable (ego-orientation error in turning direction) did not show any significant differences between the stimulus conditions and will, hence, only be reported in the context of the Ignore condition (see subsection 3.3.3.6). Due to the small number of participants, the power of the tests is, of course, limited and only strong effects might be clearly visible. Nevertheless, this procedure seems sufficient to scan the realm of potentially relevant parameters and identify the ones that are worth being investigated in more detail in future studies.

To provide a first impression of the results, the data for the HMD condition (block A) are summarized in Figure 9. As in the previous experiment, Figure 9 demonstrates the typical response pattern for obligatory spatial updating: Update and Ignore Backmotion performance are almost as good as baseline Control performance, whereas Ignore performance is considerably decreased.

Compared to the results in the similar HMD condition (block C: HMD vis. + vest. cues) of the previous experiment, however, overall performance is slightly decreased: Configuration error, absolute pointing error, as well as absolute ego-orientation error are all decreased by 4–5°. Furthermore, mean response times in the Control condition were increased by 250 ms, indicating that the task was considerably harder, even for the supposedly simple baseline task.

Apart from possible overall differences in the participant populations used, differences in the experimental procedures might account for the observed performance differences. Most prominently, the scenery used in the control experiment was considerably more complex and without any potentially helpful symmetry or regularity. Furthermore, the number of targets was almost doubled; targets were arranged irregularly without any symmetry. Nevertheless, participants were able to successfully update to new orientations and had a hard time ignoring the turn, indicating that spatial updating was still working and the rapid pointing approach was still a successful paradigm.

3.3.1 Baseline (Control) Performance. The results for the baseline (Control) condition are summarized in Figure 10, with the corresponding statistical analyses in Table IV. In general, Control performance showed a considerable between-subject variability, indicated by the often, rather large, standard deviations, but only few systematic differences between blocks. That is, neither the difference between HMD and blinder usage, nor the gain factor, turning angle, or movement velocity produced any clear performance differences for the simple forth-and-back motions (cf. Table IV). Even the jump condition (block I), where participants saw an intervening view of a new orientation before seeing the same
<table>
<thead>
<tr>
<th>Response Time</th>
<th>Configuration Error</th>
<th>Absolute Painting Error</th>
<th>Absolute Ego-Orientation Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>(t(1))</td>
<td>(p)</td>
<td>(t(1))</td>
<td>(p)</td>
</tr>
</tbody>
</table>

**CONTROL**

| A vs. B | 1.18 | .28 | .0362 | .97 | .949 | .37 | .891 | .4 |

**FOV effect**

| B vs. C | .691 | .51 | .747 | .48 | 1.15 | .29 | 1.38 | .21 |
| E vs. F | -1.94 | .093m | 1.88 | .1 | 3.29 | .013* | 3.61 | .0086* |
| G vs. H | -1.11 | .92 | 6.15 | .56 | 1.39 | .21 | 1.12 | .3 |

| B vs. E | 1.49 | .18 | -2.51 | .81 | -1.87 | .41 | -1.48 | .19 |
| C vs. F | .0483 | .96 | 1.17 | .28 | 1.2 | .27 | 1.41 | .89 |
| E vs. G | -829 | .43 | -583 | .58 | -229 | .83 | -245 | .81 |
| F vs. H | -289 | .78 | -356 | .42 | -1.19 | .27 | -2.98 | .02* |
| B vs. J | 2.78 | .056m | 1.13 | .29 | 1.73 | .13 | 1.71 | .13 |
| F vs. J | 2.79 | .027* | -3.06 | .77 | -1.19 | .91 | .383 | .71 |

**just gain factor**

| F vs. J | 1.19 | .27 | 0.071 | .96 | 0.187 | .86 | .468 | .86 |
| J vs. K | -1.16 | .28 | 1.21 | .27 | 0.731 | .49 | .0684 | .95 |
| I vs. J | 1.11 | .31 | .42 | .69 | .302 | .77 | .687 | .51 |

**just turn angle**

| I vs. K | -0.835 | .71 | .904 | .95 | 0.543 | .6 | 0.597 | .95 |

**UPDATE-CONTROL**

| A vs. B | 0.491 | .84 | -0.775 | .46 | 0.952 | .37 | 2.06 | .073m |

**FOV effect**

| B vs. C | .109 | .92 | -0.0125 | .99 | -0.523 | .62 | -1 | .35 |
| E vs. F | -247 | .81 | 0.409 | .69 | -0.754 | .48 | -0.865 | .42 |
| G vs. H | .432 | .68 | 0.367 | .72 | -0.0324 | .98 | .76 | .47 |

| B vs. E | 1.5 | .18 | -0.634 | .55 | -0.396 | .7 | 1.35 | .9 |

| C vs. F | 1.69 | .14 | -0.667 | .53 | -0.777 | .48 | 2.434 | .81 |
| C vs. H | 0.376 | .72 | 0.182 | .86 | -0.0176 | .99 | 1.31 | .23 |

| E vs. G | -1.66 | .14 | 0.318 | .76 | -0.313 | .76 | -0.89 | .42 |
| F vs. H | -484 | .64 | 0.983 | .36 | 0.802 | .45 | 1.85 | .11 |
| B vs. J | -512 | .79 | 0.362 | .55 | 1.07 | .32 | 0.786 | .46 |

| F vs. J | 1.34 | .22 | 0.0548 | .96 | 0.459 | .87 | 0.569 | .59 |

| J vs. K | 0.152 | .07 | 0.0376 | .75 | -0.223 | .96m | -1.3 | .23 |

| I vs. J | -351 | .74 | -0.215 | .84 | 0.761 | .47 | 0.651 | .54 |

| I vs. K | 1.34 | .22 | -0.602 | .57 | -0.945 | .38 | -0.621 | .55 |

**IGNORE-UPDATE**

| A vs. B | -2.28 | .057m | -0.852 | .42 | -2.01 | .084m | -3.03 | .019* |

**FOV effect**

| B vs. C | 0.672 | .52 | -0.87 | .41 | 0.978 | .36 | 1.5 | .18 |
| E vs. F | -3.28 | .014* | -3.44 | .011* | -1.32 | .23 | -0.912 | .39 |
| G vs. H | -1.8 | .056 | 1.247 | .81 | -0.852 | .54 | -0.384 | .81 |

| C vs. F | 1.8 | .12 | -0.858 | .53 | -0.85 | .42 | -0.0831 | .94 |
| C vs. H | -2.65 | .31 | -1.45 | .19 | -1.27 | .25 | -1.11 | .31 |

| E vs. G | -2.57 | .08m | -2 | -0.08m | -2.8 | .26 | -1.72 | .13 |

| F vs. H | 0.555 | .63 | 0.0555 | .96 | -0.055 | .53 | -0.492 | .84 |
| F vs. J | 1.4 | .7 | 0.982 | .53 | 1.07 | .62 | 1.38 | .1 |

| J vs. K | -2.19 | 0.096m | 2.19 | .24 | 0.096m | .47 | 1.81 | .11 |

| I vs. J | 0.39 | .21 | -1.11 | .28 | 0.978 | .36 | 1.09 | .31 |

Block comparisons marked with a "*" are comparisons between one of the first eight conditions and one of the three follow-up conditions performed afterward. Hence, potential order or learning effects cannot be fully excluded, even though those effects did not reach statistical significance (see subsection 3.3.4). Note that the only consistent effect for the CONTROL condition (top) was a small benefit for an increased FOV (E versus F). Furthermore, there were no significant differences in terms of automatic spatial updating whatsoever (UPDATE-CONTROL, middle). The effects in terms of obligatory spatial updating (IGNORE-UPDATE, bottom) reached significance for the parameters presentation device (HMD versus blinders), FOV, and turning angle.

Visual Cues can be Sufficient for Triggering Automatic, Reflexlike Spatial Updating

Fig. 9. Pointing performance in the HMD condition (block A) of the control experiment showing the typical response pattern for spatial updating. See Figure 3 for further explanation.

view again, did not decrease performance. Only the FOV had a consistent effect on pointing accuracy (blocks B versus C, E versus F, and G versus H). Reducing the FOV via blinders increased configuration error, absolute pointing error, and absolute ego-orientation error by up to 5°. This reduction in pointing accuracy in the baseline trials is even more pronounced than the reduction by 2–3° in the previous experiment, where the FOV was reduced from an unlimited FOV to the same blinders-limited FOV of 40° × 30°. This suggests that the more complex target configuration used in the current experiment did, indeed, lead to clearer differences between the different cue combinations. Compared to the previous experiment, however, we did not observe any clear response-time differences for the different FOVs. This might indicate that the response-time advantage for an unlimited FOV in the previous experiment was caused by the peripheral vision of the targets to point to. It could, however, also be caused by performance trade-offs between response time and pointing accuracy in the control experiment, as only the response time was fed back after each trial and participants might have focused more on responding quickly than on pointing accurately and consistently.

3.3.2 Automatic Spatial Updating. As in the previous experiment, automatic spatial updating was investigated by comparing UPDATE and CONTROL performance for the different cue combinations. The data are compiled in Figure 10, with the corresponding statistical analyses being summarized in Table IV. Figure 10 reveals a small response-time increase especially for the HMD condition (block A). All other dependent measures showed only marginal differences of typically less than 2.5° between UPDATE and CONTROL trials. Furthermore, there were apparently no clear differences between the different cue combinations whatsoever, which is corroborated by the lack of any significant differences in the pairwise t-test presented in Table IV. Taken together, this indicates that for all cue combinations tested, automatic spatial updating was almost as easy and accurate as baseline performance. Hence, we can conclude that photorealistic visual cues from a consistent, landmark-rich environment are under a wide range of simulation parameters sufficient to enable quick and accurate spatial updating. That is, neither the difference between HMD and blinder usage, nor the absence of any vestibular turn cues or any of the parameters FOV, gain factor, turning angle, movement velocity, or discontinuous (jumplike) updating (block I) reduced automatic spatial updating performance consistently. This is in accordance with the previous experiment, which also showed decent automatic spatial updating performance for
all conditions with useful visual information (blocks A–D) and no clear effect of the stimulus conditions for the difference between Update and Control trials. This again, indicates, the power and usability of good visual stimuli for spatial updating, and points toward a visual dominance.

In Update trials of the jump condition (block I), the mental representation of the new orientation had to be instantiated before being able to perform the pointing task. Hence, the response-time difference of approximately 30 ms between Update and Control trials in the jump condition (block I) might be interpreted as the time needed to establish or reanchor a new egocentric representation. If this interpretation was true, 30 ms would indeed be rather quick for such a complex task like changing the orientation of the egocentric representation of the surrounding scene, even though the scene is well known and highly trained. This would call for a highly automatized updating of the egocentric representation. To address this effect directly, however, one might want to compare Update trials to conditions with constant static visual information, i.e., without the in-between flashing of a different orientation as was done in the Control condition.

3.3.3 Obligatory Spatial Updating. As in the previous experiment, the power of the available turn cues for turning our mental spatial representation was investigated by asking participants to ignore all turn stimuli and respond as if still being at the previous orientation. Only if spatial updating was indeed obligatory in the sense of being reflexlike and hard to suppress will Ignore performance be considerably worse than Update performance. The differences between Ignore and Update trials are graphically presented in Figure 10; the corresponding statistical analyses are compiled in Table IV. A first look at the figures shows that under all conditions, ignoring the turn stimuli was considerably harder than using them to Update, as usual. That is, spatial updating was always obligatory and reflexlike. There were, however, systematic differences between the different cue combinations (blocks), which will be elaborated upon as follows. Each subsection is concerned with answering one main question, with the order of the questions being the same as the order of the statistical tests in Table IV.

3.3.3.1 HMD Versus Blinders. The visual cues were easier to ignore when using the HMD than the blinders (block B versus A). All four dependent variables point toward this direction, suggesting that visual cues presented via HMD are less convincing in triggering obligatory spatial updating and turning the mental spatial representation against our own conscious decision. To the best of our knowledge, this is the first study that directly compared spatial updating performance between an HMD and a projection screen. Hence, we can only speculate about the origin of the reduced performance for the HMD condition. Most studies seem to agree, however, that HMDs can cause a number of perceptual distortions. Most prominently, perceived distances are typically largely underestimated and compressed when presented through an HMD (see Creem-Regehr et al. [2003] for an excellent overview). A recent study found a similar compression and underestimation for rotations [Riecke et al. 2005]. Furthermore, using the same VR setup as in the current study, Riecke et al. [2005] showed that the FOV of the HMD was overestimated by more than 100%, where as the FOV of the blinders was estimated almost veridically. Even though we cannot pinpoint the exact reasons for the reduced spatial updating performance for the HMD in the current study, it seems evident that HMDs produce a number of undesirable and hardly understood perceptual distortions. Hence, care should be taken when using HMDs in tasks related to spatial updating.
spatial orientation. Together with the investigation by Riecke et al. [2005], the current study provides some initial evidence that curved projection screens, even when viewed through a vision delimiting device, might be more suitable for presenting ego-motions and enabling good spatial orientation in virtual environments than HMDs.

3.3.3.2 Influence of FOV. Comparing block E and F reveals that turns presented without blinders were considerably harder to ignore (increased response times) and resulted in an increased configuration error, compared to turns with blinders-restricted FOV. That is, the increased FOV seems to render spatial updating more obligatory and reflexlike. This effect was less pronounced for purely visual turns (blocks G versus H). Smaller turns and a gain factor of 1, on the other hand, did not result in any consistent FOV effect (blocks B versus C), potentially due to the simpler task.

3.3.3.3 Influence of Visuovestibular Gain Factors and Vestibular Cues. Comparing spatial updating for different gain factors did not show any clear effect, suggesting that the presence of concurrent vestibular turn stimuli is not required as long as a consistent, landmark-rich visual scene is presented (blocks B versus E, B versus G, E versus G, F versus H, and B versus J, see Table IV). This might be interpreted in the direction that “good” visual cues alone can be fully sufficient for initiating obligatory spatial updating and, hence, enabling good and robust spatial orientation.

3.3.3.4 Influence of Turning Angle and Movement Velocity. Comparing blocks with different yaw ranges showed increased response times, configuration errors, absolute pointing errors, and absolute ego-orientation errors for larger turns (blocks C versus F, C versus H, and J versus F). Not all of these differences reached statistical significance (see Table IV), which might, of course, be due to the limited number of participants. It nevertheless provides a first hint that the turning angle might be a critical variable, as larger turns seem to be considerably harder to ignore than smaller turns. Comparing block J and K reveals considerable performance deficits in all four measurands for block K, where both turning angles and response times were four times larger than in block J, but the average movement duration was the same. Movement velocity is most likely not the cause of the difference, as block F and K differed only in movement velocity and showed virtually the same performance. This corroborates the above argument that larger turning angles are, indeed, harder to ignore and, hence, lead to more obligatory spatial updating.

3.3.3.5 Continuous Versus Discontinuous (Jumplike) Motions. Block I investigated spatial updating performance without any explicit or apparent motion cues whatsoever. We have already seen that this slide-show type presentation of new orientations was as efficient in enabling automatic spatial updating as comparable conditions (e.g., block K). However, will it be sufficient to trigger obligatory spatial updating as well?

Comparing IGNORE and UPDATE performance for block I and K reveals the same response-time increase of more than 500 ms for the IGNORE task, indicating that the IGNORE task is quite hard and rather time-consuming. The configuration error was slightly less pronounced in the discontinuous (jump) condition, whereas the absolute pointing error as well as the absolute ego-orientation error were more pronounced. However, none of these differences reached statistical significance (see Table IV). Taken together, this implies that discontinuous, slide-show type presentations of new orientations are virtually as successful in triggering obligatory spatial updating as are continuous motions to the new orientation. This finding was rather unexpected and awaits further investigations to allow for a comprehensive explanation (cf. section 5).

The observed difference in response time is most likely due to the previously mentioned overall improvement in response time over the course of the experiment.
...
conditions, but not the Control condition. As the only consistent overall learning effect was a decrease in response time in the Update and Ignore conditions, comparisons between the first eight blocks and the three subsequent blocks seem legitimate for the other four dependent variables and for the Control condition in general. To double-check the comparability, the last two blocks of the control study [i.e., the tenth and eleventh block (either J or K)] were also compared using two-sided \( t \)-tests. The statistical analysis showed no significant effect of block order for any of the dependent variables (\( p > 0.05 \)), suggesting that all order effects and learning curves had settled by that time.

4. GENERAL DISCUSSION AND CONCLUSIONS

4.1 Main Experiment

The rapid pointing paradigm introduced in the main experiment allowed response times and accuracies below the values typically observed in the literature, indicating the ease and intuitive usability of our pointing device and the usefulness for spatial updating research. For all conditions with useful visual cues (Block A–D), the typical response pattern for obligatory spatial updating was observed: Update performance was almost as good as Control performance, whereas Ignore performance was considerably worse. This confirms that spatial updating can be reliably quantified with our rapid-pointing paradigm.

This response pattern was found irrespective of concurrent vestibular motion cues, indicating that visual cues alone were sufficient to elicit reflexlike obligatory spatial updating. Furthermore, performance in VR was about as good as performance in its real-world counterpart (as long as the FOV was the same). That is, a simulated, photorealistic view onto a consistent, landmark-rich environment was almost as powerful in turning our mental spatial representation against our own conscious will as a corresponding view onto the real-world. This highlights the power and flexibility of using highly photorealistic VR for investigating human spatial orientation and spatial cognition. Last, but not least, it validates our VR-based experimental paradigm and demonstrates the generalizability of results obtained in this VR setup to comparable real-world tasks.

4.2 Control Experiment

The control experiment was designed to cross-validate as well as extend findings from the main experiment by exploring the influence of further motion and simulation parameters on spatial updating performance. The baseline (Control) condition revealed a performance decrease for reducing the FOV, thus confirming results from the main experiment.

Automatic spatial updating, quantified as the difference between Update and Control performance, however, was completely independent of all parameters varied in the control experiment. That is, as long as participants were presented with a photorealistic view onto the well-known Tübingen market place in VR, they could readily adopt the new orientation and knew immediately where the currently nonvisible landmarks were. It did not matter how the scene was presented, how large the FOV was, or how far they were moved. Even the complete absence of any concurrent vestibular turn stimuli or the discontinuous, jumplike presentation of a new orientation did not prevent participants from being able to indicate quickly and accurately where the surrounding objects of interest were.

Moreover, when participants were asked to ignore all visual cues and point as if not having turned, they were virtually unable to do so successfully: Whenever visual cues were provided, spatial updating proved to be obligatory to the extent that the simulated movement was considerably harder to Ignore than to Update, corroborating the findings from the main experiment.

\[ r = -0.22, r^2 = 0.047, t(62) = 1.75, p = 0.042^* \] for the Update condition and \( r = -0.23, r^2 = 0.051, t(62) = 1.82, p = 0.037^* \) for the Ignore condition.

This difficulty of ignoring the visual scene increased with larger turning angles and for the larger FOV. Conversely, this suggests that a reduced FOV, especially when using an HMD, seems to render the visual motion stimulus less convincing. Actually, all blocks with the same movement range and the same, large FOV (i.e., blocks F, G, H, and K of the control experiment) showed virtually the same performance. That is, if the FOV is large enough, other factors like movement velocity, gain factor, and even discontinuous (jumplike) versus continuous motions do not seem to influence spatial updating performance. This argues against the usage of HMDs and any display with rather limited FOV for applications involving simulated movements of the observer. This supports results from other studies that found similar drawbacks and considerable systematic errors when using HMDs for executing simulated self-rotations [Bakker et al. 1999, 2001; Riecke et al. 2005] as well as for simple navigation tasks [Kearns et al. 2002]. This might also explain the small performance differences observed between the real-world and HMD condition of the main experiment.

Combining the results from the control experiment with the findings from the main experiment, we can conclude that photorealistic visual stimuli of consistent, landmark-rich scenes are clearly sufficient for enabling excellent automatic spatial updating as well as triggering obligatory spatial updating, especially when presented through a large FOV. This was found irrespective of concurrent vestibular turn cues. Even discontinuous, slide-show like presentation of new orientations was sufficient and yielded virtually the same, excellent performance. On the other hand, vestibular cues from smooth turns alone were clearly incapable of initiating obligatory spatial updating, as they could as easily be ignored as they could be used to deliberately update to the new orientations.

This result conflicts with the prevailing opinion that vestibular cues are required or even sufficient for proper updating of ego-turns. Several factors might explain this difference: primarily the immersiveness of our visualization setup and the abundance of natural landmarks embedded in a well-known scene. Furthermore, in the blocks without useful visual cues, the consecutive motions without in-between visibility of the scene might have led to some disorientation, and it is conceivable that participants’ mental representation of the scene somehow faded or was no longer strong and well-anchored.

5. CONTINUOUS VERSUS INSTANT-BASED SPATIAL UPDATING

Apart form the well-known smooth spatial updating induced by continuous movement information, the control experiment also demonstrated a discontinuous, jumplike spatial updating that allowed participants to quickly adopt a new orientation at a given instant of time, without any explicit motion cues and independent of the previous orientation. These slide-show type presentations of new orientations were even sufficient to trigger obligatory, reflexlike spatial updating. Even though further experiments are required to further investigate and corroborate this effect, it already provides a considerable challenge to the prevailing understanding of spatial updating, which cannot convincingly explain the observed data.

Hence, we propose a refinement to our concept of spatial updating by introducing a distinction between the classical continuous spatial updating known from the blindfolded spatial updating literature and a second, complementary spatial updating process that we termed “instant-based spatial updating” that is able to explain the jump condition in the control experiment. In the following, we will elaborate upon this distinction and will try to argue why it might actually make sense to have two spatial updating mechanisms running in parallel.

In the literature, spatial updating is typically investigated in situations that have no reliable landmarks usable for position-fixing, e.g., by blindfolding participants or displaying optic flow only [Farrell and Robertson 1998; Klatzky et al. 1998; May and Klatzky 2000; May 2000; Presson and Montello 1994; Rieser et al. 1982; Rieser 1989; Simons and Wang 1998; Wang and Simons 1999]. Only recently were visual landmark cues integrated in human spatial updating research (e.g., Christou et al. [1999];
Without any available landmarks, only relative or motion information can be used for spatial updating. In blindfolded navigation studies, for example, velocity and acceleration information from the vestibular systems can be used to continuously update the mental spatial representation using path integration. Even proprioception generally provides only relative movement information (e.g., the number of steps traveled). That is, the body senses provide primarily relative information and are thus prone to accumulation errors during path integration. Nevertheless, the literature shows clearly that vestibular and proprioceptive cues are, under many conditions, sufficient to enable automatic spatial updating. As this process is essentially based on path integration, any interruption or impairment due to, e.g., high cognitive load or distractions could potentially yield a completely misaligned mental representation, which would then be useless. Thus, it seems natural to propose a spatial updating process that operates continuously and autonomously and, thus, needs to be highly automated. This is what we refer to as **continuous spatial updating**. Any discontinuity in a spatial updating process based on relative spatial information or motion cues would critically disrupt its usability and reliability. Hence, one might argue that this continuous spatial updating should also be obligatory in the sense of reflexlike and hard-to-suppress.

As continuous spatial updating is based on path integration and leads to increasing alignment errors over time, it seems sensible to propose a second process that can automatically reanchor the potentially misaligned mental representation to the physical surround. We would like to introduce the term **instant-based spatial updating** to refer to this process.

Returning to our initial example, what happens when you are at home at night when the main fuse blows? When walking around in complete darkness trying to find the fuse box or some light source, we become increasingly uncertain about our current ego-position. That is, we still have some intuitive feeling of where we are, but we would not bet a lot on the exact location. The situation changes as soon as we can perceive the location of a known landmark. This instantaneous position-fixing could occur via different sensory modalities: Auditorily, for example the phone could be ringing; haptically, we might touch or run into the kitchen table; visually, somebody else might already have replaced the fuse, or lightning might have lit the room for a fraction of a second. That is, any clearly identifiable spatial cue (landmark) could reanchor our mental representation in an instant, without much cognitive effort or time needed.

This process of automatically realigning or reanchoring our egocentric mental representation to the surround is what we refer to as **instant-based spatial updating**. We use the term **spatial updating** to specify the automatized nature of the transformation process and to distinguish it from more general (nonautomatized) reorientation or self-alignment processes. The term **instant-based spatial updating** was chosen because the process is based on what is perceived at a given instant of time. That is, instant-based spatial updating does not require knowledge of our previous position or orientation with respect to our surround and thus operates, in a sense, in a history-free manner. This is a fundamental difference to continuous spatial updating, which is based on knowledge of the previous position/orientation and a relative motion signal (typically velocity or acceleration) that can be continuously integrated over time to yield a current estimate of the self-to-surround relationships. This distinction between continuous and instant-based spatial updating has recently been incorporated into a theoretical spatial orientation framework [Riecke and von der Heyde 2002].

When locomoting under full-cue conditions, this instant-based spatial updating probably occurs at any instant in time and is thus indistinguishable from continuous spatial updating, as both processes are in close agreement and complement each other. Moreover, they can be considered as a mutual back-up system for the case that one of them fails or does not receive sufficient information. As pointed out earlier, blind navigation is a prototypical example where continuous spatial updating needs to bridge the potentially large gap between possible realignments using instant-based spatial updating.

Conversely, being a passenger in a bus driving over cobblestones, for example, the constant jerks and vibrations render continuous spatial updating by vestibular and proprioceptive cues utterly useless for navigation. Hence, the visual cues will most likely be used for repeated position-fixing via instant-based spatial updating. This redundancy of having two spatial updating processes running in parallel whenever possible is thus quite useful and improves the overall robustness and reliability of human spatial orientation.

Our distinction between continuous and instant-based spatial updating bears some resemblance to Kosslyn's distinction between "shift transformations" and "blink transformations," respectively [Kosslyn 1994]. Shift transformations are responsible for smooth and seemingly continuous transformations of mental images, like object translations and rotations. If, however, "an image object must be transformed a large amount, the image may be allowed to fade and a new one is generated" [Kosslyn 1994, p. 402], which Kosslyn refers to as "blink transformation." Note that shift and blink transformations refer to mental object image transformations that are continuous and discontinuous, respectively. Continuous and instant-based spatial updating, on the other hand, refer to the transformation of the complete mental egocentric spatial representation (i.e., a "scene"), which involves a change in the observer's position and/or orientation. Furthermore, spatial updating is normally automated and reflex-like (obligatory), whereas Kosslyn's image transformations are typically deliberate cognitive processes (i.e., neither automatic nor obligatory). These fundamental differences might explain the often found advantage of self-motions over object motions for the updating of physical as well as imagined rotations [Simons and Wang 1998; Wang and Simons 1999; Simons et al. 2002; Wraga et al. 1999a, 2000, 2004].

We hope that the results presented in this paper and our distinction between continuous and instant-based spatial updating, in particular, will enable us to further elucidate the amazing capabilities of human spatial orientation. Ultimately, knowing what sensory cues are required and/or sufficient for enabling robust spatial orientation and spatial updating, we can apply this knowledge by focusing on simulating those cues in ego-motion simulations with high fidelity, thus devising a perceptually oriented ego-motion simulation paradigm that is truly lean and elegant.
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