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Abstract—Segmentation and delineation of structures of interest in medical images is paramount to quantifying and characterizing structural, morphological, and functional correlations with clinically relevant conditions. The established gold standard for performing segmentation has been manual voxel-by-voxel labeling by a neuroanatomist expert. This process can be extremely time consuming, resource intensive and fraught with high inter-observer variability. Hence, studies involving characterizations of novel structures or appearances have been limited in scope (numbers of subjects), scale (extent of regions assessed), and statistical power. Statistical methods to fuse data sets from several different sources (e.g., multiple human observers) have been proposed to simultaneously estimate both rater performance and the ground truth labels. However, with empirical datasets, statistical fusion has been observed to result in visually inconsistent findings. So, despite the ease and elegance of a statistical approach, single observers and/or direct voting are often used in practice. Hence, rater performance is not systematically quantified and exploited during label estimation. To date, statistical fusion methods have relied on characterizations of rater performance that do not intrinsically include spatially varying models of rater performance. Herein, we present a novel, robust statistical label fusion algorithm to estimate and account for spatially varying performance. This algorithm, Consensus Level, Labeler Accuracy, and Truth Estimation (COLLATE), is based on the simple idea that some regions of an image are difficult to label (e.g., confusion regions: boundaries or low contrast areas) while other regions are intrinsically obvious (e.g., consensus regions: centers of large regions or high contrast edges). Unlike its predecessors, COLLATE estimates the consensus level of each voxel and estimates differing models of observer behavior in each region. We show that COLLATE provides significant improvement in label accuracy and rater assessment over previous fusion methods in both simulated and empirical datasets.
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I. INTRODUCTION

THE primary goal of any labeling process is to provide the most accurate and reliable labels possible with an efficient use of resources. Nevertheless, the most accurate labels that can possibly be achieved from a single rater are often drastically different from the “ground truth” due to the presence of ambiguous pixels, labeling confusion, and error. Thus, it is often desirable to allow several raters (either humans, machines, or both) to collaborate in the segmentation processing. Finding an optimal way to combine the observations from several raters to form a single estimation of the “ground truth” is essential to this task. Here, we are primarily viewing this problem from the perspective of a collection of human raters, but the following discussion and method is equally applicable to semi- or fully-automated methods, such as intensity cluster, atlas registration, etc.

One simple approach that is often used in practice is the idea of a majority vote, where the “ground truth” estimate is obtained by taking the mode label decision at each voxel in the data set [1], [2]. Unfortunately, this approach does not provide any information about the likelihood of the “ground truth” estimate nor does it provide any information about the quality of the raters. In the case of multi-label segmentations, the majority vote rule does not even guarantee the presence of a majority at each voxel. Alternatives to the straightforward majority vote rule include the Borda count [3], strategies for combining classifiers [4], and strategies that take advantage of the fact that certain classifiers are experts in a subset of the full domain [5]–[7]. The concept of performance level estimation has also been investigated [8], [9].

The label fusion problem also arose in the context of statistical machine learning. Kearns and Valiant suggested that a collection of “weak learners” (raters that are only slightly better than chance) could be fused (“boosted”) to form a “strong learner” (a single rater with arbitrarily high accuracy) [10]. This proposal was first proven about a year later [11], and the process of “boosting” became widely practical and popular with the presentation of AdaBoost [12]. Statistical methods using automated results or complete data sets from several different human raters have been proposed to simultaneous estimate (1) the rater performance level and (2) the “ground truth” [13]–[16]. The algorithm presented by Warfield et al. provided a simultaneous estimation of both performance level.
parameters of expert segmentations and an estimation of the “ground truth” [13]. Extensions to this approach were introduced by Rohlfing et al. [15]. These algorithms are based upon a maximum likelihood-maximum a posteriori approach (e.g., Simultaneous Truth and Performance Level Estimation (STAPLE) [14]). When operating under the assumption that the raters performing the segmentations are collectively unbiased and independent, these algorithms increase the accuracy of a single labeling by probabilistically fusing multiple less accurate delineations. These statistical approaches have been widely used in atlas-fusion techniques [17]–[19] and have been extended to handle continuous (scalar or vector) images [20]–[22]

These proposed statistical methods require all raters to label all voxels in the complete data set. This means that each rater can observe each slice in the complete data set exactly once. In order to compensate for these limitations, extensions to the statistically based methodologies were introduced that allow for incomplete and over-complete data sets as well as the use of training data [23]–[26]. The approach proposed by Comnowick et al. [25] introduced a parametric prior that has been shown to prevent label inversion and dramatically improve estimates using partial delineations: Other approaches have introduced a nonparametric prior to decrease the susceptibility to outlier delineations. This method (Simultaneous Truth and Performance Level Estimation with Robust Extensions (STAPLER) [23]) made significant advancements toward performing large scale label fusion. Additional work has been done to show that the robust extensions provided by STAPLER can be applied to accurately estimate the ground truth using minimally trained raters in a web-based collaboration environment [27].

Despite the recent advancements in the field of label fusion, there exists a fundamental limitation in the way that these algorithms compute performance level parameters of the raters and, thus, the estimation of the true segmentation: the observed model of rater behavior used by STAPLE (and its descendents). Intuitively (and empirically—see Fig. 1), raters tend to miss at a very small subset of the actual voxels present in a data set. These voxels tend to be boundary pixels and voxels where the value is ambiguous for one reason or another. This problem manifests itself, in many cases, by creating estimations of the rater performance parameters that are biased towards certain labels.

For example, imagine a truth model where there are only two labels present. One of the labels is the background, which composes a huge percentage of the total data set and the other is a label that is only present as a small circle in the middle of the truth model. Additionally, the only voxels where there is contention about the true label are the voxels that define the boundary between the background and the small label. If the observed model of rater behavior holds, the STAPLE estimate of rater behavior would estimate that the raters are very good at the background label and very bad at the small label, when, in actuality, the problems of the raters are directly related to their ability to delineate the boundary between the labels. Instead of the entire observation, there is a small subset of voxels that determine the quality of the raters, and the consensus voxels should not be as heavily weighted when determining the rater performance parameters. Herein, we present a robust statistical label fusion algorithm through consensus level, labeler accuracy and truth estimation (COLLATE). By simultaneously characterizing and estimating this additional consensus, we capture a more realistic model of rater behavior to more accurately estimate both rater performance and truth labels. The performance of COLLATE is characterized in simulation and with empirical data (i.e., labels provided by human raters).

Throughout this manuscript the terms confusion and consensus will be used to characterize the likelihood that a rater makes a mistake at a given voxel. These polar terms are used as a qualitative description of the quantitative consensus level. For example, a voxel that is determined to have a high consensus level is considered to be a voxel where there is high consensus and low confusion (i.e., it is unlikely that a rater would make a mistake at this voxel). Alternatively, a voxel that is determined to have a low consensus level is considered to be a voxel where this is high confusion and low consensus (i.e., there is a high probability that a rater would make a mistake at this voxel).

This paper is organized in the following manner. In Section II, the COLLATE algorithm is described. Techniques for initializing the algorithm, detecting convergence, and the recommended method of setting the model parameters is described. In Section III, the COLLATE algorithm is compared to traditional STAPLE on a series of experiments and simulations. One of the simulations demonstrates the sensitivity of the data-adaptive

Fig. 1. The inaccuracies of the STAPLE model of rater behavior. A representative slice from the truth model is shown in (A). The expected STAPLE model of rater behavior can be seen in (B). STAPLE operates under the assumption that there is a uniform probability that any given rater would mislabel a given voxel. The observed model of rater behavior can be seen in (C). The primary difference between (B) and (C) is that the human raters showed a clear inclination to mislabel boundary pixels and other ambiguous regions.
priori estimate of the hidden data. Example estimates of the hidden data can be seen in (F), (G), and (H). These images are meant for visual inspection and demonstration of the COLLATE algorithm.

II. Theory

The following derivation of the COLLATE closely follows the approach of Warfield, et al. [14].

A. Problem Definition

As in the Warfield approach, consider an image of \( N \) voxels with the task of determining the correct label for each voxel in that image. Also consider a collection of \( R \) raters that provide an observed delineation for each of \( N \) voxels exactly once. Herein, the index variable \( i \) will be used to iterate over the \( N \) voxels and the index variable \( j \) will be used to iterate over the \( R \) raters. The set of labels, \( \mathbf{L} \), represents the set of possible values that a rater can assign to all \( N \) voxels. Let \( \mathbf{D} \) be an \( N \times R \) matrix describing the labeling decisions of all \( R \) raters at all \( N \) voxels where \( D_{ij} \in \{0,1,\ldots,L-1\} \). Let \( \mathbf{T} \) be a vector of \( N \) elements that represents the true segmentation for all voxels, where \( T_i \in \{0,1,\ldots,L-1\} \).

In addition to the traditional model, consider a vector of \( N \) elements, \( \mathbf{C} \), that represents a characterization of the consensus or confusion of each voxel at one of \( F \) level of possible consensus. All elements in this vector, \( C_i \in \{0,1,\ldots,F-1\} \), indicate whether voxel \( i \) is a voxel of consensus \( (C_i = 0) \) or a voxel of some level of consensus \( (C_i > 0) \). It is important to note that the terms consensus and confusion are polar terms that are describing the same phenomenon from opposite perspectives. As the value of \( C_i \) increases the amount of confusion about voxel \( i \) decreases, while, conversely, the amount of consensus about voxel \( i \) increases. We present theory for a multi-consensus level framework. However, only a closed form solution for the binary consensus level solution is derived. This vector will subsequently be referred to as the “consensus level vector.” The E-M algorithm presented in this paper, will estimate the probability that voxel \( i \) belongs to each consensus level in the E-Step, and these estimated probabilities will be crucial in weighting each voxel when estimating the performance level parameters in the M-Step.

A characterization of the \( R \) raters’ performance is characterized by \( \boldsymbol{\theta} \), where each element, \( \theta_j \), is an \( L \times L \) confusion matrix where each element in the matrix quantifies the probability that rater \( j \) will assign label \( s' \) to a voxel when the true label is \( s \). For reference, the perfect rater would have a confusion matrix of the identity matrix. Let the complete data be \( (\mathbf{D}, \mathbf{T}, \mathbf{C}) \) and let the probability mass function of the complete data be \( f(\mathbf{D}, \mathbf{T}, \mathbf{C} | \boldsymbol{\theta}) \).

B. COLLATE Algorithm

The goal of COLLATE is to accurately estimate the performance level parameters of the \( R \) raters given the rater segmentation decisions, the estimation of the truth, and the estimation of the consensus level vector (see Fig. 2). The estimated performance level parameters will be selected such that they maximize the complete data log likelihood function

\[
\hat{\boldsymbol{\theta}} = \arg\max_{{}\boldsymbol{\theta}} \ln f(\mathbf{D}, \mathbf{T}, \mathbf{C} | \boldsymbol{\theta}).
\]

It is assumed that the segmentation decisions are all conditionally independent given the true segmentation and the performance level parameters, that is \( (D_{ij} | C_i, T_j, \theta_j) \perp \perp (D_{ij'} | C_i, T_j, \theta_{j'}) \forall j \neq j' \). This model expresses the assumption that the raters derive their segmentations of the same image independently from one another and that the quality of the result of the segmentation is captured by the estimation of the performance level parameters.
Our version of the expectation-maximization (E-M) algorithm used to solve (1) is now presented. The complete data used to solve this E-M algorithm is the observed data, \( D \), and the true segmentation of each voxel \( T \) augmented with the consensus level vector, \( C \). The true segmentation \( T \) and the consensus level vector, \( C \), are regarded as the missing or hidden data, and are unobservable. Let \( \theta_j \) be the covariance, or confusion, matrix associated with rater \( j \) and let

\[
\theta = [\theta_1, \theta_2, \ldots, \theta_R]
\]  

be the complete set of unknown parameters for the \( R \) segmentations. Let \( f(D, T, C|\theta) \) denote the probability mass function of the random vector corresponding to the complete data. The complete data log likelihood function is presented as

\[
\ln L_c(\theta) = \ln f(D, T, C|\theta). \quad (3)
\]

The E-M algorithm approaches the problem of maximizing the incomplete data log likelihood function

\[
\ln L(\theta) = \ln f(D|\theta) \quad (4)
\]

by proceeding iteratively with estimation and maximization of the complete data log likelihood function. As the complete data log likelihood function is not observable, it is replaced by its conditional expectation of the observable data \( D \) given the current estimate of \( \theta \). Computing the conditional expectation of the complete data log likelihood function is referred to as the E-step, and identifying the parameters that maximize this function is referred to as the M-step.

In more detail, let \( \theta^{(0)} \) be some initial value for \( \theta \). Then, on the first iteration, the E-step requires the calculation of

\[
Q(\theta|\theta^{(0)}) = E[\ln f(D, T, C|\theta)D, \theta^{(0)}] = \sum_T f(D, T, C|\theta)f(T, C|D, \theta^{(0)}). \quad (5)
\]

The M-step requires the maximization of \( Q(\theta|\theta^{(0)}) \) over the parameter space of \( \theta \). That is, we choose \( \theta^{(1)} \) such that

\[
Q(\theta^{(1)}|\theta^{(0)}) \geq Q(\theta|\theta^{(0)}) \quad (6)
\]

for all \( \theta \). The E-step and the M-step are then repeated as above where at each iteration \( k \), the current estimate \( \theta^{(k)} \), the observed data \( D \) are used to calculate the conditional expectation of the complete data log likelihood function, and then the estimate of \( \theta^{(k+1)} \) is found by maximizing \( Q(\theta|\theta^{(k)}) \). The E- and M-steps are repeated until convergence.

The performance parameters at iteration \( k \) that maximize the conditional expectation of the log likelihood function are given by

\[
\theta^{(k)} = \arg \max_{\theta} E[\ln f(D, T, C|\theta)D, \theta^{(k-1)}] = \arg \max_{\theta} E\left[ \ln \left( \frac{f(D, T, C|\theta)}{f(\theta)} \right) | D, \theta^{(k-1)} \right]. \quad (7)
\]

Thus, on multiplying by \( f(T, C, \theta)/f(T, C, \theta) \)

\[
\theta^{(k)} = \arg \max_{\theta} E\ln f(D, T, C|T, C, \theta) | D, \theta^{(k-1)} \]

\[
\theta^{(k)} = \arg \max_{\theta} E[\ln f(D, T, C|T, C, \theta) | D, \theta^{(k-1)}] \quad (8)
\]

which yields

\[
\theta^{(k)} = \arg \max_{\theta} E[\ln f(D, T, C|T, C) | D, \theta^{(k-1)}] \quad (9)
\]

where \( \theta^{(k)} \) is the estimate of the performance level parameters of the raters after the \( k \)th iteration of the algorithm. The last step operates under the assumption that \( T \) and \( C \) are independent of the performance level parameters, i.e., \( f(T, C, \theta) = f(T, C) f(\theta) \).

1) E-Step: Estimation of the Conditional Expectation of the Complete Data Log Likelihood Function: In this section, the estimator for the unobserved true segmentation is derived. We first derive an expression for the conditional probability density function of the true segmentation and the consensus level vector at each voxel given the raters decisions, and the previous estimate of the performance parameters.

In order to maintain a compact representation of the result, the conditional probability of the true segmentation at each voxel is represented using a common notation for E-M algorithms

\[
W^{(k-1)}_{siC} \equiv f(T_i = s, C_i = \zeta_i | D_k, \theta^{(k-1)})
\]

\[
= f(T_i = s, C_i = \zeta_i) \prod_j f(D_j|T_j = s, C_i = \zeta_i, \theta^{(k-1)}) 
\]

\[
= \sum_{\zeta_i} \sum_{s'} f(C_i = \zeta_i | T_i = s') f(T_i = s) \prod_j f(D_j|T_i = s, C_i = \zeta_i, \theta^{(k-1)}) 
\]

\[
= \sum_{\zeta_i} \sum_{s'} f(C_i = \zeta_i | T_i = s') f(T_i = s) \prod_j f(D_j|T_i = s, C_i = \zeta_i, \theta^{(k-1)}) \quad (10) 
\]

where \( W_{siC}^{(k-1)} \), the weight variable, indicates the probability of the true segmentation at voxel \( i \) being equal to label \( s \), with consensus level value \( \zeta \). This representation is different from the traditional STAPLE representation of the weight variable due to the presence of the consensus level vector. For example, the value described by \( W_{s0i}^{(k)} \) represents the probability that voxel \( i \) is equal to label \( s \) for the \( k \)th iteration and is a voxel that is likely to be confused by a given rater. The matrix constructed by considering this value at all \( N \) voxels and for all \( L \) labels is referred to later as the “consensus map.” The result of augmenting the weight variable with the consensus level vector is that \textit{consensus} voxels are isolated so that they can be weighted less heavily when computing the rater confusion matrices. This results in an unbiased estimate of rater quality where the proportion of a given label in a truth model is significantly less influential than in the STAPLE algorithm.
C. M-Step: Estimation of the Performance Parameters by Maximization

Given the estimated weight variable \( W_{s\triangleleft i}^{(k-1)} \), which represents the conditional probability that the true segmentation of voxel \( i \) is equal label \( s \) with consensus level value \( \zeta \), it is now possible to estimate the rater performance parameters that maximize the conditional expectation of the complete data log likelihood function. Considering each rater separately, we find the parameter estimates \( \theta^{(k)}_j \) by

\[
\theta^{(k)}_j = \arg \max_{\theta_j} \sum_i E \left[ \ln f(D_{ij}|T_i, C_i, \theta_j)|D_j, \theta_j^{(k-1)} \right] 
\]

\[
= \arg \max_{\theta_j} \sum_i \sum_s \sum_\zeta W_{s\triangleleft i}^{(k-1)} \ln f(D_{ij}|T_i, C_i, \zeta, \theta_j) 
\]

\[
= \arg \max_{\theta_j} \sum_{i'\neq i} \sum_{s'} \sum_\zeta W_{s\triangleleft i}^{(k-1)} \ln f(D_{ij}|s' |T_i = s, C_i = \zeta, \theta_j). 
\]

We determined that

\[
f(D_{ij} = s'|T_i = s, C_i = \zeta, \theta_j) 
= (1 - p(\zeta))I(s = s') + p(\zeta)f(D_{ij} = s'|T_i = s, \theta_j). 
\]

(12)

where \( I(s = s') \) is the indicator function. Plugging (11) into (12) yields

\[
\theta^{(k)}_j = \arg \max_{\theta_j} \sum_s \sum_{i'\neq i} \sum_\zeta W_{s\triangleleft i}^{(k-1)} \ln((1 - p(\zeta))I(s = s') 
+ p(\zeta)f(D_{ij} = s'|T_i = s, \theta_j)) 
\]

\[
= \arg \max_{\theta_j} \sum_s \sum_{i'\neq i} \sum_\zeta W_{s\triangleleft i}^{(k-1)} \ln((1 - p(\zeta))I(s = s') + p(\zeta)\theta_{j,v's}). 
\]

Note the constraint that each row of the rater parameter matrix must sum to one in order to be a probability mass function

\[
\sum_s \theta_{j,v's} = 1. 
\]

The rater performance parameters can be maximized through the constrained optimization problem

\[
0 = \frac{\partial}{\partial \theta_{j,v'n}} \left[ \sum_{i'\neq i} \sum_\zeta W_{s\triangleleft i}^{(k-1)} \ln((1 - p(\zeta))I(s = s') + p(\zeta)\theta_{j,v's}) 
+ \lambda \sum_s \theta_{j,v's} \right] 
\]

\[
= \sum_{i'\neq i} \sum_\zeta W_{s\triangleleft i}^{(k-1)} \frac{p(\zeta)}{(1 - p(\zeta))I(n = n') + p(\zeta)\theta_{j,v'n}} + \lambda 
\]

(15)

where \( \lambda \) is a Lagrange multiplier.

In order to represent the solution for \( \theta_{j,v'n} \), there are two cases that need to be considered. First, the \( n \neq n' \) case (off-diagonal) which can be shown to be equal to

\[
\theta_{j,v'n, n\neq n'} = \frac{\sum_i c_{ij} = n' \sum_\zeta W_{s\triangleleft i}^{(k-1)}}{-\lambda}. 
\]

(16)

Up until this point, the theory presented has been for the generic multi-consensus level approach for COLLATE. However, it is more involved to analytically solve for the \( n = n' \) (on-diagonal) case for \( \theta_{j,v'n} \). Function optimization methods (e.g., simplex, annealing, etc.) could be applied to numerically solve for the case of an arbitrary number of consensus levels.

For simplicity of representation in this paper the binary case, where \( \zeta \in \{0, 1\} \) and \( p(1) = 1 - p(0) \), is solved below

\[
0 = \sum_{i'\neq i} \sum_\zeta W_{s\triangleleft i}^{(k-1)} \frac{p(\zeta)}{(1 - p(0)) + p(0)\theta_{j,v'n, n=n'}} 
+ \lambda \]

\[
= \sum_{i'\neq i} \sum_\zeta W_{s\triangleleft i}^{(k-1)} \frac{p(0)}{(1 - p(0)) + p(0)\theta_{j,v'n, n=n'}} 
+ \lambda \]

(17)

The solution for \( \theta_{j,v'n, n=n'} \) was obtained using Mathematica (Wolfram Research, Champaign, IL). For ease of representation, three dummy variables \( a, b, \) and \( c \) are declared below to solve for \( \theta_{j,v'n, n=n'} \)

\[
a = \lambda p(\zeta) 
\]

\[
b = \lambda \left( \sum_\zeta p(\zeta) \right) 
\]

\[
c = \lambda \left( \sum_\zeta p(\zeta) \right) 
\]

(18)

The final solution for \( \theta_{j,v'n, n=n'} \) is

\[
\theta_{j,v'n, n=n'} = -\frac{b \pm \sqrt{b^2 - 4ac}}{2a}. 
\]

(21)

The remaining step is to solve for \( \lambda \). This can be accomplished using the constraint defined in (16), which is redefined below due to the separation of the \( n = n' \) and \( n \neq n' \) cases

\[
\theta_{j,v'n, n=n'} + \sum_{n\neq n'} \theta_{j,v'n, n\neq n'} = 1. 
\]

(22)

Given that both \( \theta_{j,v'n, n=n'} \) and \( \theta_{j,v'n, n\neq n'} \) are functions of \( \lambda \) it is possible, after some algebra, to represent the closed form solution for \( \lambda \). As with the solution for \( \theta_{j,v'n, n=n'} \), three dummy variables are declared to ease the representation of the solution

\[
\alpha = 1
\]

\[
\beta = \sum_{n\neq n'} \sum_\zeta W_{s\triangleleft i}^{(k-1)} 
\]

(23)
method of detecting convergence and the model parameters must be set according to the needs of the application.

1) Initialization: COLLATE can be initialized by either providing an initial estimate of the performance level parameters ($\Theta$) or the true segmentation and consensus level vector (usually implemented as an initial estimation of $W$). In this paper, COLLATE is initialized with an initial estimate of $W$ as the results of a majority vote algorithm. If the data are available, a probabilistic atlas can be used to provide an initial estimate of the true segmentation [28], [29]. If an initial estimate of the true segmentation is provided, then the iterative process of the E-M algorithm begins by calculating the rater performance parameters from the initial estimate of the true segmentation and consensus level vector.

As opposed to providing an initial estimate of the true segmentation, initial estimates of the rater performance parameters can be provided to initialize COLLATE. Previous algorithms [14] have used this strategy for initialization of the E-M algorithm. If there is no prior information about the performance of the raters then the initialization strategy is generally to assume that all raters are of equally high quality. For example, this could be accomplished by setting $\theta_{j,rs} = 0.99$ $\forall j$, $\forall s$. It should be noted that if an initial estimate of the performance parameters is provided then the iterative COLLATE algorithm would begin with an estimation of the true segmentation.

In all of the simulations and empirical experiments presented in this paper, an initial estimation of the true segmentation is used to initialize the COLLATE algorithm.

2) Convergence: As with all E-M algorithms, the COLLATE algorithm presented in this paper is guaranteed to converge to a local maximum. The detection speedup of convergence is a topic that has been explored on multiple occasions [30], [31]. The COLLATE algorithm estimates the performance level parameters, the true segmentation and the consensus level given the input data provided by multiple raters. A close monitoring of any of these parameters would provide a quality method of detecting convergence depending upon the application. In this paper, the desired method of convergence detection is through monitoring the change in the performance level parameters. As suggested in STAPLE, the change in the normalized trace of the estimated performance level parameters is the desired method of convergence detection. We use a threshold of $\varepsilon = 1 \times 10^{-3}$ for all simulations and empirical experiments presented in this paper. The normalized trace calculation is given by

$$\frac{1}{LR} \sum_{j=1}^{R} \text{tr}(\theta_j).$$

(27)

The number of iterations required for convergence generally depends upon the number of coverages and the quality of the data passed to the COLLATE algorithm. In this worst case scenario (i.e., low number of coverages, low quality raters) the algorithm generally converges in around 20 iterations in our experience.

3) Data-Adaptive Priors: There are three different data-adaptive priors that need to be determined in order to perform the COLLATE algorithm. The first prior that needs to be set is $p(C = 0)$ which describes the probability of a rater giving
the incorrect label for a consensus voxel. It is of note that in the binary consensus level case, the \( p(C = 1) = 1 - p(C = 0) \) and describes the probability that the rater reports the correct label for a consensus voxel. In this paper, the values of 0.99 and 0.01 were used for \( p(C = 1) \) and \( p(C = 0) \), respectively.

The second prior that needs to be set is \( f(T_i = s) \). This is equivalent to the prior in the STAPLE algorithm and can be either a global or a spatially varying prior. A spatially varying prior would be optimal in situations when prior knowledge, such as a probabilistic atlas, is available for the given segmentation. In general, this prior can be thought of as simply the probability that voxel \( i \) has associated label \( s \). As a rule of thumb, if explicit spatial information about the true label is available (i.e., information above and beyond the observed data) it should be integrated into this prior. In all of the simulations presented in this experiment no explicit spatial information is provided, thus, a global prior is used, in which \( f(T_i = s) \) is a vector where each element in the vector represents a prior probability for each available label in the segmentation. For notational consistency, we let \( \gamma_s = f(T_i = s) \). In a situation where this quantity is not readily available, this value is found using the input segmentations provided by the labelers

\[
\gamma_s = \frac{1}{N_R} \sum_{j=1}^{R} \sum_{i=1}^{N} I(D_{ij} = s) \tag{28}
\]

where \( I(D_{ij} = s) \) is the indicator function which is equal to 1 when \( D_{ij} = s \) and equal to 0 otherwise.

The final prior that needs to be set is \( f(C_i = \zeta | T_i = s) \), which indicates the probability that a given voxel is consensus or confusion given that the true label is \( s \). As with the parameter \( f(T_i = s) \), this parameter could be a spatially varying prior or a global prior. Again, in all of the simulations and experiments in this paper a global prior is used. In the case of a global prior, let \( \Psi_i \) be a binary variable indicating whether or not voxel \( i \) has been estimated to be confusion (\( \Psi_i = 0 \)) or consensus (\( \Psi_i = 1 \)). In order to calculate the value of \( \Psi_i \) a threshold value of \( \tau = 0.95 \) is used, which indicates the fraction of raters that need to agree in order for a pixel to be estimated to be consensus. The value of \( \Psi_i \) is calculated at each voxel by

\[
\Psi_i = I \left( \max_s \left( \frac{1}{R} \sum_{j=1}^{R} I(D_{ij} = s) \right) > \tau \right) \tag{29}
\]

where \( s \) is a value in the set \( \{0, 1, \ldots, L - 1\} \).

In addition to the calculation of \( \Psi_i \), the binary variable that estimates the status of each voxel (“consensus” or “confusion”), an estimation of the true label is garnered through the majority vote algorithm at each voxel. Let \( K_i \) represent the label estimated through a majority vote algorithm. The value of \( \rho_{\zeta|s} = f(C_i = \zeta | T_i = s) \) is computed by

\[
\rho_{\zeta|s} = \frac{1}{N_s} \sum_{i=1}^{N} I(\Psi_i = \zeta | K_i = s) \tag{30}
\]

where

\[
N_s = \sum_{i=1}^{N} I(K_i = s). \tag{31}
\]

It is important to note that there is no guarantee that these methods of calculating the data-adaptive priors are optimal. Nevertheless, these parameters are meant to provide a basis by which COLLATE uses to compute the estimates of the rater performance parameters and the hidden data. Instead of constructing two separate priors (as presented above), it would accomplish a similar goal to use a single spatially varying prior as previous work has suggested [14]. In this case, the estimation of consensus/confusion would be integrated implicitly into the spatially varying prior. We felt that exposing two separate priors made the estimation of confusion level and the various opportunities for implementation more explicit. The implementation of the data adaptive priors was meant to be as simple as possible.

### III. METHODS AND RESULTS

#### A. Terminology

In the following results and methodologies presented in this section, several simulations and experiments are presented. These simulations range from a model that matches the COLLATE rater behavior model to an empirical experiment that uses data acquired from human raters. In order for the presentation to be as clear and consistent as possible it is necessary to define some terminology.

- **A label** is an integer valued category assigned to an anatomical location.
- **A rater** is an entity (real or simulated) that reports or observes labels.
- **An observation** is the result of a single rater observing all labels in a given slice (i.e., assigning an integer value to all pixels/voxels in an image).
- **A coverage** is the result of a single rater making exactly one observation of each available slice in the set.
- **A truth model** defines the true labels for all voxels/pixels in all of the available slices. If the slices are the output of a simulation then the truth model is generally known. For empirical data the truth model is the result of an anatomical expert carefully providing a label for each voxel.
- **A generative model of rater behavior** defines the way in which a label fusion algorithm (e.g., STAPLE, COLLATE) models the decision-making process of a given rater.
- **The consensus level vector** is the aspect of the true segmentation that is introduced by the COLLATE algorithm. This vector is fully integrated into the estimation process. The probability that a given voxel is in each consensus level is estimated and this estimated probability is used to determine the weighting of each voxel in the determination of the performance level parameters.
- **A consensus map** is a property specific to the COLLATE algorithm that defines the regions in a specific slice where consensus/confusion is present. This concept is a byproduct of that fact that we are using binary consensus levels, as it dramatically simplifies the representation of the estimated consensus levels. The consensus map is derived from the estimated consensus level vector in the weight variable, \( W_{\text{est}}^{(k)} \). Mathematically, this is defined as \( \sum_{i=0}^{L-1} W_{\text{est}}^{(k)} I_{\text{est}}^{(k)} \), where it defines the amount of weight
in the in \( C = 0 \) consensus level. All of the values of the consensus map are \( \in [0, 1] \), where 0 (black) is referred to as “full consensus” and 1 (white) is referred to as “full confusion.” The consensus map can be thought of as the continuous probability that each voxel is a voxel of confusion.

- A **confusion region** is the collection of high-valued pixels/voxels in the consensus map.
- A **confusion matrix** is an \( L \times L \) matrix where each element in the matrix defines the probability that a rater would label a voxel with label \( s \) given that the true label is \( s' \) in high valued regions of the consensus map. As previously defined, the confusion matrix for rater \( j \) is \( \theta_j \).

This terminology will be used consistently in the following simulations and empirical experiments.

### B. Implementation and Evaluation

COLLATE and all simulations were implemented in MATLAB (Mathworks, Natick, MA). The implementation used to produce the results seen in this paper is available via the “MASI Label Fusion” project on the Neuroimaging Informatics Tools and Resources Clearinghouse (NITRC, http://www.nitrc.org/projects/masi-fusion). For all simulations and experiments, both STAPLE and COLLATE use a global prior for the label probabilities [see (28)]. COLLATE uses a global prior for the fraction of each label that are in consensus [see (30)]. Additionally, for all simulations both COLLATE and STAPLE analyze the entire truth model when performing the estimation procedure (i.e., no regions of interest are considered [32]).

The empirical data presented in this paper was gathered using the WebMill interface (https://brassie.ece.jhu.edu/Home) [23], [27], [33]. For data contributed by human raters detailed instructions about the labeling procedure were provided to the raters. All human raters were required to perform at least one practice labeling before proceeding to the actual labeling data. All studies were run on a 64 bit quad-core 3.07 GHz desktop computer with 13 GB of RAM, running Ubuntu 9.04.

When results are presented, the resulting truth model, performance level (confusion matrices) and consensus map estimations are presented. In situations where the true confusion matrix for the model is known, the accuracy of the estimations is presented. Otherwise, a comparison between the resulting STAPLE confusion matrix and COLLATE confusion matrix are presented for visual comparison. In all of the simulations the accuracy of the estimated truth labels is presented for varying numbers of coverages as the fraction of pixels correct in the confusion region. For the empirical simulation the “ground truth” provided by an expert anatomist is provided for visual comparison with the COLLATE truth estimation.

### C. Simulation 1: Simulation Using Collate Model of Rater Behavior

The first simulation (Fig. 3) used simulated raters that are nearly identical to the COLLATE model of rater behavior. This means that the consensus map is clearly defined to be low valued outside of the square in the middle of the truth model and high valued inside of the square. The truth model consists of 50 slices of size \( 100 \times 100 \) pixels. A collection of 20 simulated raters were created that are described by confusion matrices with constant valued diagonals. The diagonal values for the raters were linearly spaced between 0.45 and 0.65. Thus, the raters from this simulation were slightly better than chance as there were five labels on the truth model. For all slices the size of the confusion region was held constant at 10%.

The purpose of this simulation was to assess the accuracy of COLLATE in a model where there exist well-defined regions of the image where raters are very accurate and other regions where they are only slightly more accurate than chance. The accuracy of truth estimation and the confusion matrices is assessed and compared to the accuracy of STAPLE as a reference point. The accuracy of these estimations was assessed by varying the number of coverages (from 3 to 20) passed to COLLATE. An estimate of the consensus map is provided for eight coverages with 25 Monte Carlo iterations.

Fig. 3(a) represents an example slice from the truth model used in this simulation. Note that the “white” label present in the confusion region (i.e., the light-gray to white area of the consensus map) is not present in the consensus region (i.e., the dark-gray to black area of the consensus map). This was included because of the apparent problem with the STAPLE algorithm for small labels [18], [23], [27]. The reason for this problem is that the limited data used to estimate the performance level parameters for small labels tends to increase the likelihood for label inversion. It is of note that both the parametric prior approach proposed by Commowick et al. [25] and the non-parametric prior proposed by Landman et al. [23] have decreased the likelihood of witnessing label inversion on small labels. Fig. 3(b) and (c) represent example observation made by the simulated raters with diagonal values of 0.45 and 0.65, respectively. Fig. 3(d) represents the labels generated by STAPLE using eight coverages. As clearly evident, the presence of the small white label and the poor accuracy of the raters in the confusion region cause STAPLE to converge to an estimate that does not match the truth model. Fig. 3(e) represents the COLLATE truth estimation which does not suffer from the same failures as the STAPLE estimation. Due to the introduction of the consensus map and the new generative model of rater behavior, COLLATE is able to converge to the correct answer despite the small label and poor labeling accuracy in the confusion region. Fig. 3(g) and (h) show the accuracy of COLLATE and STAPLE for the simulation with varying numbers of coverages. The results shown in Fig. 3(g) indicate that the COLLATE truth estimation is consistently more accurate in the confusion region than the STAPLE estimate. Additionally, due to label inversion, STAPLE converges to the incorrect truth estimate while COLLATE converges to the correct truth estimate. The results shown in Fig. 3(h) show that COLLATE is able to converge to the confusion matrices that match the simulation model, while, not surprisingly, STAPLE converges to a significantly different approximation of the confusion matrices.

### D. Simulation 2: Data Adaptive Prior Sensitivity

The next simulation (Figs. 4 and 5) was constructed by creating a truth model that is equivalent to the model seen in Fig. 3. The truth model consists of 50 slices of size \( 100 \times 100 \) pixels.
Fig. 3. Results for simulation 1 using the COLLATE model of rater behavior. A representative slice from the truth model can be seen in (A). The STAPLE estimate using eight coverages can be seen in (D). The COLLATE estimate using the same observations can be seen in (E). Note the improvement of the estimate seen in (E) over the estimate seen in (D). The estimated consensus map can be seen in (F). These are the expected results given the behavior of the raters seen in (B) and (C). The truth estimation accuracy comparison of the two algorithms in the confusion region for varying numbers of coverages can be seen in (G). The confusion matrix accuracy comparison for varying number of coverages can be seen in (H). The gray bars seen on (G) and (H) correspond to the number of coverages used in the estimations seen in (D), (E), and (F).

A collection of 20 simulated raters were created that were described by confusion matrices with constant valued diagonals. The diagonal values for the raters were linearly spaced between 0.55 and 0.75. Note that despite the low diagonal confusion matrices the raters are still significantly better than chance as there are five labels present on the truth model. Each rater observed one coverage of the truth model.

The purpose of this simulation was to quantify the sensitivity of COLLATE with respect to the \( f(C_i = \mathbb{I}[T_i = s]) \) data adaptive prior. This simulation is broken up into two parts. The first part (Fig. 4) maintains a constant confusion region (50%) and varies the data adaptive prior. The second part (Fig. 5) focuses on the algorithm’s ability to estimate the confusion prior by varying the size of the confusion region (5%–95%). For both parts, the accuracy of the estimated labels is represented as a percent improvement over the STAPLE estimate of the same truth model. A truth model was created such that varying the fraction of the image that represents a confusion region is straightforward. For both parts of the simulation a random subset of six raters (six coverages) was chosen to construct the estimates with 10 Monte Carlo iterations.

Fig. 4(a) and (b) represent the results for a constant 50% confusion region for the truth estimation and confusion matrix accuracy, respectively. These results show that, as expected, the ideal result is obtained when the estimate of the fraction confusion is equal to the actual fraction confusion. An underestimate has little effect on the accuracy of the results for the truth estimation, but causes the confusion matrix accuracy to decrease. An overestimate of the confusion region drastically affects the accuracy of both the truth estimation and the confusion matrix estimation. Nevertheless, regardless of the data adaptive prior, the COLLATE estimates are consistently better than the estimates obtained by STAPLE. Additionally, confusion matrix accuracy of the STAPLE estimate is consistently different than the confusion matrices used in the simulation as the STAPLE rater behavior model does not take into account the consensus map introduced by the COLLATE algorithm. These results are present on Fig. 3(b) to emphasize the differences between the two generative models of rater behavior.

Fig. 5(a) and (b) represent the results for varying confusion region size. The size is varied between 5% and 95%. The results show that as the confusion region increases toward full confusion, the COLLATE truth estimate and STAPLE truth estimate [Fig. 5(a)] converge to the same accuracy level. This is due to the fact that if the confusion region represents the entire image, then the COLLATE and STAPLE models of rater behavior are equivalent. Fig. 5(b) shows that, regardless of the confusion region size, the accuracy of the COLLATE confusion matrix estimates remains approximately constant, while the STAPLE estimate increases in accuracy until a large confusion region is present, in which case the COLLATE and STAPLE confusion matrix estimates are of approximately equal accuracy.
E. Simulation 3: Simulation Using Boundary Random Raters

The third simulation (Fig. 6) emulates a reliable model of rater behavior by simulating raters that only miss by inaccurately labeling the boundary between two adjacent label regions. This approach is slightly different than previous boundary random rater simulations [24] where each boundary pixel had a 50% chance of being chosen incorrectly. The truth model for this simulation consists of 50 slices of size 100 × 100 pixels. Once again, a collection of 20 raters were used to observe the truth model slices, however, the raters were designed to only miss at the boundaries and only assign the labels in the adjacent regions to each boundary. This was accomplished by identifying the boundary pixels and applying a “shift” amount (positive or negative) to each boundary pixel. A random number was drawn from a Gaussian distribution, where the standard deviation of the distribution was determined by the quality of the rater. The standard deviations ranged from 1.2 to 3.26 for the best and worst raters respectively.

This simulation assesses the accuracy of the estimates returned by the COLLATE algorithm in a model that closely approximates the way that human raters observe truth models. The accuracy of the truth estimations was assessed for various numbers of coverages, ranging from 3 to 20. Due to the fact that the confusion matrices do not precisely correspond to the proposed generative model of rater behavior, a visual comparison is presented for the COLLATE and STAPLE estimations. Twenty-five Monte Carlo iterations were used. As with the second simulation, an estimated consensus map is provided for eight coverages.

Fig. 6(a) represents the truth model used for this simulation. Fig. 6(b) and (c) are representative observations made by a high quality rater and a low quality rater, respectively. Fig. 6(d) and (h) show the STAPLE estimation of the true labels and an example confusion matrix after eight coverages. Upon visual inspection it is evident that STAPLE has incorrectly placed the magenta label. The reason for this problem is due to label inversion, which can be seen in the fourth column (which corresponds to the magenta label) of the confusion matrix in Fig. 6(h). Label inversion occurs when the confusion matrix estimation indicates when a rater assigns a label other than the intended label [23]. This can have catastrophic effects on the truth estimation as it can cause large regions of the estimation to have incorrect label values. Recent work has focused on the
Fig. 6. Results for simulation 3 using boundary random raters. A representative slice from the truth model can be seen in (A). The numbers on (A) identify the numbers corresponding with the given labels so that the confusion matrix representations can be fully understood. (B) and (C) represent example observations of the slice seen in (A). The STAPLE estimate using eight coverages can be seen in (D). The COLLATE estimate using the same observations can be seen in (E). Note the improvement of the estimate seen in (E) over the estimate seen in (D). The estimated consensus map can be seen in (F). These are the expected results given the behavior of the raters seen in (B) and (C). The truth estimation accuracy comparison of the two algorithms in the confusion region for varying numbers of coverages can be seen in (G). The gray bar indicates the number of coverages corresponding to the estimates seen in (D), (E), (F), (H), and (I). An example confusion matrix from a single rater from the STAPLE estimate and the COLLATE estimate using eight coverages can be seen in (H) and (I), respectively.

The label inversion problem and both parametric and nonparametric priors have been proposed that have been shown to prevent label inversion [23], [25]. On the other hand, the COLLATE estimates of the true labels, consensus map and example confusion matrix can be seen in Fig. 6(e), (f), and (i), respectively. The COLLATE estimate does not suffer from the same label inversion problem.

COLLATE estimates the rater to have a nearly constant diagonal confusion matrix. This makes logical sense as the raters were not designed to be biased towards certain labels. The reason for this benefit is due to the modified generative model of rater behavior, which serves to normalize the size of the labels in the confusion matrix estimation. In this simulation, the STAPLE confusion matrix estimations largely depend on the size of the region associated with a given label. The reason for this is the fact that larger regions have significantly more consensus voxels. Thus, due to the STAPLE model of rater behavior, the performance level estimations for a given label will be largely dependent on the size of the label in this simulation [see Fig. 6(h)]. On the other hand, COLLATE removes this dependence by weighting the voxels based upon the estimated consensus levels. It is of note that if modifications were made to the traditional STAPLE algorithm (i.e., spatially varying prior, or specifying a region of interest) this dependence may be reduced. The accuracy of the truth estimations with respect to number of coverages is presented in Fig. 6(g). As with the second simulation, the COLLATE estimates are of consistently higher accuracy and lower standard deviation than the estimates provided by STAPLE. Note that the y-axis on this plot is the fraction of pixels correct in the confusion region only. The fraction correct would be significantly higher if the consensus regions were included, however, the pixels of interest in the COLLATE model are the pixels where there is confusion about the true label, and thus, only the pixels in the confusion region are considered.

F. Empirical Experiment: COLLATE/STAPLE Comparison Using Delineations by Human Raters

The empirical experiment presented in Fig. 7 compares the accuracy of the COLLATE and STAPLE algorithms on data generated by human raters. The truth model for the empirical consisted of 10 slices of 70 × 110 pixels. These slices were selected from a whole-brain scan (182 × 218 × 182 voxels) of a healthy individual (after informed written consent) that was cropped to isolate the posterior fossa. A specific region of the
brain was isolated (i.e., the posterior fossa) to simplify the labeling process and allow a large collection of data to be collected in a relatively short amount of time. A collection of eight raters each performed a single coverage using the online WebMill system. The task defined for each rater was to label the sagittal cross-section of a cerebellum. Five different colors were assigned to five different regions of the cerebellum. The color blue was assigned to Lobules I–V (upper lobe), green was assigned to Lobules VI–VII (middle lobe), magenta was assigned to Lobules VIII–X (lower lobe), red was assigned to the Corpus Medullare White Matter and Yellow was assigned to the Vermis. All background pixels were assigned the color white. The raters observed the slices by applying the labels directly to the high resolution Magnetization Prepared Rapid Acquired Gradient Echo (MPRAGE) sequence. While performing each observation a reference image was placed in the top right corner to visually remind the raters of the task to be performed.

The spatial homogeneity and overlap are particularly important when comparing segmentations gathered using clinical data. Thus, the Dice and Jaccard similarity coefficients were used when comparing the accuracy of the truth label estimations acquired from the algorithms. The Dice Similarity Coefficient (DSC) [34] is an often used metric when comparing the spatial overlap between two vectors. The DSC is defined as \(2|A \cap B|/(|A| + |B|)\) where \(|A|\) and \(|B|\) represent the area of regions A and B, respectively. The Jaccard Similarity Coefficient [35] is another commonly used metric when defining the spatial overlap between two vectors. The Jaccard Similarity Coefficient (sometimes called the Jaccard Index) is defined as \(|A \cap B|/|A \cup B|\) where \(|A|\) and \(|B|\) have the same meaning as seen in the DSC definition.

Fig. 7 illustrates both that COLLATE can accurately fuse the labels from multiple raters, but also that it can outperform STAPLE. Fig. 7(a) presents a representative slice from the truth model that was created by an expert neuroanatomist. Fig. 7(b) and (c) represent the STAPLE and COLLATE estimations of the true labels by fusing the labels from eight raters. Fig. 7(b) contains several mislabels around the outside boundary of the estimation and inaccurately extends the corpus medulare. It is important to note that these errors are due to partial label inversion. This problem manifests itself in
Fig. 8. Results for simulation 4 using STAPLE model of rater behavior. A representative slice from the truth model can be seen in (A). (B) and (C) represent example observations of the slice seen in (A). The STAPLE estimate using eight coverages can be seen in (D). The COLLATE estimate using the same observations can be seen in (E). The true consensus map can be seen in (F). The mean COLLATE estimate is slightly better for low numbers of coverages, but both COLLATE and STAPLE converge to the same accuracy level for seven or more coverages. The confusion matrix accuracy comparison for varying number of coverages can be seen in (G). The gray bars seen on (G) and (H) correspond to the number of coverages used in the estimations seen in (D), (E), and (F).

Lastly, the range of Jaccard and Dice Similarity coefficient values for the 10 slices used in this experiment were computed for both the COLLATE estimates and the STAPLE estimates of the true labels. These ranges can be seen in the two plots in Fig. 7(g). A paired t-test was performed on both the Jaccard and Dice similarity coefficients and the resulting p-values were found to be less than 0.001 for both similarity metrics. This indicates that there is significant improvement gained by using COLLATE on empirical data.

G. Simulation 4: Simulation Using STAPLE Model of Rater Behavior

The fourth, and final, simulation (Fig. 8) presented in this paper assesses the accuracy of the COLLATE algorithm when using a model that matches the STAPLE generative model of rater behavior. Note that this is equivalent to a COLLATE truth model that has a true consensus map that is all confusion. The truth model consists of 50 slices of 100 x 100 pixels. The truth model used in this simulation is identical to the model used in Simulation 1 except that the raters miss uniformly throughout the volume. A collection of 20 simulated raters were created that are described by confusion matrices with constant valued diagonals. The diagonal values are linearly spaced from 0.45 to 0.65 for the worst and best rater, respectively.
The purpose of this simulation was to quantify the accuracy of COLLATE when the STAPLE model of rater behavior is fully accurate. As with the previous simulations, the accuracy of the truth estimations and confusion matrix estimations was assessed and compared to the results from the STAPLE algorithm. This was accomplished by varying the number of coverages used to perform the estimations (from 3 to 20 coverages). Ten Monte Carlo iterations were used to approximate the mean and standard deviation of the estimation accuracy. As with the previous simulations, an estimation of the consensus map is provided for eight coverages.

Fig. 8(a) shows an example truth model used in the simulation. Fig. 8(b) and (c) are representative observations of the truth model. Fig. 8(d) and (e) represent STAPLE and COLLATE truth estimations. Upon visual inspection it appears that they are essentially equivalent. The estimated consensus map can be seen in Fig. 8(f). The true consensus map would be fully “white,” indicating that all of pixels are in the confusion region. By chance, there are several pixels where raters agree, so the consensus map contains several isolated pixels where some level of consensus is present. Fig. 8(g) and (h) represent the accuracy of the truth estimations and confusion matrix estimations for COLLATE and STAPLE. The average accuracy of the truth estimations [Fig. 8(g)] by COLLATE is slightly (%0.005) better than the STAPLE estimations for low numbers of coverages. However, by approximately seven coverages the STAPLE and COLLATE estimates converge to the same level of accuracy. Due to the inaccuracies of the consensus map estimation, the COLLATE estimations of the confusion matrix are less accurate than the STAPLE estimations for all numbers of coverages. Nevertheless, it should be considered that these differences are only on the magnitude of approximately 0.1% for seven or more coverages.

IV. DISCUSSION AND CONCLUSION

Herein, we presented an algorithm, COLLATE, for fusing a collection of rater label observations to estimate the consensus level, labeler accuracy and truth labels. COLLATE 1) provides significant improvement over previously developed algorithms, 2) more accurately reflects the realistic rater behavior as seen when human raters segment medical image data, and 3) results in nominal degradation when the rater assumptions are violated (Figs. 7 and 8). Initialization parameters, detection of convergence and other model parameters are clearly defined.

Like its predecessors, COLLATE takes a collection of input observations from a group of raters (human or otherwise) and simultaneously estimates the truth labels and the rater performance parameters (“labeler accuracy”). However, COLLATE also estimates the consensus level of each voxel, which can be viewed as an inherent property of each voxel that determines the likelihood that a given rater would be confused about the label associated with a given voxel. The algorithm presented in this paper is formulated as an instance of the expectation-maximization (E-M) algorithm [30], [36]. As with STAPLE, the decisions of each rater are directly observable, the hidden true segmentation is an integer-valued array corresponding to the label decisions at each voxel. The hidden data in the COLLATE algorithm is augmented with a “consensus level vector” which describes the consensus level of each voxel. The labeler accuracy is iteratively estimated until convergence and is represented in the form of a confusion matrix for each rater. In often used E-M terminology, the complete data consists of the rater decisions, which is given, and the true segmentation and “consensus level vector” which are iteratively estimated. In order to perform this estimation, the conditional probability of the hidden true segmentation and the “consensus level vector” is evaluated given the rater decisions and the previous estimate of the rater confusion matrices. Convergence to a local maximum is guaranteed. As with previous algorithms, COLLATE is straightforward to apply to medical imaging data acquired from human raters or automated algorithms.

The sensitivity of the consensus-based priors was analyzed for varying confusion region sizes and estimates of the confusion region size. The sensitivity was captured by comparing the accuracy of both the COLLATE truth estimate and confusion matrix parameters to that of STAPLE. Optimal estimations are obtained when priors match the truth model; however, our analysis also indicates that when the confusion region size prior is underestimated the accuracy of the results are significantly better than when the confusion regions size prior is overestimated.

COLLATE is able to accurately estimate the quality of the raters and does not suffer from commonly encountered problems with STAPLE, such as label inversion. For small confusion region sizes, COLLATE significantly outperforms STAPLE for both the truth label accuracy and the confusion matrix accuracy. For large confusion region sizes, COLLATE and STAPLE converge to the same accuracy level. The benefits of the estimated “consensus level vector” are demonstrated in the differences in the estimated confusion matrices—which reflect a more “physical” characterization of failure likelihood. In the COLLATE estimates, likelihood of error is not biased by the area of the region being labeled.

In this paper, both COLLATE and STAPLE utilize strictly global priors when estimating the true segmentations and the performance level parameters. However, one could use a spatially varying prior instead of a global prior for $f(T_i = s)$. A spatially varying prior has the potential to prevent some of the poor STAPLE segmentation estimations that are presented in this paper (e.g., Fig. 6). Nevertheless, simply implementing a spatially varying prior does not make COLLATE and STAPLE equivalent. COLLATE makes an iterative estimate of the consensus level of each voxel. Voxels that are in high consensus are de-weighted when calculating the performance level parameters. Regardless of whether a global or spatially varying prior was used, STAPLE would consider all voxels to have an equal impact on the calculation of the performance level parameters. Thus, if a given label is present in multiple consensus levels (such as Fig. 3) the final STAPLE estimation of the performance level estimations would be artificially high in the regions where there is significant confusion.

Another modification to STAPLE, proposed by Rohlfing et al. [32], is to select only voxels that are not in consensus when performing the statistical fusion. In some cases, selecting a subset of the total voxels makes the STAPLE model of rater behavior significantly more appropriate and accurate. For the
binary consensus level case seen in this paper, the dramatic improvement by COLLATE over STAPLE would certainly be lessened. In some cases, the regions of consensus and confusion are clearly defined and easily detected (e.g., the simulation presented Fig. 3). In this scenario, COLLATE with binary consensus levels is essentially equivalent to performing STAPLE only over the confusion region. Nevertheless, COLLATE provides a framework for integrating any number of consensus levels directly into the estimation process without the need to perform any preprocessing to determine a reasonable region of interest for processing. This framework is the primary contribution of this paper and we feel that this new perspective on the problem will provide fascinating avenues for continuing research.

COLLATE, as presented, operates under the assumption of voxelwise independence. However, this premise could be relaxed in exactly the same manner as has been done with STAPLE using a Markov random field (MRF) model to regularize the label probability fields [14]. The MRF approach would model the conditional dependence of a given voxel on the voxels in a local neighborhood to be equal to the conditional dependence of that voxel on the rest of the voxels in the volume.

We suggest that COLLATE would be amenable to an application of the mean field approximation. The iterative mean field approximation has been widely examined [37] and has been used in diverse applications, e.g., [38], [39]. Essentially, the approximation is achieved by estimating the mean value of the true segmentation (e.g., the mean of $\mathbb{W}_{\text{MEAN}}^{(k)}$) and adding local neighborhood conditional dependence to the exponentiated voxelwise independence estimate

$$\mathbb{W}_{\text{MEAN}}^{(k)} \leftarrow \frac{1}{Z} \exp \left( \ln f(C_i = \zeta | T_i = s) + \ln f(T_i = s) + \ln \prod_j f(D_{ij} | T_i = s, C_i = \zeta, \theta^{(k)}) + \sum_{\zeta} \sum_{s} \sum_{m} \sum_{n} J_{mn} \mathbb{W}_{\text{MEAN}}^{(k-1)} \right)$$

(32)

with

$$\sum_{s} \sum_{\zeta} \mathbb{W}_{\text{MEAN}}^{(k)} = 1$$

(33)

where $\mathbb{W}_{\text{MEAN}}^{(k)}$ is the mean field estimate of the conditional probability that voxel $i$ has label $s$ given the voxel’s surrounding label values. $J_{mn}$ is an $L \times L$ matrix describing the spatial relation between label $s$ and label $n$. $Z$ is a normalizing constant for the estimate. This MRF can easily be appended to the voxelwise independent implementation that is seen in (10). The expression seen in (32) shows the calculation at iteration $k$ of the mean field estimate.

For clarity in comparison with the STAPLE theory, the benefits of the mean field approximation MRF are not explored in this manuscript. However, the benefits of the MRF implementations have been widely documented [14], and the inclusion of spatial dependence will certainly be a fascinating topic of future research.
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Abstract—Segmentation and delineation of structures of interest in medical images is paramount to quantifying and characterizing structural, morphological, and functional correlations with clinically relevant conditions. This established gold standard for performing segmentation has been manual voxel-by-voxel labeling by a neuroanatomist expert. This process can be extremely time consuming, resource intensive and fraught with high inter-observer variability. Hence, studies involving characterizations of novel structures or appearances have been limited in scope (numbers of subjects), scale (extent of regions assessed), and statistical power. Statistical methods to fuse data sets from several different sources (e.g., multiple human observers) have been proposed to simultaneously estimate both rater performance and the ground truth labels. However, with empirical datasets, statistical fusion has been observed to result in visually inconsistent findings. So, despite the ease and elegance of a statistical approach, single observers and/or direct voting are often used in practice. Hence, rater performance is not systematically quantified and exploited during label estimation. To date, statistical fusion methods have relied on characterizations of rater performance that do not intrinsically include spatially varying models of rater performance. Herein, we present a novel, robust statistical label fusion algorithm to estimate and account for spatially varying performance. This algorithm, CONsensus Level, Labeler Accuracy and Truth Estimation (COLLATE), is based on the simple idea that some regions of an image are difficult to label (e.g., low contrast areas) while other regions are intrinsically obvious (e.g., centers of large regions or high contrast edges). Unlike its predecessors, COLLATE estimates the consensus level of each voxel and estimates differing models of observer behavior in each region. We show that COLLATE provides significant improvement in label accuracy and rater assessment over previous fusion methods in both simulated and empirical datasets.

Index Terms—Consensus level, labeler accuracy and truth estimation (COLLATE), data fusion, delineation, labeling, parcellation, simultaneous truth and performance level estimation (STAPLE), statistical analysis.

I. INTRODUCTION

The primary goal of any labeling process is to provide the most accurate and reliable labels possible with an efficient use of resources. Nevertheless, the most accurate labels that can possibly be achieved from a single rater are often drastically different from the “ground truth” due to the presence of ambiguous pixels, labeling confusion, and error. Thus, it is often desirable to allow several raters (either humans, machines, or both) to collaborate in the segmentation processing. Finding an optimal way to combine the observations from several raters to form a single estimation of the “ground truth” is essential to this task. Here, we are primarily viewing this problem from the perspective of a collection of human raters, but the following discussion and method is equally applicable to semi- or fully-automated methods, such as intensity cluster, atlas registration, etc.

One simple approach that is often used in practice is the idea of a majority vote, where the “ground truth” estimate is obtained by taking the mode label decision at each voxel in the data set [1], [2]. Unfortunately, this approach does not provide any information about the likelihood of the “ground truth” estimate nor does it provide any information about the quality of the raters. In the case of multi-label segmentations, the majority vote rule does not even guarantee the presence of a majority at each voxel. Alternatives to the straightforward majority vote rule include the Borda count [3], strategies for combining classifiers [4], and strategies that take advantage of the fact that certain classifiers are experts in a subset of the full domain [5]–[7]. The concept of performance level estimation has also been investigated [8], [9].

The label fusion problem also arose in the context of statistical machine learning. Kearns and Valiant suggested that a collection of “weak learners” (raters that are only slightly better than chance) could be fused (“boosted”) to form a “strong learner” (a single rater with arbitrarily high accuracy) [10]. This proposal was first proven about a year later [11], and the process of “boosting” became widely practical and popular with the presentation of AdaBoost [12]. Statistical methods using automated results or complete data sets from several different human raters have been proposed to simultaneous estimate (1) the rater performance level and (2) the “ground truth” [13]–[16]. The algorithm presented by Warfield et al. provided a simultaneous estimation of both performance level Digital Object Identifier 10.1109/TMI.2011.2147795
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parameters of expert segmentations and an estimation of the “ground truth” [13]. Extensions to this approach were introduced by Rohlfing et al. [15]. These algorithms are based upon a maximum likelihood/maximum a posteriori approach (e.g., Simultaneous Truth and Performance Level Estimation (STAPLE) [14]). When operating under the assumption that the raters performing the segmentations are collectively unbiased and independent, these algorithms increase the accuracy of a single labeling by probabilistically fusing multiple less accurate delineations. These statistical approaches have been widely used in atlas-fusion techniques [17]–[19] and have been extended to handle continuous (scalar or vector) images [20]–[22].

These proposed statistical methods require all raters to label all voxels in the complete data set. This means that each rater can observe each slice in the complete data set exactly once. In order to compensate for these limitations, extensions to the statistically based methodologies were introduced that allow for incomplete and over-complete data sets as well as the use of training data [23]–[26]. The approach proposed by Comnowick et al. [25] introduced a parametric prior that has been shown to prevent label inversion and dramatically improve estimates using partial delineations: Other approaches have introduced a nonparametric prior to decrease the susceptibility to outlier delineations. This method (Simultaneous Truth and Performance Level Estimation with Robust Extensions (STAPLER) [23]) made significant advancements toward performing large scale label fusion. Additional work has been done to show that the robust extensions provided by STAPLER can be applied to accurately estimate the ground truth using minimally trained raters in a web-based collaboration environment [27].

Despite the recent advancements in the field of label fusion, there exists a fundamental limitation in the way that these algorithms compute performance level parameters of the raters and, thus, the estimation of the true segmentation: the observed model of rater behavior used by STAPLE (and its descendents). Intuitively (and empirically—see Fig. 1), raters tend to miss at a very small subset of the actual voxels present in a data set. These voxels tend to be boundary pixels and voxels where the value is ambiguous for one reason or another. This problem manifests itself, in many cases, by creating estimations of the rater performance parameters that are biased towards certain labels.

For example, imagine a truth model where there are only two labels present. One of the labels is the background, which poses a huge percentage of the total data set and the other is a label that is only present as a small circle in the middle of the truth model. Additionally, the only voxels where there is contention about the true label are the voxels that define the boundary between the background and the small label. If the observed model of rater behavior holds, the STAPLE estimate of rater behavior would estimate that the raters are very good at the background label and very bad at the small label, when, in actuality, the problems of the raters are directly related to their ability to delineate the boundary between the labels. Instead of the entire observation, there is a small subset of voxels that determine the quality of the raters, and the consensus voxels should not be as heavily weighted when determining the rater performance parameters. Herein, we present a robust statistical label fusion algorithm through consensus level, labeler accuracy and truth estimation (COLLATE). By simultaneously characterizing and estimating this additional consensus, we capture a more realistic model of rater behavior to more accurately estimate both rater performance and truth labels. The performance of COLLATE is characterized in simulation and with empirical data (i.e., labels provided by human raters).

Throughout this manuscript the terms confusion and consensus will be used to characterize the likelihood that a rater makes a mistake at a given voxel. These polar terms are used as a qualitative description of the quantitative consensus level. For example, a voxel that is determined to have a high consensus level is considered to be a voxel where there is high consensus and low confusion (i.e., it is unlikely that a rater would make a mistake at this voxel). Alternatively, a voxel that is determined to have a low consensus level is considered to be a voxel where this is high confusion and low consensus (i.e., there is a high probability that a rater would make a mistake at this voxel).

This paper is organized in the following manner. In Section II, the COLLATE algorithm is described. Techniques for initializing the algorithm, detecting convergence, and the recommended method of setting the model parameters is described. In Section III, the COLLATE algorithm is compared to traditional STAPLE on a series of experiments and simulations. One of the simulations demonstrates the sensitivity of the data-adaptive
priors defined in Section II. Additional implementations include simulations using the modified COLLATE model of rater behavior, an approximation of a human model where raters miss at boundaries, the STAPLE model of rater behavior and an empirical experiment.

II. THEORY

The following derivation of the COLLATE closely follows the approach of Warfield, et al. [14].

A. Problem Definition

As in the Warfield approach, consider an image of $N$ voxels with the task of determining the correct label for each voxel in that image. Also consider a collection of $R$ raters that provide an observed delineation for each of $N$ voxels exactly once. Herein, the index variable $i$ will be used to iterate over the $N$ voxels and the index variable $j$ will be used to iterate over the $R$ raters. The set of labels, $L$, represents the set of possible values that a rater can assign to all $N$ voxels. Let $D$ be an $N \times R$ matrix describing the labeling decisions of all $R$ raters at all $N$ voxels where $D_{ij} \in \{0,1,\ldots,L-1\}$. Let $T$ be a vector of $N$ elements that represents the hidden true segmentation for all voxels, where $T_i \in \{0,1,\ldots,L-1\}$.

In addition to the traditional model, consider a vector of $N$ elements, $C$, that represents a characterization of the consensus or confusion of each voxel at one of $F$ level of possible consensus. All elements in this vector, $C_i \in \{0,1,\ldots,F-1\}$, indicate whether voxel $i$ is a voxel of confusion ($C_i = 0$) or a voxel of some level of consensus ($C_i > 0$). It is important to note that the terms consensus and confusion are polar terms that are describing the same phenomenon from opposite perspectives. As the value of $C_i$ increases the amount of confusion about voxel $i$ decreases, while, conversely, the amount of consensus about voxel $i$ increases. We present theory for a multi-consensus level framework. However, only a closed form solution for the binary consensus level solution is derived. This vector will subsequently be referred to as the “consensus level vector.” The E-M algorithm presented in this paper, will estimate the probability that voxel $i$ belongs to each consensus level in the E-Step, and these estimated probabilities will be crucial in weighting each voxel when estimating the performance level parameters in the M-Step.

A characterization of the $R$ raters’ performance is characterized by $\theta$, where each element, $\theta_j$, is an $L \times L$ confusion matrix where each element in the matrix quantifies the probability that rater $j$ will assign label $a$ to a voxel when the true label is $s$. For reference, the perfect rater would have a confusion matrix of the identity matrix. Let the complete data be $\{D,T,C\}$ and let the probability mass function of the complete data be $f(D,T,C|\theta)$.

B. COLLATE Algorithm

The goal of COLLATE is to accurately estimate the performance level parameters of the $R$ raters given the rater segmentation decisions, the estimation of the truth, and the estimation of the consensus level vector (see Fig. 2). The estimated performance level parameters will be selected such that they maximize the complete data log likelihood function

$$\hat{\theta} = \arg \max_{\theta} \ln f(D,T,C|\theta). \quad (1)$$

It is assumed that the segmentation decisions are all conditionally independent given the true segmentation and the performance level parameters, that is $(D_{ij}|C_i,T_j,\theta_j) \perp (D_{ij},|C_i,T_j,\theta_f) \forall j \neq f$. This model expresses the assumption that the raters derive their segmentations of the same image independently from one another and that the quality of the result of the segmentation is captured by the estimation of the performance level parameters.
Our version of the expectation-maximization (E-M) algorithm used to solve (1) is now presented. The complete data used to solve this E-M algorithm is the observed data, \(D\), and the true segmentation of each voxel \(T\) augmented with the consensus level vector, \(C\). The true segmentation \(T\) and the consensus level vector, \(C\), are regarded as the missing or hidden data, and are unobservable. Let \(\theta_j\) be the covariance, or confusion, matrix associated with rater \(j\) and let

\[
\theta = [\theta_1, \theta_2, \ldots, \theta_R]
\]

be the complete set of unknown parameters for the \(R\) segmentations. Let \(f(D, T, C|\theta)\) denote the probability mass function of the random vector corresponding to the complete data. The complete data log likelihood function is presented as

\[
\ln L_c(\theta) = \ln f(D, T, C|\theta).
\]

The E-M algorithm approaches the problem of maximizing the incomplete data log likelihood equation

\[
\ln L(\theta) = \ln f(D|\theta)
\]

by proceeding iteratively with estimation and maximization of the complete data log likelihood function. As the complete data log likelihood function is not observable, it is replaced by its conditional expectation of the observable data \(D\) given the current estimate of \(\theta\). Computing the conditional expectation of the complete data log likelihood function is referred to as the E-step, and identifying the parameters that maximize this function is referred to as the M-step.

In more detail, let \(\theta(0)\) be some initial value for \(\theta\). Then, on the first iteration, the E-step requires the calculation of

\[
Q(\theta|\theta(0)) = E[\ln f(D, T, C|\theta)|D, \theta(0)] = \sum_{T} f(D, T, C|\theta)f(T, C|D, \theta(0)).
\]

The M-step requires the maximization of \(Q(\theta|\theta(0))\) over the parameter space of \(\theta\). That is, we choose \(\theta(1)\) such that

\[
Q(\theta(1)|\theta(0)) \geq Q(\theta|\theta(0))
\]

for all \(\theta\). The E-step and the M-step are then repeated as above where at each iteration \(k\), the current estimate \(\theta(k-1)\), the observed data \(D\) are used to calculate the conditional expectation of the complete data log likelihood function, and then the estimate of \(\theta(k+1)\) is found by maximizing \(Q(\theta|\theta(k))\). The E- and M-steps are repeated until convergence.

The performance parameters at iteration \(k\) that maximize the conditional expectation of the log likelihood function are given by

\[
\theta(k) = \arg\max_{\theta} E[\ln f(D, T, C|\theta)|D, \theta(k-1)]
\]

\[
= \arg\max_{\theta} E \left[ \ln \frac{f(D, T, C|\theta)}{f(\theta)} | D, \theta(k-1) \right].
\]

Thus, on multiplying by \(f(T, C, \theta)/f(T, C, \theta)\)

\[
\theta(k) = \arg\max_{\theta} E \left[ \ln \frac{f(D, T, C|\theta)f(T, C|\theta)}{f(\theta)f(T, C, \theta)} | D, \theta(k-1) \right]
\]

which yields

\[
\theta(k) = \arg\max_{\theta} E \ln f(D|T, C, \theta)f(T, C)|D, \theta(k-1)
\]

where \(\theta(k)\) is the estimate of the performance level parameters of the raters after the \(k\)th iteration of the algorithm. The last step operates under the assumption that \(T\) and \(C\) are independent of the performance level parameters, i.e., \(f(T, C, \theta) = f(T, C|f(\theta))\).

1) E-Step: Estimation of the Conditional Expectation of the Complete Data Log Likelihood Function: In this section, the estimator for the unobserved true segmentation is derived. We first derive an expression for the conditional probability density function of the true segmentation and the consensus level vector at each voxel given the raters decisions, and the previous estimate of the performance parameters.

In order to maintain a compact representation of the result, the conditional probability of the true segmentation at each voxel is represented using a common notation for E-M algorithms

\[
W_{s,|s|}(k-1) \equiv f(T_i = s, C_i = \zeta|D, \theta(k-1))
\]

\[
= \frac{\sum_{s'} \sum_{\zeta} f(T_i = s', C_i = \zeta') \Pi_j f(D_j|T_i = s, C_i = \zeta', \theta_j(k-1))}{\sum_{s'} \sum_{\zeta} f(C_i = \zeta|T_i = s)f(T_i = s)}
\]

\[
= \frac{\sum_{s'} \sum_{\zeta} f(C_i = \zeta'|T_i = s')f(T_i = s') \Pi_j f(D_j|T_i = s, C_i = \zeta', \theta_j(k-1))}{\sum_{s'} \sum_{\zeta} f(D_j|T_i = s, C_i = \zeta', \theta_j(k-1))}
\]

where \(W_{s,|s|}(k-1)\), the weight variable, indicates the probability of the true segmentation at voxel \(i\) being equal to label \(s\), with consensus level value \(\zeta\). This representation is different from the traditional STAPLE representation of the weight variable due to the presence of the consensus level vector. For example, the value described by \(W_{s,|s|}(k)\) represents the probability that voxel \(i\) is equal to label \(s\) for the \(k\)th iteration and is a voxel that is likely to be confused by a given rater. The matrix constructed by considering this value at all \(N\) voxels and for all \(L\) labels is referred to later as the “consensus map.” The result of augmenting the weight variable with the consensus level vector is that consensus voxels are isolated so that they can be weighted less heavily when computing the rater confusion matrices. This results in an unbiased estimate of rater quality where the proportion of a given label in a truth model is significantly less influential than in the STAPLE algorithm.
C. M-Step: Estimation of the Performance Parameters by Maximization

Given the estimated weight variable $W^{(k-1)}_{s_iC}$, which represents the conditional probability that the true segmentation of voxel $i$ is equal label $s$ with consensus level value $\zeta$, it is now possible to estimate the rater performance parameters that maximize the conditional expectation of the complete data log likelihood function. Considering each rater separately, we find the parameter estimates $\theta_j^{(k)}$ by

$$\theta_j^{(k)} = \arg \max_{\theta_j} \sum_i E \left[ \ln f(D_{ij}|T_i, C_i, \theta_j) | D_j, \theta_j^{(k-1)} \right]$$

$$= \arg \max_{\theta_j} \sum_i \sum_s \sum_\zeta W^{(k-1)}_{s_iC} \ln f(D_{ij}|T_i = s, C_i = \zeta, \theta_j)$$

$$= \arg \max_{\theta_j} \sum_i \sum_{s'} \sum_{i:D_{ij}=s'} \sum_\zeta W^{(k-1)}_{s_iC} \ln f(D_{ij} = s'|T_i = s, C_i = \zeta, \theta_j).$$

We determined that

$$f(D_{ij} = s'|T_i = s, C_i = \zeta, \theta_j) = (1 - p(\zeta))I(s = s') + p(\zeta) f(D_{ij} = s'|T_i = s, \theta_j)$$

(12)

where $I(s = s')$ is the indicator function. Plugging (11) into (12) yields

$$\theta_j^{(k)} = \arg \max_{\theta_j} \sum_i \sum_{s'} \sum_\zeta W^{(k-1)}_{s_iC} \ln (1 - p(\zeta))I(s = s') + p(\zeta) f(D_{ij} = s'|T_i = s, \theta_j)$$

$$= \arg \max_{\theta_j} \sum_i \sum_{s'} \sum_{i:D_{ij}=s'} \sum_\zeta W^{(k-1)}_{s_iC} \ln (1 - p(\zeta))I(s = s') + p(\zeta) \theta_j^{(s,s')}.$$  

(13)

Note the constraint that each row of the rater parameter matrix must sum to one in order to be a probability mass function

$$\sum_s \theta_j^{(s,s')} = 1.$$  

(14)

The rater performance parameters can be maximized through the constrained optimization problem

$$0 = \frac{\partial}{\partial \theta_{j'n'}} \left[ \sum_{s'} \sum_{i:D_{ij}=s'} \sum_s \sum_\zeta W^{(k-1)}_{s_iC} \ln (1 - p(\zeta))I(s = s') + p(\zeta) \theta_j^{(s,s')} + \lambda \sum_{s'} \theta_{j'n'}^{(s',s')} \right]$$

$$= \sum_{i:D_{ij}=n'} \sum_\zeta \frac{p(\zeta)}{(1 - p(\zeta))I(n = n') + p(\zeta) \theta_{j'n'}^{(n',n')}} + \lambda$$

(15)

where $\lambda$ is a Lagrange multiplier.

In order to represent the solution for $\theta_{j'n'}^{(n',n')}$ there are two cases that need to be considered. First, the $n \neq n'$ case (off-diagonal) which can be shown to be equal to

$$\theta_{j'n',n,\neq n'} = \frac{\sum_{i:D_{ij}=n'} \sum_\zeta W^{(k-1)}_{n_iC}}{-\lambda},$$

(16)

Up until this point, the theory presented has been for the generic multi-consensus level approach for COLLATE. However, it is more involved to analytically solve for the $n = n'$ (on-diagonal) case for $\theta_{j'n'}^{(n',n')}$.

Function optimization methods (e.g., simplex, annealing, etc.) could be applied to numerically solve for the case of an arbitrary number of consensus levels.

For simplicity of representation in this paper the binary case, where $\zeta \in \{0, 1\}$ and $p(1) = 1 - p(0)$, is solved below

$$0 = \sum_{i:D_{ij}=n'} \sum_\zeta W^{(k-1)}_{n_iC} \frac{p(\zeta)}{(1 - p(0)) + p(0) \theta_{j'n',n,\neq n'}} + \lambda$$

$$-\lambda = \sum_{i:D_{ij}=n'} W^{(k-1)}_{n_iC} \frac{p(0)}{(1 - p(0)) + p(0) \theta_{j'n',n,\neq n'}} + W^{(k-1)}_{n_iC} \frac{p(0)}{(1 - p(0)) + p(0) \theta_{j'n',n,\neq n'}}.$$  

(17)

The solution for $\theta_{j'n',n,\neq n'}^{(n',n')}$ was obtained using Mathematica (Wolfram Research, Champaign, IL). For ease of representation, three dummy variables (a, b, and c) are declared below to solve for $\theta_{j'n',n,\neq n'}^{(n',n')}$

$$a = \lambda \Pi_\zeta p(\zeta),$$

$$b = \lambda \left( \sum_\zeta p(\zeta)^2 \right) + (\Pi_\zeta p(\zeta)) \sum_{i:D_{ij}=n'} \sum_\zeta W^{(k-1)}_{n_iC},$$

$$c = \left( \sum_{i:D_{ij}=n'} \sum_\zeta p(\zeta)^2 W^{(k-1)}_{n_iC} \right) + \lambda \Pi_\zeta p(\zeta).$$

(19)

The final solution for $\theta_{j'n',n,\neq n'}^{(n',n')}$ is

$$\theta_{j'n',n,\neq n'} = \frac{-b \pm \sqrt{b^2 - 4ac}}{2a}.$$

(21)

The remaining step is to solve for $\lambda$. This can be accomplished using the constraint defined in (16), which is redefined below due to the separation of the $n = n'$ and $n \neq n'$ cases

$$\theta_{j'n',n,\neq n'} + \sum_{n'' \neq n'''} \theta_{j'n',n,\neq n'''} = 1.$$  

(22)

Given that both $\theta_{j'n',n,\neq n'}^{(n',n')}$ and $\theta_{j'n',n,\neq n'}^{(n',n')}$ are functions of $\lambda$ it is possible, after some algebra, to express the closed form solution for $\lambda$. As with the solution for $\theta_{j'n',n,\neq n'}^{(n',n')}$, three dummy variables are declared to ease the representation of the solution

$$\alpha = 1,$$

$$\beta = \sum_{n'' \neq n'} \sum_{i:D_{ij}=n'} \sum_\zeta W^{(k-1)}_{n_iC}.$$  

(23)
\begin{equation}
\gamma = \left( \prod_{\xi} p(\xi) \right) \left( \sum_{n^l \neq n^t} \sum_{\xi : D_{ij} = n^t} W_{n^l n^t}^{(k-1)} \right) \times \left( \sum_{\xi} \sum_{\xi} W_{n^l n^t}^{(k-1)} \right).
\end{equation}

(25)

The solution for \( \lambda \) can be written as

\begin{equation}
\lambda = -\beta \pm \sqrt{\beta^2 - 4\alpha\gamma}.
\end{equation}

(26)

With the solution for \( \lambda \), the solution for the on-diagonal case is complete, resulting in a complete solution for \( \theta_{jn^t} \). The solution presented integrates the consensus level vector directly into the estimation process by weighting the importance of each voxel based on the estimated level of confusion/consensus. There are many benefits to this approach particularly the fact that it provides a performance level estimate that automatically dramatically decreases the importance of high consensus regions. However, because of the integration of the consensus level vector, the estimate for \( \theta_{jn^t} \) no longer has a strict statistical interpretation as a measure of sensitivity/specificity.

At this point it is important to clarify the implications of the number of consensus levels. The consensus level estimation for each voxel is integrated into both the estimation of the true segmentation (E-Step) and the performance level parameters (M-Step). For the E-Step, the probability that a given voxel belongs to a given consensus level is estimated. Thus, even in the binary consensus level case, the actual state (i.e., consensus or confusion) exists on a spectrum. To illustrate this, consider a voxel where all raters agree, the probability that this voxel belongs to consensus level \( \xi = F \) would be estimated to be 1.0 and 0.0 for all other consensus levels. On the other hand, for a voxel where most raters agree on the label but there is some disparity, then, in all likelihood, the probability associated with each consensus level would be greater than zero. For the M-Step, the number of consensus levels indicates the number of possible weighting factors that are taken into account when estimating \( \theta \). These weighting factors are then applied to the probability that a given voxel has label \( s \) and consensus level \( \xi \) from the E-Step. The optimal number of consensus levels for a given task largely depends upon the difficulty of the labeling task. For a straightforward task where the only confusion about the true label would exist along the boundary between labels, then the binary consensus level case would be appropriate. For a more difficult problem, such as estimating full brain structure in a multi-atlas multi-label task, more than two consensus levels may be more appropriate and would make for an interesting area of future consideration.

D. Initialization Strategy, Convergence Detection, and Model Parameters

The theory presented above provides the framework for the implementation of the COLLATE algorithm. In order to fully implement the algorithm, however, an initialization strategy, method of detecting convergence and the model parameters must be set according to the needs of the application.

1) Initialization: COLLATE can be initialized by either providing an initial estimate of the performance level parameters (\( \theta \)) or the true segmentation and consensus level vector (usually implemented as an initial estimate of \( W \)). In this paper, COLLATE is initialized with an initial estimate of \( W \) as the results of a majority vote algorithm. If the data are available, a probabilistic atlas can be used to provide an initial estimate of the true segmentation [28], [29]. If an initial estimate of the true segmentation is provided, then the iterative process of the E-M algorithm begins by calculating the rater performance parameters from the initial estimate of the true segmentation and consensus level vector.

As opposed to providing an initial estimate of the true segmentation, initial estimates of the rater performance parameters can be provided to initialize COLLATE. Previous algorithms [14] have used this strategy for initialization of the E-M algorithm. If there is no prior information about the performance of the raters then the initialization strategy is generally to assume that all raters are of equally high quality. For example, this could be accomplished by setting \( \theta_{JS} = 0.99 \forall \xi, \forall j \). It should be noted that if an initial estimate of the performance parameters is provided then the iterative COLLATE algorithm would begin with an estimation of the true segmentation.

In all of the simulations and empirical experiments presented in this paper, an initial estimation of the true segmentation is used to initialize the COLLATE algorithm.

2) Convergence: As with all E-M algorithms, the COLLATE algorithm presented in this paper is guaranteed to converge to a local maximum. The detection speedup of convergence is a topic that has been explored on multiple occasions [30], [31]. The COLLATE algorithm estimates the performance level parameters, the true segmentation and the consensus level given the input data provided by multiple raters. A close monitoring of any of these parameters would provide a quality method of detecting convergence depending upon the application. In this paper, the desired method of convergence detection is through monitoring the change in the performance level parameters. As suggested in STAPLE, the change in the normalized trace of the estimated performance level parameters is the desired method of convergence detection. We use a threshold of \( \varepsilon = 1 \times 10^{-3} \) for all simulations and empirical experiments presented in this paper. The normalized trace calculation is given by

\begin{equation}
\frac{1}{LR} \sum_{j=1}^{R} tr(\theta_j).
\end{equation}

(27)

The number of iterations required for convergence generally depends upon the number of coverages and the quality of the data passed to the COLLATE algorithm. In this worst case scenario (i.e., low number of coverages, low quality raters) the algorithm generally converges in around 20 iterations in our experience.

3) Data-Adaptive Priors: There are three different data-adaptive priors that need to be determined in order to perform the COLLATE algorithm. The first prior that needs to be set is \( p(C = 0) \) which describes the probability of a rater giving
the incorrect label for a consensus voxel. It is of note that in the binary consensus level case, the \( p(C = 1) = 1 - p(C = 0) \) and describes the probability that the rater reports the correct label for a consensus voxel. In this paper, the values of 0.99 and 0.01 were used for \( p(C = 1) \) and \( p(C = 0) \), respectively.

The second prior that needs to be set is \( f(T_i = s) \). This is equivalent to the prior in the STAPLE algorithm and can be either a global or a spatially varying prior. A spatially varying prior would be optimal in situations when prior knowledge, such as a probabilistic atlas, is available for the given segmentation. In general, this prior can be thought of as simply the probability that voxel \( i \) has associated label \( s \). As a rule of thumb, if explicit spatial information about the true label is available (i.e., information above and beyond the observed data) it should be integrated into this prior. In all of the simulations presented in this experiment no explicit spatial information is provided, thus, a global prior is used, in which \( f(T_i = s) \) is a vector where each element in the vector represents a prior probability for each available label in the segmentation. For notational consistency, we let \( \gamma_s = f(T_i = s) \). In a situation where this quantity is not readily available, this value is found using the input segmentations provided by the labelers

\[
\gamma_s = \frac{1}{NR} \sum_{j=1}^{R} \sum_{i=1}^{N} I(D_{ij} = s) \tag{28}
\]

where \( I(D_{ij} = s) \) is the indicator function which is equal to 1 when \( D_{ij} = s \) and equal to 0 otherwise.

The final prior that needs to be set is \( f(C_i = \zeta | T_i = s) \) which indicates the probability that a given voxel is consensus or confusion given that the true label is \( s \). As with the parameter \( f(T_i = s) \), this prior could be a spatially varying prior or a global prior. Again, in all of the simulations and experiments in this paper a global prior is used. In the case of a global prior, let \( \Psi_i \) be a binary variable indicating whether or not voxel \( i \) has been estimated to be confusion (\( \Psi_i = 0 \)) or consensus (\( \Psi_i = 1 \)). In order to calculate the value of \( \Psi_i \), a threshold value of \( \tau = 0.95 \) is used, which indicates the fraction of raters that need to agree in order for a pixel to be estimated to be consensus. The value of \( \Psi_i \) is calculated at each voxel by

\[
\Psi_i = I \left( \max_s \left( \frac{1}{R} \sum_{j=1}^{R} I(D_{ij} = s) \right) > \tau \right) \tag{29}
\]

where \( s \) is a value in the set \( \{0, 1, \ldots, L - 1\} \).

In addition to the calculation of \( \Psi_i \), the binary variable that estimates the status of each voxel (“consensus” or “confusion”), an estimation of the true label is garnered through the majority vote algorithm at each voxel. Let \( K_i \) represent the label estimated through a majority vote algorithm. The value of \( \rho_{\zeta|s} = f(C_i = \zeta | T_i = s) \) is computed by

\[
\rho_{\zeta|s} = \frac{1}{N_s} \sum_{i=1}^{N} I(\Psi_i = \zeta | K_i = s) \tag{30}
\]

where

\[
N_s = \sum_{i=1}^{N} I(K_i = s) \tag{31}
\]

It is important to note that there is no guarantee that these methods of calculating the data-adaptive priors are optimal. Nevertheless, these parameters are meant to provide a basis by which COLLATE uses to compute the estimates of the rater performance parameters and the hidden data. Instead of constructing two separate priors (as presented above), it would accomplish a similar goal to use a single spatially varying prior as previous work has suggested [14]. In this case, the estimation of consensus/confusion would be integrated implicitly into the spatially varying prior. We felt that exposing two separate priors made the estimation of confusion level and the various opportunities for implementation more explicit. The implementation of the data adaptive priors was meant to be as simple as possible.

III. METHODS AND RESULTS

A. Terminology

In the following results and methodologies presented in this section, several simulations and experiments are presented. These simulations range from a model that matches the COLLATE rater behavior model to an empirical experiment that uses data acquired from human raters. In order for the presentation to be as clear and consistent as possible it is necessary to define some terminology.

- A label is an integer valued category assigned to an anatomical location.
- A rater is an entity (real or simulated) that reports or observes labels.
- An observation is the result of a single rater observing all labels in a given slice (i.e., assigning an integer value to all pixels/voxels in an image).
- A coverage is the result of a single rater making exactly one observation of each available slice in the set.
- A truth model defines the true labels for all voxels/pixels in all of the available slices. If the slices are the output of a simulation then the truth model is generally known. For empirical data the truth model is the result of an anatomical expert carefully providing a label for each voxel.
- A generative model of rater behavior defines the way in which a label fusion algorithm (e.g., STAPLE, COLLATE) models the decision-making process of a given rater.
- The consensus level vector is the aspect of the true segmentation that is introduced by the COLLATE algorithm. This vector is fully integrated into the estimation process. The probability that a given voxel is in each consensus level is estimated and this estimated probability is used to determine the weighting of each voxel in the determination of the performance level parameters.
- A consensus map is a property specific to the COLLATE algorithm that defines the regions in a specific slice where consensus/confusion is present. This concept is a byproduct of that fact that we are using binary consensus levels, as it dramatically simplifies the representation of the estimated consensus levels. The consensus map is derived from the estimated consensus level vector in the weight variable, \( W_{\rho_{s|c}}^{(k)} \). Mathematically, this is defined as \( \sum_{s=0}^{L-1} W_{s|c}^{(k)} \forall i \), where it defines the amount of weight
in the $C = 0$ consensus level. All of the values of the consensus map are $\in [0, 1]$, where 0 (black) is referred to as “full consensus” and 1 (white) is referred to as “full confusion.” The consensus map can be thought of as the continuous probability that each voxel is a voxel of confusion.

- **A confusion region** is the collection of high-valued pixels/voxels in the consensus map.
- **A confusion matrix** is an LxL matrix where each element in the matrix defines the probability that a rater would label a voxel with label $s$ given that the true label is $s'$ in high valued regions of the consensus map. As previously defined, the confusion matrix for rater $j$ is $\theta_j$.

This terminology will be used consistently in the following simulations and empirical experiments.

### B. Implementation and Evaluation

COLLATE and all simulations were implemented in MATLAB (Mathworks, Natick, MA). The implementation used to produce the results seen in this paper is available via the “MASI Label Fusion” project on the Neuroimaging Informatics Tools and Resources Clearinghouse (NITRC, http://www.nitrc.org/projects/masi-fusion). For all simulations and experiments, both STAPLE and COLLATE use a global prior for the label probabilities [see (28)]. COLLATE uses a global prior for the fraction of each label that are in consensus [see (30)]. Additionally, for all simulations both COLLATE and STAPLE analyze the entire truth model when performing the estimation procedure (i.e., no regions of interest are considered [32]). The empirical data presented in this paper was gathered using the WebMill interface (https://brassie.ece.jhu.edu/Home) [23], [27], [33]. For data contributed by human raters detailed instructions about the labeling procedure were provided to the raters. All human raters were required to perform at least one practice labeling before proceeding to the actual labeling data. All studies were run on a 64 bit quad-core 3.07 GHz desktop computer with 13 GB of RAM, running Ubuntu 9.04.

When results are presented, the resulting truth model, performance level (confusion matrices) and consensus map estimations are presented. In situations where the true confusion matrix for the model is known, the accuracy of the estimations is presented. Otherwise, a comparison between the resulting STAPLE confusion matrix and COLLATE confusion matrix are presented for visual comparison. In all of the simulations the accuracy of the estimated truth labels is presented for varying numbers of coverages as the fraction of pixels correct in the confusion region. For the empirical simulation the “ground truth” provided by an expert anatomist is provided for visual comparison with the COLLATE truth estimation.

### C. Simulation 1: Simulation Using Collate Model of Rater Behavior

The first simulation (Fig. 3) used simulated raters that are nearly identical to the COLLATE model of rater behavior. This means that the consensus map is clearly defined to be low valued outside of the square in the middle of the truth model and high valued inside of the square. The truth model consists of 50 slices of size $100 \times 100$ pixels. A collection of 20 simulated raters were created that are described by confusion matrices with constant valued diagonals. The diagonal values for the raters were linearly spaced between 0.45 and 0.65. Thus, the raters from this simulation were slightly better than chance as there were five labels on the truth model. For all slices the size of the confusion region was held constant at 10%.

The purpose of this simulation was to assess the accuracy of COLLATE in a model where there exist well-defined regions of the image where raters are very accurate and other regions where they are only slightly more accurate than chance. The accuracy of truth estimation and the confusion matrices is assessed and compared to the accuracy of STAPLE as a reference point. The accuracy of these estimations was assessed by varying the number of coverages (from 3 to 20) passed to COLLATE. An estimate of the consensus map is provided for eight coverages with 25 Monte Carlo iterations.

Fig. 3(a) represents an example slice from the truth model used in this simulation. Note that the “white” label present in the confusion region (i.e., the light-gray to white area of the consensus map) is not present in the consensus region (i.e., the dark-gray to black area of the consensus map). This was included because of the apparent problem with the STAPLE algorithm for small labels [18], [23], [27]. The reason for this problem is that the limited data used to estimate the performance level parameters for small labels tends to increase the likelihood for label inversion. It is of note that both the parametric prior approach proposed by Comminowick et al. [25] and the non-parametric prior proposed by Landman et al. [23] have decreased the likelihood of witnessing label inversion on small labels. Fig. 3(b) and (c) represent example observation made by the simulated raters with diagonal values of 0.45 and 0.65, respectively. Fig. 3(d) represents the labels generated by STAPLE using eight coverages. As clearly evident, the presence of the small white label and the poor accuracy of the raters in the confusion region cause STAPLE to converge to an estimate that does not match the truth model. Fig. 3(e) represents the COLLATE truth estimation which does not suffer from the same failures as the STAPLE estimation. Due to the introduction of the consensus map and the new generative model of rater behavior, COLLATE is able to converge to the correct answer despite the small label and poor labeling accuracy in the confusion region. Fig. 3(g) and (h) show the accuracy of COLLATE and STAPLE for the simulation with varying numbers of coverages. The results shown in Fig. 3(g) indicate that the COLLATE truth estimation is consistently more accurate in the confusion region than the STAPLE estimate. Additionally, due to label inversion, STAPLE converges to the incorrect truth estimate while COLLATE converges to the correct truth estimate. The results shown in Fig. 3(h) show that COLLATE is able to converge to the confusion matrices that match the simulation model, while, not surprisingly, STAPLE converges to a significantly different approximation of the confusion matrices.

### D. Simulation 2: Data Adaptive Prior Sensitivity

The next simulation (Figs. 4 and 5) was constructed by creating a truth model that is equivalent to the model seen in Fig. 3. The truth model consists of 50 slices of size $100 \times 100$ pixels.
A collection of 20 simulated raters were created that were described by confusion matrices with constant valued diagonals. The diagonal values for the raters were linearly spaced between 0.55 and 0.75. Note that despite the low diagonal confusion matrices the raters are still significantly better than chance as there are five labels present on the truth model. Each rater observed one coverage of the truth model.

The purpose of this simulation was to quantify the sensitivity of COLLATE with respect to the data adaptive prior. This simulation is broken up into two parts. The first part (Fig. 4) maintains a constant confusion region (50%) and varies the data adaptive prior. The second part (Fig. 5) focuses on the algorithm’s ability to estimate the confusion prior by varying the size of the confusion region (5%–95%). For both parts, the accuracy of the estimated labels is represented as a percent improvement over the STAPLE estimate of the same truth model. A truth model was created such that varying the fraction of the image that represents a confusion region is straightforward. For both parts of the simulation a random subset of six raters (six coverages) was chosen to construct the estimates with 10 Monte Carlo iterations.

Fig. 4(a) and (b) represent the results for a constant 50% confusion region for the truth estimation and confusion matrix accuracy, respectively. These results show that, as expected, the ideal result is obtained when the estimate of the fraction confusion is equal to the actual fraction confusion. An underestimate has little effect on the accuracy of the results for the truth estimation, but causes the confusion matrix accuracy to decrease. An overestimate of the confusion region drastically affects the accuracy of both the truth estimation and the confusion matrix estimation. Nevertheless, regardless of the data adaptive prior estimate, the COLLATE estimates are consistently better than the estimates obtained by STAPLE. Additionally, confusion matrix accuracy of the STAPLE estimate is consistently different than the confusion matrices used in the simulation as the STAPLE rater behavior model does not take into account the consensus map introduced by the COLLATE algorithm. These results are present on Fig. 3(b) to emphasize the differences between the two generative models of rater behavior.

Fig. 5(a) and (b) represent the results for varying confusion region size. The size is varied between 5% and 95%. The results show that as the confusion region increases toward full confusion, the COLLATE truth estimate and STAPLE truth estimate [Fig. 5(a)] converge to the same accuracy level. This is due to the fact that if the confusion region represents the entire image, then the COLLATE and STAPLE models of rater behavior are equivalent. Fig. 5(b) shows that, regardless of the confusion region size, the accuracy of the COLLATE confusion matrix estimates remains approximately constant, while the STAPLE estimate increases in accuracy until a large confusion region is present, in which case the COLLATE and STAPLE confusion matrix estimates are of approximately equal accuracy.
Fig. 4. Results for simulation 2, the COLLATE sensitivity with respect to the estimated confusion region size data-adaptive prior. The sensitivity of the confusion region size prior can be seen in (A) and (B). (A) represents the accuracy of the truth estimation with varying prior estimates from 0.05 to 0.95 for a given confusion region size of 0.5. The accuracy of the truth estimation is presented as a percent improvement over the STAPLE estimate for the same set of input observations. (B) represents the accuracy of the confusion matrix estimation with varying prior estimates from 0.05 to 0.95 for a given confusion region size of 0.5. All data presented in this Figure use six coverages for both COLLATE and STAPLE.

Fig. 5. Results for simulation 2, the accuracy of the COLLATE algorithm with respect to the confusion region size. This tests the ability of the algorithm to estimate the confusion region size. (A) represents the percent improvement for COLLA TE over the STAPLE estimation for confusion region sizes varying from 0.05 to 0.95. (B) represents the average absolute error at each element in the confusion matrices for varying confusion region size. Note that the COLLATE estimate accuracy remains constant while the quality of the STAPLE estimate varies depending upon the size of the confusion region. All data presented in this Figure use six coverages for both COLLATE and STAPLE.

E. Simulation 3: Simulation Using Boundary Random Raters

The third simulation (Fig. 6) emulates a reliable model of rater behavior by simulating raters that only miss by inaccurately labeling the boundary between two adjacent label regions. This approach is slightly different than previous boundary random rater simulations [24] where each boundary pixel had a 50% chance of being chosen incorrectly. The truth model for this simulation consists of 50 slices of size 100 × 100 pixels. Once again, a collection of 20 raters were used to observe the truth model slices, however, the raters were designed to only miss at the boundaries and only assign the labels in the adjacent regions to each boundary. This was accomplished by identifying the boundary pixels and applying a “shift” amount (positive or negative) to each boundary pixel. A random number was drawn from a Gaussian distribution, where the standard deviation of the distribution was determined by the quality of the rater. The standard deviations ranged from 1.2 to 3.26 for the best and worst raters respectively.

This simulation assesses the accuracy of the estimates returned by the COLLATE algorithm in a model that closely approximates the way that human raters observe truth models. The accuracy of the truth estimations was assessed for various numbers of coverages, ranging from 3 to 20. Due to the fact that the confusion matrices do not precisely correspond to the proposed generative model of rater behavior, a visual comparison is presented for the COLLATE and STAPLE estimations. Twenty-five Monte Carlo iterations were used. As with the second simulation, an estimated consensus map is provided for eight coverages.

Fig. 6(a) represents the truth model used for this simulation. Fig. 6(b) and (c) are representative observations made by a high quality rater and a low quality rater, respectively. Fig. 6(d) and (h) show the STAPLE estimation of the true labels and an example confusion matrix after eight coverages. Upon visual inspection it is evident that STAPLE has incorrectly placed the magenta label. The reason for this problem is due to label inversion, which can be seen in the fourth column (which corresponds to the magenta label) of the confusion matrix in Fig. 6(h). Label inversion occurs when the confusion matrix estimation indicates when a rater assigns a label other than the intended label [23]. This can have catastrophic effects on the truth estimation as it can cause large regions of the estimation to have incorrect label values. Recent work has focused on the
Fig. 6. Results for simulation 3 using boundary random raters. A representative slice from the truth model can be seen in (A). The numbers on (A) identify the numbers corresponding with the given labels so that the confusion matrix representations can be fully understood. (B) and (C) represent example observations of the slice seen in (A). The STAPLE estimate using eight coverages can be seen in (D). The COLLATE estimate using the same observations can be seen in (E). Note the improvement of the estimate seen in (E) over the estimate seen in (D). The estimated consensus map can be seen in (F). These are the expected results given the behavior of the raters seen in (B) and (C). The truth estimation accuracy comparison of the two algorithms in the confusion region for varying numbers of coverages can be seen in (G). The gray bar indicates the number of coverages corresponding to the estimates seen in (D), (E), (F), (H), and (I). An example confusion matrix from a single rater from the STAPLE estimate and the COLLATE estimate using eight coverages can be seen in (H) and (I), respectively.

label inversion problem and both parametric and nonparametric priors have been proposed that have been shown to prevent label inversion [23], [25]. On the other hand, the COLLATE estimates of the true labels, consensus map and example confusion matrix can be seen in Fig. 6(e), (f), and (i), respectively. The COLLATE estimate does not suffer from the same label inversion problem.

COLLATE estimates the rater to have a nearly constant diagonal confusion matrix. This makes logical sense as the raters were not designed to be biased towards certain labels. The reason for this benefit is due to the modified generative model of rater behavior, which serves to normalize the size of the labels in the confusion matrix estimation. In this simulation, the STAPLE confusion matrix estimations largely depend on the size of the region associated with a given label. The reason for this is the fact that larger regions have significantly more consensus voxels. Thus, due to the STAPLE model of rater behavior, the performance level estimations for a given label will be largely dependent on the size of the label in this simulation [see Fig. 6(h)]. On the other hand, COLLATE removes this dependence by weighting the voxels based upon the estimated consensus levels. It is of note that if modifications were made to the traditional STAPLE algorithm (i.e., spatially varying prior, or specifying a region of interest) this dependence may be reduced. The accuracy of the truth estimations with respect to number of coverages is presented in Fig. 6(g). As with the second simulation, the COLLATE estimates are of consistently higher accuracy and lower standard deviation than the estimates provided by STAPLE. Note that the y-axis on this plot is the fraction of pixels correct in the confusion region only. The fraction correct would be significantly higher if the consensus regions were included, however, the pixels of interest in the COLLATE model are the pixels where there is confusion about the true label, and thus, only the pixels in the confusion region are considered.

F. Empirical Experiment: COLLATE/STAPLE Comparison Using Delineations by Human Raters

The empirical experiment presented in Fig. 7 compares the accuracy of the COLLATE and STAPLE algorithms on data generated by human raters. The truth model for the empirical consisted of 10 slices of 70×110 pixels. These slices were selected from a whole-brain scan (182×218×182 voxels) of a healthy individual (after informed written consent) that was cropped to isolate the posterior fossa. A specific region of the
brain was isolated (i.e., the posterior fossa) to simplify the labeling process and allow a large collection of data to be collected in a relatively short amount of time. A collection of eight raters each performed a single coverage using the online WebMill system. The task defined for each rater was to label the sagittal cross-section of a cerebellum. Five different colors were assigned to five different regions of the cerebellum. The color blue was assigned to Lobules I–V (upper lobe), green was assigned to Lobules VI–VII (middle lobe), magenta was assigned to Lobules VIII–X (lower lobe), red was assigned to the Corpus Medullare White Matter and Yellow was assigned to the Vermis. All background pixels were assigned the color white. The raters observed the slices by applying the labels directly to the high resolution Magnetization Prepared Rapid Acquired Gradient Echo (MPRAGE) sequence. While performing each observation a reference image was placed in the top right corner to visually remind the raters of the task to be performed.

The spatial homogeneity and overlap are particularly important when comparing segmentations gathered using clinical data. Thus, the Dice and Jaccard similarity coefficients were used when comparing the accuracy of the truth label estimations acquired from the algorithms. The Dice Similarity Coefficient (DSC) [34] is an often used metric when comparing the spatial overlap between two vectors. The DSC is defined as 

\[
\frac{2|A \cap B|}{|A| + |B|}
\]

where \(|A|\) and \(|B|\) represent the area of regions A and B, respectively. The Jaccard Similarity Coefficient [35] is another commonly used metric when defining the spatial overlap between two vectors. The Jaccard Similarity Coefficient (sometimes called the Jaccard Index) is defined as 

\[
\frac{|A \cap B|}{|A \cup B|}
\]

where \(|A|\) and \(|B|\) have the same meaning as seen in the DSC definition.

Fig. 7 illustrates both that COLLATE can accurately fuse the labels from multiple raters, but also that it can outperform STAPLE. Fig. 7(a) presents a representative slice from the truth model that was created by an expert neuroanatomist. Fig. 7(b) and (c) represent the STAPLE and COLLATE estimations of the true labels by fusing the labels from eight raters. Fig. 7(b) contains several mislabels around the outside boundary of the estimation and inaccurately extends the corpus medulare. It is important to note that these errors are due to partial label inversion. This is a highly studied problem with statistical fusion methods [24], [26] that results from when two labels are commonly confused. This problem manifests itself in
Fig. 8. Results for simulation 4 using STAPLE model of rater behavior. A representative slice from the truth model can be seen in (A). (B) and (C) represent example observations of the slice seen in (A). The STAPLE estimate using eight coverages can be seen in (D). The COLLATE estimate using the same observations can be seen in (E). The true consensus map can be seen in (F). The true consensus map would indicate that the entire map is a confusion region, but due to the fact that some raters agree at various voxels, consensus is estimated at isolated voxels. The truth estimation accuracy comparison of the two algorithms for varying numbers of coverages can be seen in (G). The mean COLLATE estimate is slightly better for low numbers of coverages, but both COLLATE and STAPLE converge to the same accuracy level for seven or more coverages. The confusion matrix accuracy comparison for varying number of coverages can be seen in (H). The gray bars seen on (G) and (H) correspond to the number of coverages used in the estimations seen in (D), (E), and (F).

Lastly, the range of Jaccard and Dice Similarity coefficient values for the 10 slices used in this experiment were computed for both the COLLATE estimates and the STAPLE estimates of the true labels. These ranges can be seen in the two plots in Fig. 7(g). A paired t-test was performed on both the Jaccard and Dice similarity coefficients and the resulting p-values were found to be less than 0.001 for both similarity metrics. This indicates that there is significant improvement gained by using COLLATE on empirical data.

G. Simulation 4: Simulation Using STAPLE Model of Rater Behavior

The fourth, and final, simulation (Fig. 8) presented in this paper assesses the accuracy of the COLLATE algorithm when using a model that matches the STAPLE generative model of rater behavior. Note that this is equivalent to a COLLATE truth model that has a true consensus map that is all confusion. The truth model consists of 50 slices of 100 × 100 pixels. The truth model used in this simulation is identical to the model used in Simulation 1 except that the raters miss uniformly throughout the volume. A collection of 20 simulated raters were created that are described by confusion matrices with constant valued diagonals. The diagonal values are linearly spaced from 0.45 to 0.65 for the worst and best rater, respectively.
The purpose of this simulation was to quantify the accuracy of COLLATE when the STAPLE model of rater behavior is fully accurate. As with the previous simulations, the accuracy of the truth estimations and confusion matrix estimations was assessed and compared to the results from the STAPLE algorithm. This was accomplished by varying the number of coverages used to perform the estimations (from 3 to 20 coverages). Ten Monte Carlo iterations were used to approximate the mean and standard deviation of the estimation accuracy. As with the previous simulations, an estimation of the consensus map is provided for eight coverages.

Fig. 8(a) shows an example truth model used in the simulation. Fig. 8(b) and (c) are representative observations of the truth model. Fig. 8(d) and (e) represent STAPLE and COLLATE truth estimations. Upon visual inspection it appears that they are essentially equivalent. The estimated consensus map can be seen in Fig. 8(f). The true consensus map would be fully “white,” indicating that all of pixels are in the confusion region. By chance, there are several pixels where rater agree, so the consensus map contains several isolated pixels where some level of consensus is present. Fig. 8(g) and (h) represent the accuracy of the truth estimations and confusion matrix estimations for COLLATE and STAPLE. The average accuracy of the truth estimations [Fig. 8(g)] by COLLATE is slightly (≥0.005) better than the STAPLE estimations for low numbers of coverages. However, by approximately seven coverages the STAPLE and COLLATE estimates converge to the same level of accuracy. Due to the inaccuracies of the consensus map estimation, the COLLATE estimations of the confusion matrix are less accurate than the STAPLE estimations for all numbers of coverages. Nevertheless, it should be considered that these differences are only on the magnitude of approximately 0.1% for seven or more coverages.

IV. DISCUSSION AND CONCLUSION

Herein, we presented an algorithm, COLLATE, for fusing a collection of rater label observations to estimate the consensus level, labeler accuracy and truth labels. COLLATE 1) provides significant improvement over previously developed algorithms, 2) more accurately reflects the realistic rater behavior as seen when human raters segment medical image data, and 3) results in nominal degradation when the rater assumptions are violated (such as Fig. 3) the final STAPLE estimation of the performance level parameters. REGARDLESS of whether a global or spatially varying prior was used, STAPLE would consider all voxels to have an equal impact on the calculation of the performance level parameters. Thus, if a given label is present in multiple consensus levels (such as Fig. 3) the final STAPLE estimation of the performance level estimations would be artificially high in the regions where there is significant confusion.

Another modification to STAPLE, proposed by Rohlfing et al. [32], is to select only voxels that are not in consensus when performing the statistical fusion. In some cases, selecting a subset of the total voxels makes the STAPLE model of rater behavior significantly more appropriate and accurate. For the
binary consensus level case seen in this paper, the dramatic improvement by COLLATE over STAPLE would certainly be lessened. In some cases, the regions of consensus and confusion are clearly defined and easily detected (e.g., the simulation presented Fig. 3). In this scenario, COLLATE with binary consensus levels is essentially equivalent to performing STAPLE only over the confusion region. Nevertheless, COLLATE provides a framework for integrating any number of consensus levels directly into the estimation process without the need to perform any preprocessing to determine a reasonable region of interest for processing. This framework is the primary contribution of this paper and we feel that this new perspective on the problem will provide fascinating avenues for continuing research.

COLLATE, as presented, operates under the assumption of voxelwise independence. However, this premise could be relaxed in exactly the same manner as has been done with STAPLE using a Markov random field (MRF) model to regularize the label probability fields [14]. The MRF approach would model the conditional dependence of a given voxel on the voxels in a local neighborhood to be equal to the conditional dependence of that voxel on the rest of the voxels in the volume.

We suggest that COLLATE would be amenable to an application of the mean field approximation. The iterative mean field approximation has been widely examined [37] and has been used in diverse applications, e.g., [38], [39]. Essentially, the approximation is achieved by estimating the mean value of the true segmentation (e.g., the mean of \( W^{(k)}_{\text{st}} \)) and adding local neighborhood conditional dependence to the exponentiated voxelwise independence estimate

\[
W^{(k)}_{\text{st}} \leftarrow \frac{1}{Z} \exp \left( \ln f(C_i = \zeta | T_i = s) + \ln f(T_i = s) + \ln \Pi_j f \left( D_{ij} | T_i = s, C_i = \zeta, \theta^{(k)} \right) + \sum_{\zeta} \sum_m \sum_n J_{mn} W^{(k-1)}_{nm} \right) \tag{32}
\]

with

\[
\sum_s \sum_{\zeta} W^{(k)}_{\text{st}} = 1 \tag{33}
\]

where \( W^{(k)}_{\text{st}} \) is the mean field estimate of the conditional probability that voxel \( i \) has label \( s \) given the voxel’s surrounding label values. \( J_{mn} \) is an \( L \times L \) matrix describing the spatial relation between label \( s \) and label \( n \). \( Z \) is a normalizing constant for the estimate. This MRF can easily be appended to the voxelwise independent implementation that is seen in (10). The expression seen in (32) shows the calculation at iteration \( k \) of the mean field estimate.

For clarity in comparison with the STAPLE theory, the benefits of the mean field approximation MRF are not explored in this manuscript. However, the benefits of the MRF implementations have been widely documented [14], and the inclusion of spatial dependence will certainly be a fascinating topic of future research.
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