
ABSTRACT  The rise of big data and artificial intelligence (AI) in health care 
has engendered considerable excitement, claiming to improve approaches to diagno-
sis, prognosis, and treatment. Amidst the enthusiasm, the philosophical assumptions 
that underlie the big data and AI movement in medicine are rarely examined. This 
essay outlines three philosophical challenges faced by this movement: (1) the epis-
temological-ontological problem arising from the theory-ladenness of big data and 
measurement; (2) the epistemological-logical problem resulting from the inherent lim-
itations of algorithms and attendant issues of reliability and interpretability; and (3) 
the phenomenological problem concerning the irreducibility of human experience to 
quantitative data. These philosophical issues demonstrate several important challenges 
for these technologies that must be considered prior to their integration into clinical 
care. Our article aims to initiate a critical dialogue on the impact of big data and AI in 
health care in order to allow for more robust evaluation of these technologies and to 
aid in the development of approaches to clinical care that better serve clinicians and 
their patients.
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We live in the Age of Big Data. In medicine, artificial intelligence (AI) 
and machine learning algorithms, fueled by big data, promise to change 

how physicians make diagnoses, determine prognoses, and develop new treat-
ments. An exponential rise in articles on these topics is seen in the medical litera-
ture. Recent applications range from the use of deep learning neural networks to 
diagnose diabetic retinopathy and skin cancer from image databases, to the use of 
various machine learning algorithms for prognostication in cancer and cardiovas-
cular disease (Esteva et al. 2017; Gulshan et al. 2016; Ow and Kuznetsov 2016; 
Rumsfeld, Joynt, and Maddox 2016). Many factors are driving the adoption of AI 
in health care, from the rapid expansion of digital imaging and electronic health 
records to the development of machine learning algorithms that can perform 
integrative analysis and are adaptive across multiple applications (Naylor 2018).

Endorsements of the benefits of big data and AI feature in prominent medical 
journals, along with occasional balanced and critical perspectives.1 Some propo-
nents claim that “much of the diagnostic and monitoring functions performed by 
physicians today can be offset to computers and algorithms,” envisioning a future 
where “predictive analytics, using all the relevant metrics for an acute event, such 
as an asthma exacerbation, seizure, heart failure decompensation, severe depres-
sion, or autoimmune disease symptoms, could warn individuals and their physi-
cians before these events occur” (Topol, Steinhubl, and Torkamani 2015, 354). 
Others go as far as to suggest a future state of data-determinism, where algorithms 
will generate “perfect risk estimates for individuals” that can “predict with perfect 
accuracy whether an event would occur or not in every individual” (Sniderman, 
D’Agostino, and Pencina 2015, 25). Some health-care professionals and poli-
cymakers see AI as the panacea for issues facing contemporary health care—the 
solution that will reduce medical uncertainty and misdiagnosis, find novel thera-
pies for cancer, all while combatting rising costs and overutilization of health-care 
resources (Amato et al. 2013; Bennett and Hauser 2013; Fleming 2018).

Amid this excitement, the philosophical assumptions that underlie the big data 
and machine learning movement in medicine are rarely questioned. While a 
literature on ethical issues arising from big data and AI has emerged (Goodman 
2015), further engagement with core philosophical problems facing this move-
ment is required. There is an urgent need for critical scholarship to counterbal-
ance the overexuberance that often surrounds these technologies. To this end, 
we examine three interrelated philosophical issues that currently confront big 
data and machine learning in medicine. These issues span major branches of 
philosophy from logic and epistemology to ontology and phenomenology. The 

1For examples of endorsements of big data and AI in the clinical literature, see Hinton 2018; Naylor 
2018; Sniderman, D’Agostino, and Pencina 2015; Stead 2018; Topol, Steinhubl, and Torkamani 2015. 
For more balanced opinions, see Beam and Kohane 2018; Obermeyer and Emanuel 2016; Obermeyer 
and Lee 2017; Thornton 2015. More critical perspectives are offered by Cabitza, Rasoini, and Gensini 
2017 and Verghese, Shah, and Harrington 2018.
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first problem is epistemological-ontological, concerning the theory-ladenness of 
data and measurement and how epistemic interests shape big data ontologies. 
The second problem is epistemological-logical, related to the logical limits of 
algorithms in modelling clinical complexity and resulting issues of reliability and 
interpretability for clinical decision making. The third problem is phenomeno-
logical, surrounding the irreducibility of human experience to quantitative data 
that prevents integration into current AI technologies. This discussion reveals 
some of the philosophical commitments of the big data and machine learning 
movement in medicine, which demand critical examination to prevent them 
from potentially misguiding medical research and clinical care.

The Epistemological-Ontological Problem

The first philosophical issue faced by the big data and AI movement in med-
icine arises at the intersection between ontology and epistemology. It concerns 
the fundamental ontological question “What sorts of ‘things’ are there in clinical 
medicine?” and the epistemological question “How do we generate knowledge 
of them?” Answers to these questions shape our approaches to data selection and 
acquisition, and also impact how we represent and characterize clinical phenom-
ena. We explore the epistemological-ontological problem below, beginning with 
a discussion of the theory-ladenness of data and measurement, followed by an 
exploration of the implications for big data ontologies.

The Theory-Ladenness of Big Data

Critics of big data have recognized the importance of theory-informed data 
acquisition and interpretation (Coveney, Dougherty, and Highfield 2016). An 
underlying assumption of the big data movement is that unbiased, theory-free 
access to data is possible, and that more data will allow learning algorithms to 
produce more accurate predictions (Sniderman, D’Agostino, and Pencina 2015). 
Data, however, does not exist in a vacuum; rather, it represents highly selected 
information based on a priori assumptions and theories. The relationship between 
theory and data has been a central issue in the philosophy of science for the past 
century.

Karl Popper (1962) tells an anecdote from when he was lecturing a group of 
physics students in Vienna in the 1930s. Popper began his lesson with the follow-
ing instructions: “Take pencil and paper; carefully observe, and write down what 
you have observed!” (61). His students were perplexed—what did he want them 
to observe? As Popper demonstrated in this exercise,

Clearly the instruction, “Observe!” is absurd . . . . Observation is always se-
lective. It needs a chosen object, a definite task, an interest, a point of view, a 
problem. And its description presupposes a descriptive language, with property 
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words; it presupposes similarity and classification, which in their turn presup-
pose interests, points of view, and problems. (61)

This problem, sometimes referred to as the “theory-ladenness of observation,” 
occupied many leading philosophers of science throughout the 20th century. 
Through this example, Popper mounted his critique of logical positivism, a dom-
inant philosophical school at the time, which viewed “facts” as independent, 
value-free “observational-statements” about the world (Carnap 1919). According 
to the positivist view, only propositions referring to scientifically verifiable facts 
are meaningful.

Positivism lives on today in medicine’s quantitative epistemologies, of which 
big data and machine learning are the latest incarnation (Chin-Yee and Upshur 
2015, 2018; Goldenberg 2006, 2009). This perspective persists despite serious 
challenges raised by contemporary philosophy. In addition to Popper, other no-
table critics have demonstrated how observations always occur in light of an 
existing “conceptual scheme,” or shown how empiric data is shaped by the the-
oretical assumptions of a prevailing “scientific paradigm” (Kuhn 1962; Quine 
1980). Notions of theory-ladenness have been extended to help us understand 
how other extra-empirical factors shape knowledge production, influencing 
movements in social epistemology (Longino 2002). Some (but not all) of these 
factors are captured in Popper’s statement on the role of “interests, points of 
view, and problems” in scientific inquiry.

The implications of these ideas have been applied to medicine, particularly in 
critiques of evidence-based medicine (Chin-Yee 2014; Goldenberg 2006; Up-
shur 2005). Although some researchers hold more nuanced understandings of 
data, by and large the positivist view endures unquestioned in the big data move-
ment. Big data’s attitude towards causality is a vestige of logical positivism. Big 
data and machine learning approaches often neglect causal reasoning, preferring 
to interrogate data without reference to a causal structure. This may be due to 
the nature of some machine learning algorithms, such as neural networks, which 
construct “black boxes” that prevent investigators from identifying causal rela-
tionships between inputs and outputs (Tu 1996). Critics argue that lack of a caus-
al structure limits interpretation of data, and that a theoretical framework linking 
causes to effects underwrites sound clinical reasoning and scientific thought (Pearl 
2009). Proponents of big data and machine learning retort that the “atheoretical” 
perspective is in fact a strength of these methods, avoiding preconceptions that 
stifle scientific progress. Some pundits have gone as far as to declare the “end of 
theory” in the era of big data (Anderson 2008).

What these proponents fail to recognize, however, is that there cannot be an 
atheoretical perspective. Theory is not dead in the era of big data because, as 
Popper reminded us, data cannot do without theory—all inquiry presupposes 
“interests, points of view, and problems.” This lesson is of particular relevance 
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to the big data movement. What is observed—what counts as data—is shaped by 
the epistemic interests of particular investigators and research communities. This 
is reflected in how data is curated into pipelines to train neural networks and 
machine learning algorithms.

Consider a common disease such as lung cancer. The “interests” of molecular 
biologists studying this disease may lie in the role of particular genes in tumor 
progression; from the “point of view” of clinical researchers, the most relevant 
observations might be specific clinical endpoints (such as overall survival) mea-
sured in randomized controlled trials; and the main “problems” for population 
health researchers might be to identify important social and environmental deter-
minants of lung cancer incidence or drivers of inequalities in lung cancer survival 
in order to inform public policy.

What is deemed an “observation” or significant outcome is shaped by epis-
temic context. In principle, this context dependence need not be rigid and limit-
ing, and differing perspectives can be complementary; however, in practice there 
is often little meaningful engagement and collaboration across big data research 
disciplines (Livingstone et al. 2015). The wide range of epistemic interests in 
biomedical research is demonstrated by the proliferation of a multitude “-omics” 
disciplines—from the “genome” and “epigenome” all the way to the “inter-
actome” and “exposome”—which collectively lack coherent structural organi-
zation across levels to allow for meaningful analysis (Khoury and Galea 2016; 
Livingstone et al. 2015).

Although the big data movement in health care has ambitions to utilize “all 
the relevant metrics” mined from electronic health records (Sniderman, D’Agos-
tino, and Pencina 2015), in reality this research utilizes narrower definitions of 
data, for example attempting to develop prognostic algorithms from a particular 
set of genetic biomarkers. Such approaches, when touted as offering “complete” 
and accurate prediction models, serve to reinforce the implicit theoretical as-
sumptions that inform the data acquisition—for example, the reductionist view 
that genes are the most important factors in disease prognosis, which at its most 
extreme verges on genetic determinism (Kohane, Masys, and Altman 2006). This 
is not to deny the importance of genetics in human disease, but simply to point 
out that there is no such thing as disinterested data analysis—all research occurs 
from a particular epistemic vantage point.

The theory-ladenness of observation, a critical insight of contemporary phi-
losophy, has eroded the sharp distinction between epistemology and ontology, 
blurring the boundary between the knower and what is known (Marsonet 2018). 
The recognition that all experience is mediated by a conceptual scheme that 
shapes our knowledge of the world has far-reaching implications for the big data 
movement and clinical medicine in general (Quine 1980). These implications 
move beyond issues of epistemic interests and data selection to impact the medi-
cal ontologies constructed by our methods of measurement.
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Measurement and Big Data Ontologies

The focus on measurement and quantification in medicine dates back to the 
Parisian empiricist school in the 19th century, which pioneered early methods 
of clinical measurement and medical statistics (Gavarret 1840; Matthews 1995). 
This quest for quantification took on new fervor with the rise of clinical epide-
miology and evidence-based medicine in the 1990s, which some have argued 
can be understood as a shift not only towards reliance on “evidence” but also on 
clinical measurement (Bluhm and Borgerson 2011; McClimans 2013). The big 
data movement represents the latest trend in quantitative approaches to clinical 
medicine (Chin-Yee and Upshur 2018).

As with observation, measurement is also theory-laden (Smart 2017). Mea-
surement proceeds from particular epistemic interests and is laden with theoretical 
assumptions, from the semantic understanding of the terms and values measured 
through to the technical apparatuses used in measurement (Kuhn 1962). Mea-
surement, however, adds an additional layer to this problem. By representing 
concepts in concrete, quantitative terms, measurement constructs ontologies that 
can often conceal the theoretical assumptions involved in their creation. Without 
a critical lens, these ontologies can be taken as “givens,” and misapprehended as 
unproblematic representations of “what there is”—or, often, “all there is.”

Bradburn, Cartwright, and Fuller (2017) propose a three-stage theory of mea-
surement for medicine that involves: (1) characterization, or defining the concept 
and its boundaries; (2) representation, or defining a metrical system to represent 
the concept; and (3) procedures, or establishing rules for applying metrical systems 
to tokens in measurement. Using this framework, we can diagnose several places 
where measurement and the resulting big data ontologies can go awry.

Bradburn and colleagues point out that many of the concepts used in health-
care research are Ballung concepts, which refers to concepts that can take on 
multiple meanings, with tokens being connected by “family-resemblance” rather 
than precise boundaries. Faced with challenges studying Ballung concepts, re-
searchers often develop operationalized definitions of concepts to render Ballung 
concepts into “pinpoint” ones, with necessary and sufficient conditions. While 
operationalization might serve specific purposes—for example, to develop an ob-
jective and consensus definition for a particular research study—this move is also 
deflationary and eliminates any possibility for a “thick” description of a con-
cept. Furthermore, as Bradburn and colleagues note, “operationalization makes 
knowledge accumulation difficult” (77). Using operationalized measures beyond 
their intended function raises a host of issues that pose particular problems for the 
big data movement.

Operationalized measures of concepts ranging from cardiovascular risk to cog-
nitive function to performance status, among others, have proliferated in modern 
medicine, many of which are used beyond the purposes for which they were 
initially validated. Such measures have become part and parcel of day-to-day 
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clinical practice—for example, we routinely use the Glasgow Coma Scale (GCS) 
to indicate neurological status, or the Montreal Cognitive Assessment (MoCA) 
score to signify level of cognitive impairment (Nasreddine et al. 2005; Teasdale 
and Jennett 1974). These scores have been validated in particular cohorts, and in 
the right contexts can offer useful tools to aid clinical decision-making. However, 
if used outside of this context, these measures can be misleading. For example, 
using the MoCA to assess cognitive function in elderly inpatients with acute 
medical issues can result in false conclusions and misdiagnosis (Brown 2015). 
Such measures are often applied to label patients—for example, “The patient is 
MoCA 20” or “She is GCS 8”—conferring a misplaced concreteness within a 
narrow ontology of quantitative clinical scores.

These problems are not limited to clinical scores and classifications but extend 
to many laboratory measurements that are also validated in particular contexts. 
For example, the fecal occult blood test is a population-level screening test for 
colorectal cancer but is commonly (mis)applied to “diagnose” gastrointestinal 
bleeding in hospitalized patients (Sharma et al. 2001); the D-dimer assay is val-
idated for evaluation of venous thromboembolism in patients with low pretest 
probability, although it is frequently (mis)used outside of this context (Smith et 
al. 2008).

Combining multiple operationalized measures, removed from context, as in-
puts into machine learning algorithms lands us in uncharted territory, and it is 
uncertain how resulting predictions will obtain beyond the initial study popula-
tions. In this way, big data and machine learning create new levels of abstraction, 
further distancing measurements from the concepts that they aim to characterize 
and represent (Winther 2014). This additional level of abstraction carries atten-
dant issues of how to appropriately extrapolate and apply information to impact 
individual patient care, problems which have been discussed extensively in de-
bates over the use of “evidence” in the clinical setting (Upshur 2005).

Upshur (2017) has raised this problem of using “at hand” data, such as data 
collected for purposes of insurance or clinical care, outside of the intended con-
text. This issue is amplified by big data analytics. Additionally, many existing 
measures and classification systems, such as the ICD-10, fail to capture important 
clinical phenomena such as multiple concurrent chronic diseases and social deter-
minants of health. Relying on narrow, “disease-centered” ontologies as the basis 
for training our machine learning algorithms risks leading us astray from our aim 
of improving clinical care. Rather than simply endorsing available data sourc-
es—seeking to expand databases of what is currently collated in electronic health 
records—we need to rethink the desiderata of measurement.

Criticisms of big data have largely focused on problems of data validity, cit-
ing poor-quality data as undermining knowledge produced by these approaches 
(Coveney, Dougherty, and Highfield 2016; Saracci 2018). And indeed, readily 
accessible data sourced from electronic health records or administrative registers 
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are often fraught with errors and omissions that limit their usefulness. However, 
as the above discussion highlights, the problem of data validity only scratches the 
surface, beneath which more fundamental epistemological and ontological issues 
loom, arising from the theory-ladenness of observation and the limitations of 
clinical measurement.

 Furthermore, it is unclear how new conceptualizations, such as the integra-
tion of new findings at the bedside, can be integrated into AI approaches. The 
current framing of the utility of big data and AI in medicine is asymmetrically 
focused on novel knowledge generation arising from the machine, and not on 
the sentient and observant clinician. Increasing reliance on machine learning may 
eclipse the cultivation of observational skills and diminishing the sensibility of 
clinicians. Claims that diminish the importance of clinical acumen and defer to 
the superiority of AI should be based on more than just a handful of studies that 
focus on diagnosis reliant on image recognition: a set of well-designed fair com-
parisons across the wide spectrum of clinical reasoning tasks should be conducted. 
As with any new technology, systematic unbiased evaluation is required before 
widespread adaptation and uptake.

The Epistemological-Logical Problem

A second important problem that requires serious scrutiny is related to logic 
and justification. Some accounts of what is possible with machine learning and 
AI seem to suggest that AI somehow transcends logic and obviates the need for 
justification and explanation (Hinton 2018; Stead 2018). It is unclear how neural 
networks or other machine learning algorithms can be unrelated to some form 
of logic or rely upon a programming language that is not in some way depen-
dent on logical operators. Given this, the constraints that logic itself faces will be 
applicable to AI. While these constraints in no way completely undermine the 
utility of AI, they do raise cautions about the limits of inference from knowledge 
produced by AI approaches. In this section we discuss the logical limits of algo-
rithms in modelling clinical complexity and resulting problems with reliability 
and interpretability of AI approaches, which hinders their ability to provide clin-
ical justification and explanation.

The Limits of Algorithms

Any complete account of the utility of AI and machine learning in medicine 
must explain how a finite set of algorithms, or bits of programming language, 
can map onto the complex realities of the phenomenal and biological world. 
Since algorithms are simply the specification of a set of rules to be followed in a 
programming language, there would need to be a complete identification of all 
processes—biological, social, psychological, historical—in that programming lan-
guage isomorphic to the events. As is evident, this is a very complex and daunting 
undertaking. It is, in fact, impossible.
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To start with, such events occur outside the programming language and can 
only be translated into the language once they have occurred, forming the dataset 
for an algorithm to access. This is a major non sequitur, given that past empirical 
success of a program does not guarantee its future success, in particular when 
dealing with the dynamics of complex systems.

Part of the impossibility is the incomplete nature of current empirical accounts 
of the phenomenon to be explained. Given that the universe is an open system 
with the laws of thermodynamics indicating high degrees of entropy, and that 
biological systems are subject to complex evolutionary dynamics that are incom-
pletely understood and lack an agreed upon teleology for both cosmological and 
evolutionary forces, it is impossible for an algorithm to bootstrap its way out of 
these forces to make predictions.

Any attempt to construct a computer program that can predict a clinical out-
come “with perfect accuracy” (as some proponents of big data analytics have 
suggested; Sniderman, D’Agostino, and Pencina 2015), would require a complete 
account of the phenomenon, which remains elusive in clinical medicine. Consid-
er a common condition such as an asthma exacerbation, an event that some pro-
ponents have argued might be predicted by machine learning algorithms (Topol, 
Steinhubl, and Torkamani 2015). Growing research has focused on using AI to 
predict events and outcomes in asthma (Finkelstein and Jeong 2016). Howev-
er, attempts to construct algorithms to predict such highly complex, contingent 
outcomes can encounter significant limitations. In some cases, they may result in 
counterintuitive, and even potentially dangerous results, such as the suggestion 
by one machine learning prognostic model that asthma was a protective factor in 
patients presenting to hospital with pneumonia (Cabitza, Rasoini, and Gensini 
2017; Caruana et al. 2015).2 Such errors occur because these programs remain 
incomplete and underdetermine the complexity of the systems they attempt to 
model. Even with an expanded set of explanatory variables, it is unlikely that 
such models would be able to account for rare or idiosyncratic factors, such as 
thunderstorms and other environmental disturbances that are known to have a 
significant impact in asthma epidemics (Cockcroft 2018). Given these limita-
tions, a more modest perspective is necessary, far short of any notion of perfect 
prediction.

Interpretability, Reliability, and Explanation

Statistical approaches that are well accepted in the biomedical sciences have 
established traditions that relate the mathematical approaches used to fundamental 
principles. Even if most clinicians are not familiar with advanced statistics, there 
is a general consensus that such approaches should be reliable, valid, unbiased, 

2In this particular study of patients presenting with pneumonia, history of asthma predicted an almost 
50% reduction in mortality, which may be attributable to early admission to intensive care units, a 
factor which could not be coded in the machine learning algorithm (Caruana et al. 2015).
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and subject to accountable scrutiny. In other words, results can be compared to 
some external standards, and critical appraisal frameworks exist to aid clinicians 
in determining how much confidence can be placed in such measures. Modern 
science is premised on the ability to critically scrutinize and evaluate measures, 
and in principle, results should be capable of independent replication. Such is not 
the case with AI approaches. Currently, few tools for the critical appraisal of tools 
derived from AI exist. No standards have been set to certify to clinicians that apps 
or algorithms meet basic standards of reliability and validity.

AI and machine learning are simply more complex varieties of models, and 
as such require fitting and testing. The empirical inputs in medicine must come 
from biological science, clinical observation, or patient history, and these must be 
integrated in order to make clinical sense. Since these evolve dynamically, they 
must be continuously integrated into programs. This raises important challenges 
for the reliability of predictive models in the clinical context, many of which are 
articulated by Sculley and colleagues (2014). Writing generally about challenges 
of training models and ensuring reliability of results, they discuss the CACE prin-
ciple (Changing Anything Changes Everything). As they write:

To make this concrete, imagine we have a system that uses features x
1
, . . . x

n
 

in a model. If we change the input distribution of values in x
1
, the importance, 

weights, or use of the remaining n − 1 features may all change—this is true 
whether the model is retrained fully in a batch style or allowed to adapt in an 
online fashion. Adding a new feature x

n + 1
 can cause similar changes, as can 

removing any feature x
j
. No inputs are ever really independent. We refer to 

this here as the CACE principle: Changing Anything Changes Everything. The 
net result of such changes is that prediction behavior may alter, either subtly or 
dramatically, on various slices of the distribution. The same principle applies to 
hyper-parameters. Changes in regularization strength, learning settings, sam-
pling methods in training, convergence thresholds, and essentially every other 
possible tweak can have similarly wide ranging effects. (2)

Similarly, Hinton (2018) argues that if the same neural network “is refit to the 
same data, but with changes in the initial random values of the weights, there will 
be different features in the intermediate layers” (1102). And further, “a neural net 
has many different and equally good ways of modelling the same data set” (1102). 
How we know that these are “equally good,” however, is not something which 
is open to scrutiny.

If we are to effectively utilize machine learning and AI in medicine, these is-
sues should give us pause for reflection. Extreme variation in model performance 
may make results unstable and unreliable. As well, and linked to the abovemen-
tioned issues of underdetermination, it is possible for multiple, potentially con-
flicting predictions to arise from any adjustment to the model. This clearly has 
significant implications for quality and safety of care based on such models. At a 
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minimum, it is something that warrants awareness among clinical communities 
to avoid the seductive convenience of using apps in practice without certification 
and validation of performance in a wide range of clinical contexts.

The ability to explain and offer justification for clinical decisions is also clearly 
central to clinical medicine. The need to provide reasons for clinical decisions, 
or to ground interpretations of a patient’s illness, is a core ethical and epistemic 
responsibility of clinicians. Reliance on authority, inclination, and experience 
alone has become insufficient in an era of evidence-based medicine. Yet with the 
rise of big data and AI, there seems to be a dismissal of the need for such external 
reason giving in using the results generated by AI approaches.

We do not have a complete explanatory account of how the human brain 
processes information, creates and stores information, and makes inferences from 
a variety of inputs. This is a major goal of modern neuroscience. Many models 
are derived from our understanding of simpler model organisms, such as nem-
atodes—organisms that themselves are still not completely understood. AI and 
neural networks, in particular, seek eventually to model human intelligence. 
Even though human brain function is orders of magnitude more complex, we 
nevertheless ask for external justification and public accountability from reason-
ing by human agents.

However, proponents of AI hold that such external scrutiny and reason giving 
accounts cannot be provided by neural networks. As Hinton (2018) writes:

Understandably, clinicians, scientists, patients and regulators would all prefer 
to have a simple explanation for how a neural net arrives at its classification of 
a particular case. In the example of predicting whether a patient has a disease, 
they would like to know the hidden factors the network is using. However, 
when a deep neural network is trained to make predictions on a big data set, it 
typically uses layers of learned, non-linear features to model a huge number of 
complicated but weak regularities in data. It is generally infeasible to interpret 
these features because their meaning depends on complex interactions with un-
interpreted features in other layers. (1102)

It is not that clinicians have a preference that stimulates the need for an explana-
tion, but rather they have an ethical and epistemic obligation to do so to the best 
of their ability. We do not permit such shoulder shrugging for human decisions: 
we require reasons and a human agent to assume responsibility. Deference to the 
inexplicable is not sound policy.

A central aim of AI and machine learning in medicine is to offer personalized 
solutions by leveraging large amounts of data from a range of sources. Included 
in this aim is the goal of improving the “patient experience” and helping to 
support more “person-centered” health care. This goal, however, may be stifled 
on several fronts. As demonstrated in the first section, data included in predic-
tive algorithms are shaped by epistemic interests that often diverge from those 
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of patients, and clinical measures remain rooted in narrow, “disease-centered” 
ontologies. As this section has demonstrated, current computer programs face 
significant limitations, particularly in attempts to model the dynamics of complex 
systems and respond to the subtle changes in human variables that are part and 
parcel of clinical medicine. If AI is to improve patient experiences, then we must 
design systems that are responsive to those experiences, and that can consider 
“person-centered” data.

To what extent can this data be captured and purposed for machine learning 
algorithms? This question leads us to the third problem, the phenomenological 
problem, which will be the focus of the following section.

The Phenomenological Problem

Even if big data and machine learning were able to successfully utilize broader 
datasets to construct complex predictive algorithms, these approaches are still un-
likely to capture more nuanced variables, in particular those concerning patient 
values and preferences, which are difficult to code as inputs into quantitative 
models. In the same way, much of medicine’s rich and informative qualitative 
data are currently systematically excluded from big data approaches (Chin-Yee 
and Upshur 2018; Upshur, VanDenKerkhof, and Goel 2001).

Some proponents of AI in medicine are sensitive to this issue and have am-
bitions to utilize “person-centered” variables in the development of these tech-
nologies (Topol 2016). However, these efforts may also be misguided. The 
epistemic vantage point of big data and machine learning remains situated within 
a third-person perspective, and therefore encounters inherent limitations in cap-
turing the lived experience of patients. We explore this issue below, drawing on 
work in the phenomenology of illness to show how patients’ lived experiences 
constitute a central, nontrivial element of clinical medicine that cannot be ig-
nored in health-care research and clinical reasoning. Phenomenology is also es-
sential to understanding clinical judgment, and how physicians interpret patients’ 
first-person experiences to guide action in a particular case. In what follows we 
discuss how the inability to account for the phenomenological perspectives of 
both clinicians and patients represents a core limitation of big data and AI in 
medicine.

The Phenomenology of Illness

The phenomenology of illness has become an influential movement in the 
philosophy of medicine, with important applications in clinical practice and med-
ical education. This movement focuses on the first-person experience of illness, 
in contrast to the third-person perspective offered by the naturalistic biomedical 
model. The phenomenology of illness is often framed in opposition to biomed-
icine’s view of disease as biological dysfunction, which phenomenologists argue 
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objectifies patients and devalues subjective illness experiences. Leading contempo-
rary authors of this movement include S. Kay Toombs (1988), Havi Carel (2016), 
and Fredrik Svenaeus (2013), among others, who draw on work by 20th-century 
phenomenologists from Edmund Husserl, Martin Heidegger, and Hans-Georg 
Gadamer to Jean-Paul Sartre and Maurice Merleau-Ponty. These authors offer 
compelling arguments for the value of a phenomenological approach to move 
beyond biomedicine’s third-person generalizations and illuminate the first-person 
experience of illness while attending to its diversity and complexity.

Embodiment is a key concept in the phenomenology of illness. Bodily per-
ception is imbued with meaning, which is prior to any isolated “sense data” 
(Toombs 1988). Contrary to the logical positivist view, one does not perceive the 
world as isolated sense-data and then proceed to construct observation statements 
with empirical content and meaning. Rather, meaning is antecedent—there is 
an “immanent significance” that discloses itself to the body in perception (Mer-
leau-Ponty 1945, 26).

Phenomenology highlights how meaning and context are basic features of 
experience that are not accounted for by logical positivism’s impoverished 
sense-data. This approach also shows why the first-person experience in health 
care cannot be captured by simply considering context-free statements of indi-
vidual preferences and values. Such attempts remain tied to atomistic notions of 
data inputs, which forgo nuance and complexity by failing to situate perception 
and experience within a broader life-world.

The first-person perspective afforded by phenomenology’s attention to the 
lived body helps us to better understand the experience of illness. As Toombs 
(1988) points out:

Arthritis represents not so much an inflammation of the joints as it does the 
“inability to” button my shirt, swing a golf club, play tennis. In illness bodily 
intentionality is frustrated . . . . For the person with angina, for example, stairs 
which in health were simply there “to be climbed,” are now obstacles “to be 
circumvented,” “avoided,” or even “feared.” (208)

Such perspectives offer valuable insights to practitioners and may help realign 
care to best serve patients’ needs. Phenomenological approaches have informed 
the creation of patient resources and education tools for health-care professionals 
(Carel 2010, 2012). Carel (2016) proposes a “phenomenological toolkit” to en-
able patients to better articulate their experiences and to allow clinicians to hone 
the “epistemic sensibilities and skills” (183). A key step in the phenomenological 
toolkit is “bracketing the natural attitude,” which entails momentarily setting 
aside narrow biomedical ontologies in order to foster a richer, more comprehen-
sive understanding of how illness impacts a person’s being in the world (200).

Carel and Kidd (2014) argue for a phenomenological approach as a means 
of countering epistemic injustices that arise in health care and can result in the 
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dismissal or disbelief of patient experiences (Fricker 2007). Big data and machine 
learning’s neglect of the phenomenology of illness risks exacerbating epistemic 
injustice: not only is first-person experience excluded from these quantitative 
tools, but this knowledge is robbed of clinical import in the face of power-
ful algorithms fueled by swaths of data. This echoes criticisms raised a decade 
ago against evidence-based medicine hierarchies, which by privileging partic-
ular research methodologies and definitions of evidence devalued other sources 
of knowledge, such as patient and physician testimonies (Bluhm and Borgerson 
2011; Goldenberg 2006).

We have argued elsewhere that engagement with first-person experience is 
essential to clinical judgment (Chin-Yee and Upshur 2015, 2018). In addition 
to phenomenology, other methods have been proposed to support this engage-
ment, such as narrative or historical approaches (Charon 2006; Chin-Yee and 
Upshur 2015). There are similarities and differences between these approaches, 
as there are distinctions that can be drawn between medical phenomenologists. 
Nonetheless, in our view the phenomenology of illness represents a particularly 
well-articulated position emerging from a strong philosophical framework that 
offers a range of clinically useful applications. The phenomenological approach 
also best highlights the deficiencies of the epistemic attitude engendered by the 
big data and machine learning movement in medicine.

Phenomenology and AI

Phenomenology’s bracketing of the natural attitude is critical to opening up 
a clinician’s interpretive horizon and transcending the limits of narrow “dis-
ease-centered” ontologies (Chin-Yee, Messinger, and Young 2019; Gadamer 
1996). This step is necessary for the provision of individualized, compassionate 
care that is sensitive to context. As we saw in the first section, big data ontolo-
gies constructed from “at-hand” data encounter a range of limitations, including 
their potential to misguide clinical care and research when extrapolating beyond 
domains where such ontologies may apply.

By excluding the phenomenological perspective, big data and machine 
learning leave out a crucial component of clinical reasoning. The first-person 
knowledge of both patients and physicians features center stage in the clinical 
encounter. For the clinician, this perspective is what enables identification of the 
most salient data and resources to allow for diagnosis and management in each 
individual case. This ability to recognize salience and adapt action to a particular 
context is a unique feature of human intelligence that has been recognized at 
least since Aristotle, and is captured by the notion of practical knowledge, or 
phronesis. Phronesis, which Kathryn Montgomery (2005) defines as the “flexible, 
interpretive capacity that enables moral reasoners to determine the best action to 
take when knowledge depends on the circumstance” (5), has been identified by 
several authors as a defining trait of a good physician (Pellegrino and Thomasma 
1981; Svenaeus 2003).
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Programming computers to exercise practical reasoning and demonstrate 
“commonsense” understanding has proved a challenge for researchers in AI. Ac-
cording to some critics, this failure is the direct result of the inability of computers 
to incorporate a phenomenological perspective. In 1972, Heideggerian scholar 
Herbert Dreyfus published an influential manifesto entitled What Computers Can’t 
Do: A Critique of Artificial Reason, in which he argued that the limits encountered 
by AI were a symptom of the Western philosophy’s misapprehension of human 
reason. Reissued in 1992 as What Computers Still Can’t Do, Dreyfus’s work traces 
this misunderstanding back to Plato’s assertion that “all knowledge must be state-
able in explicit definitions” (67), through to Descartes’s position that “all under-
standing consists in forming and using appropriate symbolic representations . . .  
built up out of primitive ideas or elements” (xi). This view of human reason 
is elaborated by Kant’s notion that “all concepts are rules for relating such ele-
ments,” and formalized by Frege so that concepts could be manipulated “without 
intuition or interpretation” (xi). Dreyfus saw in logical positivism the conver-
gence of rationalist and empiricists traditions, establishing a worldview consisting 
in discrete facts or “logical atoms” from which the mind constructs symbolic 
representations that are manipulated by formal rules and algorithms. For Dreyfus, 
contemporary AI represented the fullest expression of logical positivism and the 
culmination of its worldview—he also saw it as a “degenerating” research pro-
gram, and its failures as evidence of the limitations of this philosophy (Lakatos 
1975).

We have seen previously how logical positivism has been seriously challenged 
by post-positivist philosophies of science. Dreyfus draws on the phenomenology 
of Heidegger and Merleau-Ponty to argue that analogies between the human 
mind and computers fundamentally misrepresent the nature of experience and 
being-in-the-world. According to the phenomenologist, what we perceive is not 
raw data but “immanent significance,” shaped by context and directed towards 
action (Merleau-Ponty 1945, 26). Just as this perspective illuminates the expe-
rience of illness, it also highlights why clinical judgment cannot be reduced to 
fact-gathering and the application of rules. In each clinical encounter, the clini-
cian begins by attempting to understand the purpose of the consultation—what 
Gadamer (1975) might call “the question.” It is via “the question,” which arises 
from a concrete situation, that all “facts” and “evidence” are given meaning and 
interpreted to guide action. As Gadamer put it, “the path to all knowledge leads 
through the question” (371). This question may be implied, but it is often not 
immediately apparent and only emerges and evolves through a process of dia-
logue and careful interpretation.

Phenomenology’s recognition of the interplay between fact and situation, 
whereby data derives its meaning from context, and context continually chang-
es, touches on a central challenge for AI. According to Dreyfus, for AI to have 
any hope of simulating human intelligence, a phenomenological approach that 
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best describes how humans engage with the world is needed. Forty years since 
its initial publication, Dreyfus’s critique remains highly relevant, in particular for 
considering the prospects of AI in medicine. Although his argument was primar-
ily directed at what has been termed “Good Old-Fashioned AI,” the engineered, 
rule-based systems that dominated AI research at the time of his writing, many 
of the current medical applications of AI bear strong resemblance to these tech-
nologies. In subsequent editions, Dreyfus did address newer machine learning 
technologies, such as artificial neural networks, the predecessor of current “deep 
learning” algorithms, which are now being widely applied in health care (Hinton 
2018). While these systems have less reliance on preprogrammed rules, they still 
suffer from an inability to adapt to context and condition on the most relevant 
features within a given situation—unlike human intelligence, they cannot cope 
with structural change in their environment. Big data does not overcome this 
problem. As Dreyfus (1992) puts it, “expert know-how cannot be put into the 
computer by adding more facts, since the issue is which is the current correct 
perspective from which to determine which facts are relevant” (xlii).

We are still some ways from developing AI that reproduces human reasoning 
and practical knowledge, of which clinical judgment is a paradigmatic example. 
However, as we have argued, in its exclusion of the phenomenological perspec-
tive, the growth of big data and machine learning may have more immediate 
consequences in clinical medicine. These range from exacerbating epistemic in-
justice and devaluing the first-person knowledge of patients to mischaracteriz-
ing clinical judgment and undermining the interpretive, dialogic aspects of the 
patient-clinician relationship. By elevating these technologies as exemplars of 
clinical reasoning, rather than seeing them for what they are—potentially useful 
adjuncts within restricted domains—we risk leaving out fundamental features of 
the clinical encounter that these approaches exclude.

Conclusion

The rise of big data and AI in health care raises significant philosophical issues 
with pressing relevance to clinical medicine. We have highlighted three phil-
osophical challenges faced by this movement: the epistemological-ontological 
problem arising from the theory-ladenness of data and measurement; the episte-
mological-logical problem surrounding the inherent limitations of algorithms and 
issues with reliability and interpretability; and the phenomenological problem 
concerning exclusion of first-person experience of clinicians and patients. Some 
may worry that our analysis undermines claims to the objectivity of science and 
leads to an indefensible strain of relativism. We reject that conclusion. Our analy-
sis is complementary with a pluralist account of medical science which, although 
anti-foundationalist, is compatible with affirming the importance of science in 
medical progress (Upshur 2002).
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Claims that physicians will soon be replaced by AI are indeed overstated (Nay-
lor 2018); however, the philosophical issues highlighted here suggest more prox-
imate detrimental impacts of these technologies, ranging from the privileging of 
quantitative data and the exclusion of first-person knowledge to the underdeter-
mination of clinical complexity by AI algorithms. While we do not expect argu-
mentation to slow down the current enthusiasm for applying these technologies 
in health care, we do hope that our arguments will contribute to the evolution 
of critical appraisal standards to evaluate the impact of these technologies as they 
enter clinical care.
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