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ROLE OF IMAGE PROCESSING IN THE CANCER DIAGNOSIS
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Abstract: Cancer is still one of the most deadly diseases. It is a well-known fact that the early diagnosis is crucial and allows for the successful treatment while cancers diagnosed in their late stage are almost impossible to treat. For precise and objective diagnosis there is a need for a computerized method for cytological image processing, which is an integral part of a diagnosis process. In this work we present a classification system for grading cancer malignancy. In particular, issues of image processing in the aspect of medical diagnosis presented by prof. R. Tadeusiewicz and Dr. J. Śmietański in [1].
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INTRODUCTION

Information science (bioinformatics, bio-cybernetics) is a discipline that has found its important place in the modern medicine. One of the main reasons for that is huge amount of data used by physicians in the diagnostic and clinical processes. That considerable volume of information has to be properly collected and processed, which is very difficult, or just impossible, without the application of modern computer systems. Most of the contemporary medical equipment is able to transmit results of their tasks directly into a computer (the carriers), which essentially facilitates collection of the necessary information.

In view of the above, with great joy and gratefulness for the contribution, I accept the publication of prof. Ryszard Tadeusiewicz and dr Jacek Śmietański devoted to the issue of applying computer methods in medicine. In the modern way the book captures the problems of acquiring medical images and their processing. The information concerning medical apparatus presented in the individual chapters is given in the reliable and up to date way (and even in prospect), which, considering the fast technological progress, indicates huge experience and commitment of the Authors in editing the book (Fig. 1).

Due to the wide expression of the medical informatics topics the discussed publication may find wide circle of readers both, among the experienced medical specialists (physicians, radiologists) and the medicine or similar discipline students, e.g. of biomedical engineering. In case of that second group of

Fig. 1. New image processing book by prof. Ryszard Tadeusiewicz & dr Jacek Śmietański
BREAST CANCER DIAGNOSIS

Breast cancer is the most often diagnosed cancer in middle-aged women. According to the World Health Organization there are 7.6 million deaths worldwide due to the cancer each year out of which 502,000 are caused by breast cancer alone. With such a high rate, breast cancer also is one of the most deadly cancers. Successful treatment is a key to reduce the high death rate. Most of the diagnosed cases can be fully recovered when diagnosed at an early stage. Cancers in their early stages are vulnerable to treatment while cancers in their most advanced stages are usually almost impossible to treat [3].

During the diagnosis process, the cancer is assigned a malignancy grade that is used to determine the appropriate treatment. Malignancy grading allows doctors to precisely estimate cancer behavior with or without undertaking treatment and therefore is called a prognostic factor. It plays an important role in breast cancer diagnosis and the appropriate treatment is chosen accordingly to this factor. This is a complicated process that involves assessing numerous nuclear features that allow for malignancy estimation. Cancer malignancy is graded based on a numeric scale that was introduced by Bloom and Richardson in 1957 [4]. The grading scheme proposed by the authors was derived to assess malignancy from histological slides and is now widely used among pathologists to grade not only histological but also cytological tissue.

The grading system originally proposed by Bloom and Richardson [4], later modified by Scarff [21] and known as modified Scarff-Bloom-Richardson system, for grading breast cancer malignancy is one of the best known prognostic factors for this type of cancer [5]. These systems are based on grading of cells’ polymorphy, ability to reform histoformative structures, and mitotic index. All of these features are described by the Bloom-Richardson scheme as three factors that use a point based scale for assessing each feature according to the following description:

1. **Degree of structural differentiation (SD)** – In histopathological slides this is also described as tubule formation, which reflects cell tendency to form tubules. Since in cytological smears tubules are not preserved, the scoring given below for this factor is based on the classification of cell groupings within a smear, see Fig. 2a for example. On the right image in the Fig. 2a only one group is visible, which indicates lower malignancy than the case in the left image where dispersed cells are visible.
   - One point – cells in the image are grouped and spread regularly.
   - Two points – both grouped and single cells found within the image.
   - Three points – cells are spread irregularly.

2. **Pleomorphism (P)** – This factor takes into consideration differences in size, shape and staining of the nuclei. This scoring is fairly straightforward because with the growth of irregularity of the nuclei the prognosis becomes worse. Fig. 2b shows an example of these variations. Arrows in the image indicate cells with visible variations in shape and color. Arrows seem to be very small in Fig. 2b.
   - One point – nuclei with uniform size, shape and staining.

Fig. 2. FNA smears: a) Structural differentiation; b) Pleomorphism [3]
Two points – moderate variations are found.
- Three points – very significant variations (see Fig. 2b).

3. **Frequency of hyperchromatic and mitotic figures (HMF)** – Mitosis is a process in the cell life cycle in which a mother cell divides into two identical cells. Main objective of this factor is to assess the number of mitosis in the field of view. Several fields of view on the same slide are taken into account because this step is done in a large magnification. The more cases of mitosis found, the worse the prognosis is. During the staining process, mitotic cells stain the most intensively providing the darkest areas in the nucleus.
- One point – occasional figures per field are found.
- Two points – smears with two or three figures in most fields.
- Three points – more than three figures per fields are found.

According to the BR scheme, the malignancy of the tumor is assigned a grade that depends on the quantitative values of the above factors and is determined by the following equation:

$$G = SD + P + HMF.$$  \hspace{1cm} (1)

The final grade is obtained by the summation of all the awarded points for each factor described earlier. Depending on the value of $G$, the tumor is assigned one of three grades according to the chart shown in Fig. 3.

Based on the evaluation of the malignancy of the tumor an appropriate treatment is suggested.

Assigning a malignancy to a case is a very difficult task and is dependent on the experience of the pathologist. More experienced pathologists that have seen more cases are more reliable in their diagnosis. On the other hand, due to overwork and fatigue, seeing more similar cases may lead to misclassification of the malignancy. To address this problem we present an automated grading approach that is able to evaluate and assign a grade to Fine Needle aspiration biopsy (FNA) tissue. To achieve this we convert the Bloom – Richardson [4] grading scheme into a classification problem.

![Fig. 3. Grade determination for the Bloom – Richardson scheme, taken from [5]](image)

In the literature one can find approaches for breast cancer classification [6-12]. Most of these approaches involve classification of breast cancer as benign or malignant. The proposed system implements the idea of multilayer perceptron to achieve the classification of malignancy into intermediate and high malignancy classes. The results obtained with the perceptron are then compared with those obtained by a pathologist as described in section 3.

**FEATURE EXTRACTION AND CLASSIFICATION**

Feature extraction is an important part of each classification task. Poor definition of features can lead to a high error rate of a classification system. Each classification system takes a feature vector as an input and responds with a category to which the object belongs. A feature vector is a set of features extracted from...
the input data. Before we can extract features used for classification our input data needs to be preprocessed and segmented. Preprocessing is a task of removing not important information from the data. Segmentation is an operation during which we isolate the boundaries of the important parts of the data that are then used for feature extraction and classification. In this study we make use of automatic thresholding as proposed by Riddler and Calvard [13] and fuzzy C-means (FCM) segmentation [14-16] to retrieve the nuclear information from fine needle aspiration biopsy (FNA) slides.

During the cytological examination two kinds of images are taken. The first type are the images that are recorded at 100x magnification. The second set of images is recorded at 400x magnification. All of the images used in this study had a resolution of 96 dots per inch (dpi) and a size of 764x572 pixels.

Due to the fact that different structures are visible at different magnification, the choice of the segmentation technique depends on the magnification of the image. For images recorded with low magnification the automated thresholding method shall be used (see Fig. 4a), while for the high magnification images the FCM segmentation will be applied (see Fig. 4b).

Based on the segmentation we are able to extract a set of 16 features that allow for training and testing the perceptron. For breast cancer malignancy classification two kinds of images are used. One subset consist of images recorded in low magnification, which allows for extracting structural features, the second subset of images is built from high magnification images which are used for polymorphic feature extraction [17-20].

CONCLUSIONS

The article presents the role of image processing in relation to cancer diagnosis. Modern methods of image acquisition and image processing in medicine are presented in the book [1] by prof. Tadeusiewicz R. and J. Śmietański. In the book, the authors have shown many examples of the application of imaging techniques in specific clinical cases.

The article quotes the examples of cancer image processing to show the importance of the problem. Mathematical methods can help to identify cancer cells. More advanced methods allow for the assessment of the tumor grade. Such a procedure helps in making a good diagnosis, which in turn determines the effectiveness of recovery. Automatic pattern recognition algorithms are successfully implemented to modern diagnostic equipment in medicine.

Over all we can conclude that from the pathologist point of view, having a system that is able to assist them during the decision making process, is very useful and helpful especially in the situations where it is difficult to decide to which malignancy class the case should belong. Such a system would help to make their diagnosis more objective and precise.
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Abstract: One of the fundamental problems in distributed computing environments is to ensure proper security of user data, which due to the nature of the system, are mostly stored in the dedicated distributed shared disk resources. These resources are available for computing machines (WN) via a special server – Storage Element (SE) with dedicated access protocols such as NFS or LUSTRE. Currently, the numbers of concurrent computing machines exceed a few thousand which, combined with shared disk resources, whose capacity often is counted in Peta Bytes (PB), prevents the efficient archiving (backing up) user data. This can cause the additional load on the SE, while maintaining efficiency in data access. The solution to user data in a distributed shared disk resources is to use the snapshot mechanism (snapshot) which is mostly available in a disk array. The authors present the results of using a dedicated backup system with snapshot mechanism on the disk array with the intermediate backup server and backup software HP DataProtector 6.0 for protection of user data in PL-Grid environment.

Keywords:

1. Introduction

Dynamic development of grid computing infrastructure raises the challenge for dispersed mass storage systems. The most important issues include satisfying the constantly growing demand for capacity, high efficiency and accessibility of storage resources, as well as the very important and widely discussed problem of safety of stored data. Therefore, proper configuration of mass storage systems, together with providing necessary computing power, becomes one of the key parameters decisive for the efficiency and safety of the entire Computing Centre. Administrators of storage infrastructure constantly search for an optimum solution that satisfies the needs of the most demanding users, who often consider high security of stored data as the most important feature of mass storage.

Taking current large volumes of individual hard disks and methods of sharing their resources into consideration, ensuring data security is a huge challenge for administrators, who are responsible for backups. In most cases, key user information is stored on external arrays equipped with specialized mechanisms for data protection, such as RAID groups or hot-spare disks. Distribution of data to users and so-called Worker Nodes (WN) is provided by special Storage Element (SE) servers, utilizing various protocols for remote sharing of files (i.e. NFS or LUSTRE). In such a dispersed and shared mass storage infrastructure, backups based on Disk-to-Tape (D2T) mechanisms heavily degrade the work efficiency of both disk systems and client workstations. Such a solution is unacceptable from the perspective of the aforementioned Computing Centre’s priorities. This fact has become a starting point for the search of an alternative solution for backup of stored data.

The paper presents results of work focusing on a solution for creating backups of a dispersed disk system with implementation of the Disk-To-Disk-To-Tape (D2D2T) method connected to snapshot copies of a disk array and utilizing of a proxy backup server with HP DataProtector 6.0 software. The resulting solution has been tested in an actual computing grid cluster environment utilized in the Cyfronet Academic Computing Centre.
2. Infrastructure Characterization; Definition of the Problem

Figure 1 presents the dispersed disk system at AGH’s CYFRONET ACC from the perspective of creating backup copies of data processed in grid computing clusters.

![Fig. 1. Topology of the dispersed disk system at AGH’s CYFRONET ACC](image)

The system’s principal components presented in figure 1 include: a Backup Server (BS), a client backup server (Storage Element – SE), a managing server for the backup copy system (Backup Management Server – CM), HP EVA8100 disk array (EVA), HP ESL 712e tape library, LAN (Local Area Network) and SAN (Storage Area Network), together with the necessary infrastructure of physical connections.

A typical backup scenario of a dispersed disk system assumes direct copying of data from the SE backup client to the BS backup server via LAN. The whole copying process can be divided into several intermediate stages. During the first stage, the SE client reads data from disk resources within SAN and sends them via LAN to the BS backup server. In the next, the Backup Server (BS) transfers received data to magnetic media located in the tape library that connects to the BS via SAN. During the last stage, an update of the backup session database (located on the managing server for the backup system) is performed. Figure 2 presents a diagram of this process.

Such a method for securing user resources requires the use of three independent servers: a SE client, a BS backup server and a CM database server. In this case, the stored information is being sent via two independent network infrastructures: LAN and SAN. The main disadvantage of this solution is the additional load for the SE client, resulting from the necessity of reading and transmitting data during the backup creation process. Thus, a significant reduction of the SE’s performance occurs, necessary for performing current tasks for local clients of the computing node. Other negative features of the presented solution, apart from such performance degradation, are as follows:

- Degradation of bandwidth available to the SE (Storage Element) client.
- Lack of flexibility in defining a backup window, due to the way computing nodes are utilized (placement of a window depends on currently running computing tasks).
- Performance degradation of the SE’s (Storage Element) disk resource access during the data backup procedure.
- Low efficiency of data copying processes.
- Conventional backup methods for dispersed disc resources also cause numerous problems on the backup system side, such as:
  - Low utilization of network bandwidth.
  - Low utilization of tapes (due to the necessity of providing a continuous data stream to the drives, especially in the case of new, more efficient LTO-4 and LTO-5 cartridges).
  - Shortening of the lifespan of LTO-4 and LTO-5 cartridges.
- Inefficient copying of small files.

3. Snapshot Copy Solution

Utilization of the Disk-To-Disk-To-Tape (D2D2T) data storage method with the snapshot mechanism for disk array copies is a way of eliminating the problems described in point 2. The proposed solution divides the main backup scenario into two stages: Disk-To-Disk (D2D) and Disk-To-Tape (D2T).

During the first stage (D2D), snapshot copies are made on the EVA array of source disk volumes utilized by the SE (Storage Element) client, which contains the data to be copied. Generated volume images are exact copies of the source disks at the moment they are generated. Snapshots are then made available via SAN to the backup server, which initiates a process of copying local data onto an intermediate disk medium without any participation from the client (Storage Element – SE). At the same time, the information about backed-up files is saved in the CM (Backup Management Server) server’s database. During the second stage of this scenario (D2T), after the copying of all snapshots from the D2D stage is completed, a consolidation of intermediate disk media onto tape media occurs. Use of a single, continuous copying process causes a significant increase in the
efficiency of utilization and lifespan of magnetic tapes. The D2T process, similarly to D2D, is performed locally in the BS backup server without SE client participation. An overview of the proposed solution, with specification of D2D and D2T processes, is presented in figure 3.

Fig. 3. Diagram of a proposed snapshot backup scenario

4. Results

Efficiency tests were performed in order to compare both previously discussed methods. Both scenarios utilize the actual grid computing cluster infrastructure, described in detail in point 1. HP DataProtector 6.0 was the software package used for automatic creation of backup copies. Figures 4 and 5 show the SE server load graphs and utilization of EVA array for a conventional data backup scenario, described in step 2.

Fig. 4. Client server load

As the graphs show, the SE client’s load (expressed as a percentage of the server’s CPU occupation) is inadequate for the resulting read speed of source disks. At the same time, the transfer during reading of data from the SE client (Fig. 4) corresponds to data transfer during the process of saving media on a BS backup server onto tape, which results in inefficient utilization of magnetic tapes.

Fig. 5. HP EVA 8100 Disk Array Bytes/s transfer (snapshot array)

The resultant low transfer values of the copying process (Fig. 5) are not acceptable from the perspective of a backup copy system. Figures 6 and 7 include graphs of BS server load and EVA array utilization within the D2D2T scenario.

Fig. 6. Backup server load

Fig. 7. HP EVA 8000 Disk Array Bytes/s transfer (backup array)
Implementation of the proposed solution resulted in constant, efficient utilization of disk resources during the D2D stage (Fig. 7), as well as of tape drives during the D2T stage (Fig. 8). At the same time, with the use of the two-stage copying process, the BS server’s utilization dropped to an acceptable level (Fig. 6), while the read and write ratios for the backup media (Fig. 7 and Fig. 8) remained satisfactory.

Fig. 8. HP ESL 712e LTO4 Tape Bytes/s transfer

5. Conclusions and Summary

The performed tests confirm that implementation of the solution presented in point 3 allows one to achieve satisfactory ratios of data transfer onto the backup media, as well as server load reduction. Also, with the proposed Disk-To-Disk-To-Tape data protection method, which utilizes a mechanism of creating snapshot copies of the arrays, it was possible to eliminate problems present in a conventional backup scenario. Specifically, it was possible to:

- Significantly reduce SE server load due to transferring of the copying process onto the BS server (D2D stage).
- Increase the flexibility of backup windows’ definition and minimize access performance degradation of the SE server’s disk resources due to the use of snapshot copies of disk arrays.
- Increase bandwidth available for computing tasks by eliminating the use of LAN for copying purposes.
- Increase utilization and lifespan of magnetic tapes due to the use of consolidation during the D2T stage.
- Remove the problem of small file copying due to transferring of backup processes onto the BS server and the use of consolidation.
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Introduction

Usually, we think of optimization in the sense of choosing the best element from many available alternatives. However, there are situations where a problem has multiple similar solutions, which are global and local optima. In order to find all good solutions of a problem, one has to use multi-modal optimization and special algorithms, because multiple use of a classical optimization algorithm may result in obtaining the same single solution.

Multi-modal optimization is especially important from a practical point of view: e.g. similar results of the production process can be obtained under different conditions, but some of them may be easier to achieve on an industrial scale. Moreover, the multi-modal optimization algorithm can be used for an efficient control of robots, which must cooperate in order to fulfill the task of locating multiple sources of e.g. thermal radiation. The creation of fast and efficient algorithm is therefore an important task.

In general, evolutionary algorithms are able to provide multiple answers to an optimization problem, because they are simultaneously exploring a search space at many points. For example, Niching Particle Swarm Optimization (NichePSO) algorithm [1], which is a variant of Particle Swarm Optimization algorithm [2] uses Niching [3] technique to divide simulated particles into subswarms in order to find many solutions. Glowworms Swarm Optimization [4-6] is another evolutionary multi-modal optimization algorithm, in which the work is done by a swarm of agents, which behave like glowworms. The GSO agent encodes the fitness of its own position by a level of Luciferin (a luminance quantity) and moves step-by-step toward randomly chosen agent, which broadcasts higher Luciferin level (i.e. “shines brighter”). It must be emphasized, that a simulated swarm of glowworms is protected against convergence at a point of the global optimum by limiting the distance of an information exchange: the agent can look for “brighter” glowworms only in its own vicinity. The GSO algorithm is given in [6] in a form of a pseudo-code.

Goal of this work

Despite many positive attributes, the GSO algorithm has its downsides as well:

– in the case of low concentration of agents, many of them are not able to find the neighbors and in consequence they are unable to move at all,
– agents can move only in direction of other agents. It means, that many agents have to collaborate in order to effectively look for a single solution (in a simple, two-dimensional case, at least 3 agents are required). The general rule is: the more dimensions of the search space, the more agents have to cooperate.
– GSO has not got a built-in stopping condition, so the optimization process is terminated after an arbitrary chosen number of iterations. This in turn means, that the final location of agents may suggest successful finding of an optimum only when a certain number of agents are grouped together. In
particular, the location of a single agent has no meaning, due to lack of an information, why a simulated glowworm was stopped at that particular place.

The first two drawbacks can be bypassed by a simple improvement, which was proposed by the author last year [7]. In modified GSO algorithm (GSOv1), always, when an agent has no neighbors (i.e. glowworms, which broadcast higher value of the Luciferin and are in its close vicinity), it performs random step in the search of a better position (this part of the algorithm will be called a backup algorithm). In the backup algorithm only steps improving current solution are accepted, all the others are discarded. This modification significantly improves an efficiency of the algorithm, measured here by the number of correctly detected optimums.

This paper is a continuation of earlier work [7] and is aimed at improvement of GSO algorithm by adding a conservation of agent move direction.

**Description of a problem solution**

The GSOv1 algorithm (the standard Glowworm Swarm Optimization plus the backup algorithm) was further improved by adding a capability of conservation of agent move direction. In the new algorithm, always, when an agent has a choice between multiple directions of the next move (either there are several neighboring glowworms, which “shine brighter” or a new position is generated by random by the backup algorithm), the greatest probability of the choice have these directions, which do not deviate too much from the direction of a previous motion of this agent. New modification changes only the probability of the next move selection; the algorithm core (GSOv1 presented in [7]) is not altered.

In the new, described here, version of the algorithm (GSOv1C), the last change of agent location is stored in a memory in a form of a unit vector. This vector represents orientation of the agent (O) and is always overwritten, when the agent changes location. Directions consistent with the direction of the vector O are promoted by scaling the probability of their selection by the following weighting factor:

\[ W_i = 0.495 \left[ \frac{N \times O}{\|N\|} - 1 \right] + 2 \]

where:

- \(N\) is a vector from a current position of the agent to a new, evaluated location,
- \(\|\|\) denotes the length of the vector.

A constant 0.01 makes the weighting factor always larger then zero, what prevents algorithm from being blocked, when return to the last position (U-turn) is the only available option (such a situation can happen, when several agents are placed on the edge of the search space). A constant 0.495 makes the weighting factor not larger then 1.0.

Additionally, if a current move of a certain agent is governed by the random backup algorithm, the length of the vector O is reduced by the factor 0.9 always, when new location is not accepted (i.e. when it leads to worse solutions). By means of this feature, the new algorithm has an ability to decrease influence of the old orientation, when it becomes out of date.

In Figure 1 the weighting factor is plotted versus angle between O and N vectors. The shape of the curve depends on the number of previous positions discarded by the backup algorithm.

![Fig. 1. Weighting factor as a function of an angle](image)
Further improvement of the Glowworm Swarm Optimization algorithm…

It must be emphasized, that a concept of a reduction of the $O$ vector length has very important side-effect. When, at the end of calculations, a single, solitary agent owns very short $O$ vector, it means, that this agent successfully found the optimum! Previously, this particular agent repeatedly tried to move by the random jumps generated by the backup algorithm (only this part of the GSOv1C is allowed to decrease the length of the $O$ vector), but could not, because all nearby locations were worse, so the optimum was located.

Software and hardware used

The software used for computer experiments was written in GNU R language [8]. Parameters and results of the calculations were stored in the relational database SQLite [9] by means of RSQLite library [10]. Due to the rich plotting and charting capabilities, GNU R language was also used for figures preparation.

The SQLite database was divided into three files. All tables required for planning calculations were placed in the first file. The second file contained information about the progress of calculations and crude results. The processed, averaged results were inserted in tables saved in the last file. The information, stored in these files, was always added and never modified. Therefore, the new version of the database files contained all previous data, so it was possible to simultaneously plan for new calculations, to do them and to analyze the result of previous computer experiments.

Main calculations were performed on zeus.cyfronet.pl and mars.cyfronet.pl clusters at ACK Cyfronet AGH in Cracow. Results were elaborated by a standard PC computer.

Results

Three versions of GSO algorithm (original GSO, GSOv1 and GSOv1C) were tested by means of many well-known multimodal test functions. Presented results were received for a small swarm composed of 25 agents (glowworms). All calculations were terminated after 2000 iterations. GSO model constants were taken as in paper [7].

The following two-dimensional test functions were arbitrary chosen to show results in this paper: Peaks function [11], Rastrigin’s function [12], Himmelblau’s function [1], Equal-peaks-B function [13], Ackley’s Path function [14], Branin’s rcos function [14], Easom’s function [14] and Fifth function of De Jong [15]. All optima of these functions are known. Some of the test functions were re-scaled in order to limit the search space, which was usually a square 10x10.

The algorithms were compared due to the number of localized optima. Because the test functions differ in number of optima and calculations were repeated 100 times, the normalized average number of localized optima (denoted as: $<N_{loc}> / N_{opt}$) was shown in Figures 2-7 as a function of iteration number.

The normalized average number of the localized optima was evaluated three times, because of different success criteria:

- according to criteria A) optimum was treated as found when at least three agents were localized in its vicinity. This requirement was used in papers [6] and [7].
- according to criteria B) even one agent near optimum was enough to consider that optimum as found.
- according to criteria C) optimum was regarded as discovered when either condition A) was fulfilled or at least one agent with the orientation vector $O$ shorter than 0.001 was
Further improvement of the Glowworm Swarm Optimization algorithm...

Fig. 3. The performance of the algorithms evaluated according to criteria A)

Fig. 4. The performance of the algorithms evaluated according to criteria B)
Further improvement of the Glowworm Swarm Optimization algorithm...

Fig. 5. The performance of the algorithms evaluated according to criteria B)

Fig. 6. The performance of the algorithms evaluated according to criteria C)
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found near optimum. The second part of this condition can be accomplished only in the case of the new version of GSO algorithm (GSOv1C). However, the introduction of this measure is justified, because only this one algorithm provides the direct information needed to correlate the positions of the single agent and the optimum.

In all cases only agents, which distance to the nearest optimum was shorter than 0.05 (a step size was equal to 0.03), were taken into account.

In all Figures below the original GSO algorithm is marked by means of open circles, GSOv1 by open squares and for the new algorithm (GSOv1C) filled triangles are used.

In Figures 2 and 3 the performance of the algorithms evaluated according to criteria A) is shown. It can be easily seen, that algorithms GSOv1 and GSOv1C are comparable in terms of the number of the localized optimums, but GSOv1C is faster and requires less iterations to finish the work. Of course, it is a direct result of more efficient choice of the next agent position.

Results received with the usage of the criteria B), which is a impaired version of the criteria A), are given in Figures 4 and 5. Both GSOv1 and GSOv1C have the backup algorithm implemented and they are able to explore the search space even by means of a single agent, so they gain in comparison with the original GSO algorithm and now yield significantly more localized optimums.

As it was previously described, in the case of GSOv1C algorithm, it was enough to check the length of the orientation vector $O$ for unambiguous assessment of whether a single agent was able to find the optimum. This feature positively distinguishes GSOv1C from other versions of GSO, what can be observed in Figures 6 and 7, where criteria C) was used. The same level of the normalized average number of the localized optimums was achieved by GSOv1C quicker in comparison to GSO and GSOv1. Moreover, for GSOv1C the final values of $\frac{\langle N_{loc} \rangle}{N_{opt}}$ parameter, were the largest.

5. Conclusions and future work

It has been shown, that the standard GSO algorithm was significantly improved by simple modifications.

The new algorithm GSOv1C is able to locate more optimums than standard GSO. Moreover, GSOv1C requires less computer resources (uses smaller number of the iterations) than previous version (GSOv1) to obtain the same result. Excellent performance is achieved because GSOv1C efficiently uses all agents and explore the search space even by means of a single agent. The new, proposed in this paper, version of GSO uses memorized direction of the last agent movement in order to reduce the chance of a return to the old solution. Only GSOv1C can clearly indicate the optimum by means of a single agent.

Recent results received for 5, 10 and 15-dimensional test functions also indicate the superiority of the algorithm in the version GSOv1C.

A sensor range is a very important GSO model constant. It limits the resolution of calculations - two different optimums can be
detected, if the distance between them is larger than the sensor range. The conversion of this constant to a variable dynamically adjusted during calculations is a goal for the future work.
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1. Short history

There was a time when computer graphics were generated solely on the Central Processing Units (CPUs) in a computer’s memory and then, if necessary, displayed on screens by video cards or printed on paper by printers. However, as larger and larger image resolutions were required, and processing became more complex as more sophisticated models were used, the CPUs reached a performance limit and couldn’t generate the graphics in real-time anymore with a reasonable number of frames per second.

The response came from hardware manufacturers who designed dedicated hardware to off-load the CPUs from common graphics operations. Some of those devices targeted the entertainment market, which is known for its persistent need of higher and higher graphics quality. This brought a constant growing acceptance of hardware acceleration, enabling manufacturers to gradually design more advanced devices. This trend led to the Graphics Processing Units (GPUs). In their present form they are far from their first ancestors.

Some basic 3D operations are easy to understand and implement, but nevertheless put a lot of strain on the CPU, because they require a lot of random memory accesses and lots of arithmetic calculations. These 3D operations include for example filling a triangle’s interior with an image (while keeping a correct angle and having it adequately stretched), filling a triangle with a colour gradient coming from interpolation of its three vertex colours, etc. It is not enough to interpolate either colours or texture coordinates linearly, as it doesn’t realistically reflect the perspective of the introduced artefacts. Nonlinear interpolation is necessary, however, it requires the use of more time-expensive operations that are especially slow if performed by the CPU.

Later, the graphics processing hardware was augmented with a functionality to perform 3D coordinate transformations. So that the hardware was able to accelerate a larger part of graphics generation, not only polygon filling. Some stages in the GPU’s multi-stage graphics generation process (i.e. graphics processing pipeline) contained certain dedicated circuits that were absent at every other stage. This meant the customisation of stages of the processing units that depended on performance functionality. The units implementing different pipeline stages varied. For example: the rotating points in 3D space differ from putting a texture onto a polygon in terms of the required resources.

Recently, a new trend has been observed: that is to replace the dedicated units with general-purpose resources whenever it is feasible and reasonable. This approach simplified the GPU programming for tasks not related to graphics. Meanwhile, the GPU companies provided the software developers community with programming models. This allowed the GPU programming to perform various, typically computationally intensive tasks. Having gradually more general units, the GPUs became in some aspects similar to the CPUs, more approachable and easier to use as a simple co-processor. At the same time, the GPUs still possess their inherent property of being able to process a lot of independent data using common operation sequences, i.e. they have a large number of computational units, far exceeding that which is soon to be seen on the CPUs, they can also efficiently...
execute simple computational tasks (kernels) over large sets of data, element by element.

The GPUs are not meant as a replacement for the CPUs, due to their different characteristics. The GPU processing units are simple in-order execution units. There is no sophisticated memory model implemented in the GPU, contrary to the modern multi-CPU architecture. The GPU can offer much higher memory bandwidth as memory access is simplified. The computational throughput is provided by the GPUs in a plain, inflexible form.

As their predecessors have done this for graphics, the modern GPUs can significantly reduce the CPUs load in various computational applications. To get noticeably shorter total computation times, the operation sequence has to be expressed in a way suitable for the GPUs and map well to its resources. The GPUs are usually installed in the system as add-on cards, so there are two major usage scenarios: the GPU as a replacement or an extension to the CPU. The first one is easier to implement: at the beginning of a computationally intensive application part, all the data is written to the GPU memory, then the GPU starts data processing, and the CPU is waiting idly for the GPU to finish, finally the results are copied back to the system memory. The latter one assumes some sort of cooperation between the CPU and the GPU, either by splitting the problem into pieces and distributing them among the devices in the system, or by working simultaneously on different tasks. The higher the complexity of the software pays off by providing better application performance overall.

Typically, a single modern GPU is connected to the rest of the computer system through a PCI-Express bus. All the data, results and commands have to be exchanged using that bus. In a sense it resembles a separate node in a computer cluster were the explicit message and data exchange is implemented. Some communication fabric connects devices in a cluster and this structure is a performance bottleneck because it introduces delays in communication.

Recently, the GPU-based systems have made their way to the computing centres establishing the General-Purpose computing on Graphics Processing Units (GPGPU) paradigm. This triggered the development and deployment of hardware-accelerated scientific software. In the following sections a short introduction to a GPGPU scientific computation is given, a brief overview of the GPU systems available at CYFRONET is presented and finally the results of the benchmark molecular modelling calculations are shown. Finally, the resources for development of the GPU-accelerated scientific software are briefly discussed.

2. The GPGPU scientific computations

The software vendors and the open source projects' contributors noticed the potential to improve the execution time in several areas when the GPUs are present in a system. As for now, support varies for the GPUs. Some software packages use them for computations which are both mostly used and the most time-consuming, others provide just a selected few computation methods on the GPUs, having the rest done by the CPUs. The latter may not address the usual users' needs, but it's a good point to begin with. Next the selected scientific tools are presented, grouped by their domain. In [2] one can find a similar survey, focused more on molecular modelling.

2.1 Quantum chemistry

In quantum chemistry, to explore the chemical properties of molecules, the laws of quantum physics are used. The model representing a real system is detailed enough to account for the presence of electrons. Usually, the Schrödinger equation is being used to obtain the probable distribution of the electrons' locations. Having the molecule's electronic structure is the entry point to discover the molecule's properties which less accurate models cannot provide. Several approaches have been developed to approximately solve the system, with the accuracy good enough. However, the detailed model's nature inherent to quantum chemistry obviously limits the molecule size that can be computed, with the limiting factor being computing time. To solve the Schrödinger equation, the most well-known methods are the Hartree-Fock with its variants and density functional theory.

The problem maps well to the GPUs ([5, 6]), which led to the design of the TeraChem software. Unlike a lot of software written for the CPUs and later adapted to the GPUs, from the beginning TeraChem was targeted toward the modern nVidia GPUs. As a consequence, significant speed-ups have been observed when compared to software performing similar computations solely on the CPUs. Especially for larger molecules speed-ups are easily observable. TeraChem supports, among others, the Hartree-Fock (Restricted and Unrestricted), the DFT method, the TIP3P force field for modeling how water in fluencies explored molecules.

2.2 Molecular mechanics

When molecules are too large to be solved with quantum chemistry or QC specific properties are not required, less accurate models can suffice. This is often the case in biology, where for many applications molecules can be modelled as balls connected with springs. Balls represent molecule's atoms, while springs are there to indicate bonded interactions between atoms. When the physics follows Newtonian mechanics, the model is called molecular mechanics. Interactions are expressed through so called 'fields' that, given two atoms, return the combined mutual force acting upon these atoms. So, the resultant force applied to an atom is equal to the sum of all the partial forces coming from interactions with other atoms. It takes O(n^2) field evaluations, where n denotes the number of atoms in the molecule. As there are few kinds of atom-atom interactions, the combined force can be split into components: \[ F_{\text{total}} = F_{\text{bonded}} + F_{\text{nonbonded}} \]
where \( F_{\text{bonded}} \) relates to bonds linking adjacent atoms, and \( F_{\text{nonbonded}} \) relates to interactions between all atoms, such as electrostatic forces.

Saving on insignificant computations is possible by skipping nonbonded forces for distant atoms, since nonbonded interactions decline with the distance growth.

One of the possible optimisations is to use the Particle-Mesh Ewald method ([7]), giving high accuracy at significantly reduced computational cost. The approximation works by dividing the potential into the direct and the reciprocal sum. The direct sum, related to atoms close enough, is computed directly. The recipro-
cal sum, on the other hand, is handled by introducing a grid, onto which charge density coming from further atoms is interpolated. Then, the Fourier Transform on the grid is performed, followed by convolution and the Inverse Fourier Transform, returning potential on the grid. The reciprocal sum relates to long-range interactions. The PME assumes periodic boundary conditions. Molecular mechanics is well-suited to the GPU implementations. It is a building block for the molecular dynamics software packages, where the MM is employed for a large number of simulation frames. The computational complexity combined with a need to perform computations many times per simulation put high performance demands on the MM codes.

2.3 Molecular dynamics

For several applications, the computing of a system at an isolated point in time is of no use by itself, but it is necessary as a building block for larger computations. There is a need to observe how the systems behave, and evolve over time. When interactions between the system elements follow molecular mechanics and the system is simulated in consecutive time slots, the computations are called molecular dynamics (MD).

MD is a major tool to explore how biomolecules interact. E.g. knowing and understanding protein-protein docking (i.e. forming complexes from two or more biological molecules) allows us to understand the processes occurring in living organisms, it is also of huge importance for drug design. Besides its significance in biological sciences, MD is also used heavily in material sciences, to investigate material’s properties, such as its melting temperature, analyse crystal behavior in the presence of defects, determine the structure of X-ray crystallography as well as of Nuclear Magnetic Resonance (NMR) experiments, to name just a few of its applications.

For MD to return realistic results, the timestep has to be set appropriately to be in the order of femtoseconds. Larger timesteps lead to skipping important intermediate system stages, leading to states diverging from reality. A small and not varying timestep means the simulation length is severely limited by the available computing capacity.

There are many scientific applications for MD. Of the most well-known and able to use the GPUs, there are the Gromacs, the NAMD and the Amber. The Gromacs 4.5 support the GPUs through the OpenMM library; currently only the subset of functionality benefit from the GPUs in the system. Nevertheless, authors point to a large performance improvement for the implicit solvent when compared to the CPU implementation. Support for more features is under development. The NAMD is an MD package, geared towards scalability on parallel architectures. A 2.7 version supports the GPU. The Amber package is also capable of performing MD simulations. With version 11, the Particle-Mesh Ewald method is supported on the GPUs, with some sub-features not yet implemented. This is still a work in progress.

2.4 Aminoacid sequence alignment

In the area of searching for amino acid sequence similarity, it is not enough to check whether two sequences are exactly the same or not. Rather than that, one needs to know to what extent one sequence resembles another one and how many subsequences they have in common.

Probably the most widely used tools are the BLAST, the FASTA, and the Smith-Waterman algorithm. All of them need to be implemented as quickly as possible, due to the amount of data to process. For the former ([3]) and the latter one (e.g. [4]), the GPU versions have been implemented with noticeable speed-ups. The three tools are not completely interchangeable, as they differ in provided accuracy. The Smith-Waterman algorithm returns optimal matches, thus it is the slowest one and requires the most memory. The two others use the heuristic method to increase the processing speed at the cost of lower accuracy – the returned results might not be optimal. The HMMER, a similar tool, has also been ported to the GPU ([11]).

2.5 Other applications

Apart from ready-made software, like the molecular modelling packages described above, the GPU cluster serves as a development environment for high-performance scientific applications. To facilitate implementation of the GPU-aware code, the CUDA C and the OpenCL compilers are provided with a set of advanced libraries as well, allowing for easy delegation of computationally-demanding kernels to the graphic subsystem. Among others, the Niedoida [11] computational chemistry package is being extended to make use of the GPU-accelerated kernels implementing core ab-initio and the Density Functional Theory (DFT) algorithms.

3 CYFRONET GP GPU resources

In April 2011 ACC Cyfronet introduced users to a new computer system equipped with NVIDIA® Tesla™ GPU cards. This was the newest addition to the most powerful Polish supercomputer cluster “Zeus”. GPU based system, which is intended to solve biochemical, geological, pharmacological and materials science problems. Thanks to its outstanding performance much larger scale problems can also be solved.

The system is composed of 24 computing nodes each equipped with two NVIDIA® Tesla™ M2050 graphic cards. The combined performance of a single computing node is 1.1 Tflop which includes the processing power of 12 Intel Xeon X5670 CPU cores and 896 NVIDIA CUDA cores. Overall the computing power of the entire GPU cluster is comparable with roughly 176 computing nodes with exact configuration excluding graphic cards. The nodes are connected using low-latency high bandwidth Infiniband interconnect to facilitate efficient message passing. The specific configuration was selected to optimally support the variety of scientific software, with each specific application having specific preferences with respect to the number of CPU cores and GPU subsystems. In particular, the cluster allows for efficient modelling of large molecular systems at both molecular and quantum mechanics levels.

Theoretical computing power can be calculated for every processor model. The actual computing power, however, is much harder to describe because it depends on algorithm properties. Moreover, achieving theoretical values is impossible in most
cases. In the case of graphic cards this task is even harder due to the architectural and the programming complexities. The problems in this field are the main focus of a newly created Center of Competence in the field of GPU programming. Research is carried out with the support of the “HPC Infrastructure for Grand Challenges of Science and Engineering” Project.

Current research is focused on chemistry-related problems including:
- The development of GPU-accelerated quantum-chemistry software
- Molecular modelling of macrocyclic inclusion complexes, particularly the examination of the influence of ions on the formation of guest/host systems
- Modelling the influence of the ketocyanine dye-solvent interaction on the HOMO-LUMO gap

The Zeus GPU cluster provides many popular software packages for scientific calculations. These include the NAMD, the Gromacs, the GameSS, the TeraChem and others. The full list of available packages is provided at [12].

4. Results of experiments on Cyfronet’s GPGPU

The new ACC Cyfronet installation provides an excellent environment for performing large-scale scientific calculations. The installed GPU-aware software includes molecular mechanics (NAMD [8]) and quantum-chemical (TeraChem [9]) packages. To illustrate the efficiency gained stemming from the hardware-assisted acceleration, selected benchmark calculations are presented.

Molecular dynamics calculations were performed for the Satellite Tobacco Mosaic Virus (STMV, Fig. 1) in an explicit water environment. The system comprises of over one million atoms. The Langevin dynamics with a timestep of 1 fs was performed with periodic boundary conditions. The Particle Mesh Ewald (PME, [7]) method was used for calculating the Coulomb interactions. A series of calculations was performed for the varying number of nodes, with and without GPU acceleration. The results (see Fig. 2) show consistent almost three-fold speed-up stemming from the hardware-assisted acceleration.

To assess the performance of typical quantum-chemical calculations, the Born-Oppenheimer dynamics of olestra (see Fig. 3) was performed using the 6-31G basis set at the B3LYP level of theory. A comparison was made with the same calculations performed using the GAMESS [10]. The result shows that the TeraChem running on two GPUs is over 170 times faster than the GAMESS using 12 CPU cores.

5. Summary

The modern graphics processing units can be harnessed to provide tremendous acceleration for the various numerically intensive scientific tasks. Specifically, the molecular modelling applications are well suited to the GPUs, due to their extensive computational requirements and immanent data-parallelism. The benchmark calculations performed using the GPU resources offered by CYFRONET show that very substantial gains in efficiency can be expected in simulations based both on the molecular and the quantum mechanics paradigms.
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Abstract: In the present article various methods of automatic separation of acoustic signals have been described. The biggest focus was placed on two methods, Blind Signal Separation (BSS) and Independent Component Analysis (ICA). In order to verify the efficacy of these methods, selected separation algorithms have been used for deconvolution of a specially prepared sinusoidal and saw-tooth sound signals as well as natural signals such as recordings of human voice. The obtained results have been compared and presented. More accurate results have been acquired from the analysis of artificially prepared signals that is the sinusoidal and saw-tooth signals which were mixed together using numerical transformations. Due to the potential practical usage of speech signal separation in medicine, more stress has been put on the analysis of life taken signals, which were created by mixing voices of few persons speaking simultaneously. The assessment of the usability of different algorithms, which effected from the research, may have practical application due to the fact that in the available literature the authors usually limit themselves only to presenting (and praising) algorithms created on their own, scarcely mentioning algorithms of different authors predominantly without doing necessary comparative researches. These missing researches constitute the essential part of the work presented in this article.
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Introduction

There are many spheres of life and science in which separation of various signals is necessary. Very often these signals occur in the mixed form and have to be analyzed or processed separately. For example denoising of signals in order to enhance the quality of reception in cell phones, in automatic speech recognition or even espionage in which speech signal of a particular speaker has to be separated from other signals which are not the point of interest. Automatic speech signal separation might also be useful in medicine in automatic protocols creation. These protocols can be derived from various form of medical treatment while the doctor performing medical activities records his statements which are the basis of the required report. Because of the fact that microphone picks up not only doctor’s voice but also surrounding noise (for example answers of the operating room nurses which are irrelevant for the protocol), the doctor’s voice separation is indispensable before using the speech recognition systems.

Due to the reasons mentioned above many algorithms which allow for separation of various signals have been created. A few examples of such algorithms can be found in the literature appended in the present paper. These algorithms make use of information obtained from the second or higher order statistics and from temporary-spatial decor-relation. Due to their popularity and effectiveness in separation of mixed signals, two methods have been employed in the research performed in this paper; these methods are Blind Signal Separation (BSS) [2, 6] and Independent Component Analysis (ICA) [8, 7]. Additionally different methods such as Principal Component Analysis (PCA) and Factor Analysis (FA) are described in the present paper but their significance is only auxiliary.

The choice of analyzed methods is caused by the fact that BSS is based on estimation of source signals derived only from the information about mixed signals, which have been observed. The ICA method is applied to these actions which are the conceptual fundamentals of all methods of signal separation. Both methods reflect real situations in which a person encounters only one mixture of signals and the need for their splitting occurred. As mentioned before these situations take place relatively often. For example when the need for tracking the speech of one person occurred while other people are speaking in the background. Automatic signal separation might also be used to prepare recorded signal for the speech-to-text application. Both of these
examples are further analyzed in the present article. Additionally, artificially generated signals have been used in the research in order to acquire more accurate assessment of the process of separation and its results. To be more specific different frequencies of sinusoidal and saw-tooth signals have been analyzed.

1. Algorithms of signal deconvolution

1.1. Blind Signal Separation (BSS)

Blind Signal Separation is based on recovering of independent source signals while given mixtures of these signals. The word “blind” suggests that there is no information about the source signals and the mixing process or the information is insufficient. This problem has become particularly important in the discipline of speech signal processing, for example in applications used for automatic recognition of the speaker or telecommunications as well as in processing of image or medical signals [3].

Many different algorithms devoted to the problem of blind signal separation exist, however, the main idea of this problem is usually similar for all of them. First of all it is taken under consideration that the sources (which are modeled as random processes) are statistically independent. The principal criterion of signal separation is the independence of the sources which is estimated by calculating some cost function J. Obtaining the extremum of this function means generating more or less independent component signals which are treated as solution. Obviously the parameters of unmixing process have to satisfy the assumptions in order to give correct results [6].

This general idea of the considered algorithm is shown in Fig. 1.

From the mathematical point of view, the blind signal separation problem is based on observation of the recorded signals received in the output of the unknown MIMO (Multiple Input, Multiple Output) system which has mixed and filtered source signals. The formula for these collected data can be written as in 1, where k denotes discrete time.

$$x(k) = [x_1(k), \ldots, x_m(k)]^T$$  (1)

The problem to be solved can be formulated as followed: To find (if exists and is stable) an inverse system to identify all the original signal sources or at least parts of them with previously defined properties. These signals are defined by 2.

$$s(k) = [s_1(k), \ldots, s_n(k)]^T$$  (2)

The overall calculations are carried out only on the basis of the output signals obtained from the algorithm written as in equation 3 and recorded signals. The output vector y contains components as independent as possible and is the best approximation of the unknown source vector s.

$$y(k) = [y_1(k), \ldots, y_n(k)]^T$$  (3)

Although the mixing signal process uses different physical or mathematical models depending on particular application, the simplest form of majority of blind signals separation’s linear models may be written as a specific problem of the matrix decomposition. Given the observation matrix, X=[x(1),…,x(N)], where X∈R(m×N), factorization of the matrix is defined by the formula 4 [5].

$$X = HS + Z$$  (4)

where:
- N – the number of available samples,
- m – the number of observations,
- n – the number of sources,
- H∈R(m×N) – an unknown mixing matrix,
- Z∈R(m×N) – an unknown matrix of noise and errors,
- S=[s(1),…,s(N)], where S∈R(m×N), which is an unknown matrix of source signals with specific features or temporal structures.

Usually the arrays in the above equation define physical features of the system, hence they have to meet certain requirements.

Frequently in various applications the observation matrix X is represented by the vectors x(k), where denotes current sample’s number. Matrix equation 4 can be written as the system of linear equations. This equivalent form is given in 5.

$$x(k) = Hs(k) + z(k), \quad k=1,2,\ldots,N$$  (5)

where x(k) and s(k) are defined respectively as in formula 1 and 2. Equation 5 can be written as x=Hs+z for any value of k as it will be used for simplicity later. However, one should take under consideration that the data is not always represented in the time domain but often in the time-frequency domain. Therefore the index k may have different meanings.

Algorithms of blind source separation may use various methods, for example Independent Component Analysis (ICA), Sparse Component Analysis (SCA) or Non-negative Matrix Factorization (NMF). However, one should keep in mind that these methods are only mathematical, mechanical formulas. Effective use of them depends on the researcher’s a priori knowledge, common sense and appropriate preprocessing and postprocessing tools. During these transformations a relevant knowledge is indispensable for obtaining reliable and valid from the physical point of view
components. The sequence of three basic procedures used to perform blind signal separation is shown in Fig. 2 [5].

In the following section selected algorithms used in these procedures are discussed.

![Sequence of the basic procedures exploit in BSS algorithms for effective decomposition (PCA – Principal Component Analysis, FA – Factor Analysis, FFT – Fast Fourier Transform)](image)

**1.2. Preprocessing algorithms**

**1.2.1. Centering**

Centering is the most basic and very often necessary form of preprocessing. In this method the value of the mean vector \( \mathbf{m} \) is subtracted from the input data in order to make it a zero-mean variable. This suggests that \( s \) is zero-mean as well.

\[
\mathbf{m} = E\{ \mathbf{x} \} \tag{6}
\]

This process is made only to simplify the ICA algorithm. After establishing of the mixing matrix \( \mathbf{H} \), with centered data, the estimation can be completed by adding the mean vector \( \mathbf{m} \) to the vector \( \mathbf{s} \). It has to be noticed that the process of centering is performed only when the model can be described with the equation 7 [8], a simplified version of equation 5.

\[
\mathbf{x} = \mathbf{Hs} \tag{7}
\]

**1.2.2. Whitening**

Whitening is a linear transformation of the vector, described in 7, in order to obtain a new vector which components are uncorrelated and their variances equal unity. After this process the covariance matrix is equal to the identity matrix as shown in 8.

\[
E\{ \mathbf{x} \mathbf{x}^T \} = \mathbf{I} \tag{8}
\]

This kind of transformation is always possible. One of the widely known methods of whitening is the use of decomposition of the covariance matrix as in 9:

\[
(R_{xx}) = E\{ \mathbf{x} \mathbf{x}^T \} = \mathbf{VDV}^T \tag{9}
\]

where:
- \( \mathbf{V} \) – the orthogonal matrix of eigenvectors of the covariance matrix,
- \( \mathbf{D} = \text{diag}(d_1, \ldots, d_n) \) – the diagonal matrix of eigenvalues of the matrix \( \mathbf{R}(\mathbf{R}_{xx}) \).

Whitening can be performed as shown in the equation 10:

\[
\tilde{\mathbf{x}} = \mathbf{VD}^{(-1/2)} \mathbf{V}^T \mathbf{x} \tag{10}
\]

where: matrix \( \mathbf{D}^{(-1/2)} = \text{diag}(d_1^{(-1/2)}, \ldots, d_n^{(-1/2)}) \).

This transformation is useful because the new mixing matrix is orthogonal which reduces the number of parameters to be estimated [8].

**1.2.3. Principal Component Analysis (PCA)**

The PCA and Factor Analysis (FA) belong to the second-order methods, which means they use only the information contained in the covariance matrix of the data vector. When the data is not centered, the mean value is used in order to center it. Additionally, if the variable has a normal or Gaussian distribution, its distribution is absolutely determined by the second-order information. That is why it is not necessary to include any other information. What is more, these methods are not mathematically complex and very often require only classical matrix calculations [7]. PCA can be changed to a problem of estimating eigenvalues of covariance matrix from vector, which makes it an equivalent of Karhunen-Loeve transform. Computing eigenvalues and eigenvectors from covariance matrix is shown in 9. The Karhunen-Loeve transform describes linear transformation of data vector, as in 11 [2].

\[
\mathbf{y}_s = \mathbf{V}_{S}^T \mathbf{x} \tag{11}
\]

where:
- \( \mathbf{y}_s = [y_1(k), \ldots, y_n(k)]^T \) output vector also called the vector of principal components,
- \( \mathbf{V}_s = [v_1, \ldots, v_n]^T \in \mathbb{R}^{(m \times n)} \) the set of signal subspace eigenvectors consisting of orthonormal vectors.
- Vectors \( v_i \ (i=1,\ldots,n) \) are the eigenvectors of the covariance matrix.

According to the above considerations, one can state that the issue that needs to be solved is a standard problem of eigenvalues and can be formulated like in the equation 12.

\[
\mathbf{R}_{xx} = \sum_i \lambda_i v_i v_i^T \tag{12}
\]
where:
- \( v \) - eigenvectors,
- \( \lambda \) - eigenvalues corresponding to the eigenvectors,
- \( R_{xx} = E\{xx^T\} \) - the covariance matrix.

Principal Component Analysis allows for a division of observed data: \( x(k) = x_0(k) + x(k) \) into two subspaces: signal subspace corresponding with the main factors, which are connected with the highest eigenvalues: \( \lambda_1, \lambda_2, \ldots, \lambda_k \) along with corresponding eigenvectors and noise subspace along with eigenvalues: \( \lambda_{k+1}, \ldots, \lambda_n \). Subspace spanned by the first eigenvectors can be considered as an approximation of subspace without interference. One question can arise from this approach, that is how to establish a borderline dividing the two subspaces especially when the interferences are high. Fortunately, algorithms which solve this problem have been created and can be found in [2].

### 1.2.4. Factor Analysis (FA)

The FA method stays in close relationship with the Principal Component Analysis. An auto-generating model is assumed as shown in 13, hence the existence of interference is allowed.

\[
x = Hs + z
\]  

(13)

All variables in and are assumed to be Gaussian. Additionally, assumption has been made that dimension of is smaller than dimension of \( x \). In general the factor analysis is a method of reducing the dimension of the data.

Two principal methods of computing the factor analysis exist [7] :

1. The principal factors method which is basically a modification of the Principal Component Analysis. The difference between those two methods is that the principal factors method takes into consideration the influence of interference. It can be assumed that the covariance matrix of the noise is known and can be determined in the following manner (eq. 14).

\[
N = E\{zz^T\}
\]  

(14)

Subsequently the PCA algorithm is performed on the modified covariance matrix \( L \), so equation 15 is employed.

\[
L = R_{xx}N
\]  

(15)

Therefore the vector \( x \) is the vector of the principal components of \( x \) with noise removed.

2. The method based on maximum likelihood estimation. Also this method can be reduced in order to determine the principal components of a modified covariance matrix.

### 1.3. Independent Component Analysis (ICA)

#### 1.3.1. Basic concepts and definitions

Firstly, it is necessary to explain elementary notion of this method – the independence. Supposing given random variables \( y_1, y_2, \ldots, y_m \), total probability density function is equal to \( f(y_1, y_2, \ldots, y_m) \). The variables \( y_i \) are mutually independent, if the total probability density function can be decomposed into factors according to the formula 16. This independence is called statistical, unlike some others, for instance linear independence.

\[
f(y_1, \ldots, y_m) = f_1(y_1) f_2(y_2) \ldots f_m(y_m)
\]  

(16)

Two concepts should be distinguished from each other: variables’ independence and uncorrelation. If the variables \( y_i \) and \( y_j \) are uncorrelated, they satisfy the equation 17.

\[
E\{y_i y_j\} - E\{y_i\} E\{y_j\} = 0, \quad \text{for } i \neq j
\]  

(17)

While independence is generally a stronger requirement. If the variables \( y_i \) and \( y_j \) are independent, they fulfill the equation 18 for any function \( g_1 \) and \( g_2 \).

\[
E\{g_1(y_i) g_2(y_j)\} - E\{g_1(y_i)\} E\{g_2(y_j)\} = 0
\]  

(18)

There are several definitions of linear Independent Component Analysis [7], however, many ICA algorithms are based on simplified definition which does not take into account the noise vector:

Independent Component Analysis of random-dimensional data vector consists of determining the data model shown in 19:

\[
x = Hs
\]  

(19)

where the unknown components \( s \) of the vector \( s = (s_1, \ldots, s_n)^T \) are accepted as independent and the matrix \( H \) is a constant mixing matrix of dimension \( m \times n \).

To ensure traceability of the ICA method without interference (defined as above), following requirements are imposed:

1. All the independent components \( s \), besides one acceptable exception, have to be non-Gaussian.
2. The number of observed linear mixtures \( m \) have to be equal or greater than the number of independent components \( n \) (\( m \geq n \)).
3. The matrix \( H \) have to be a column-full rank.

If and are represented as stochastic processes instead of simply random variables, additional assumptions are compulsory. At least one must assume that the stochastic processes are stationary in an exact meaning of the word.
1.3.2. Objective functions of Independent Component Analysis

Approximation of the data model of ICA usually consists of an objective function formulation and then its minimization (or maximization) by usage of optimization algorithms. In the following section various objective functions are presented. They are divided mainly according to their statistical properties [8].

Likelihood. Allows to calculate all of the independent components from the entire model at once. Firstly, a likelihood of the noise-free ICA model is formulated and then the model is estimated by a maximum likelihood method. Therefore one should consider log-likelihood, defined as in 20:

\[ L = \sum_{t=1}^{T} \sum_{i=1}^{m} \log f_{i}(w^{T}x(t)) + T \ln |\det W| \]  

(20)

where:
- \( W(=w_{1},...,w_{m})^{T} \) – pseudo inverse of a matrix \( H \)
- \( f_{i} \) – probability density function \( s_{i} \)
- \( x(t), t=1,...,T \) – estimations of \( x \).

Mutual information and Kullback-Leibler divergence. Allows to calculate all of the independent components from the entire model at once. Mutual information is a non-negative dependence measure between random variables. It can be determined using the differential entropy which involves estimation of the probability density function.

\[ I(y_{1},...,y_{n}) = \sum_{i} \Phi(y_{i}) - \Phi(y) \]  

(21)

where: \( \Phi \) denotes differential entropy, defined as in 22.

\[ \Phi(y) = - \int f(y) \log f(y) dy \]  

(22)

Mutual information is equal to zero if and only if the variables are statistically independent. Hence one has to find a transformation that minimizes mutual information between components of the \( s_{i} \).

Kullback-Leibler divergence is defined for two probability densities \( f_{1} \) and \( f_{2} \) as in equation 23:

\[ \delta(f_{1},f_{2}) = \int f_{1}(y) \log \frac{f_{1}(y)}{f_{2}(y)} dy \]  

(23)

The divergence can be considered as a kind of distance between two probability densities. If \( y_{1} \) in 21 are independent, their joint probability density may be decomposed into factors shown in formula 16. For that reason, using divergence, it is possible to measure independence \( \delta_{y} \) between the real density \( f(y) \) and the factorized one \( f(y) = f_{1}(y_{1}) f_{2}(y_{2}) \cdots f_{n}(y_{n}) \). Actually, received value is equivalent to the mutual information \( \delta_{y} \).

Negentropy. Is an example function which optimization allows to estimate one of the components at a time. It is sufficient to find a vector \( w \) which linear combination \( w^{T}x \) corresponds to one independent component of the \( s_{i} \). Negentropy can be also considered as a nongaussianity’s measure.

Negentropy \( J \) is defined as in 24.

\[ J(y) = \Phi(y_{\text{gaus}}) - \Phi(y) \]  

(24)

where \( y_{\text{gaus}} \) is a Gaussian random variable of the same covariance matrix as \( y \).

Mutual information can be obtained using negentropy as shown in the equation 25:

\[ I(y_{1},...,y_{n}) = J(y) - \sum_{i} J(y_{i}) + \frac{1}{2} \log \frac{\Pi R_{\text{xx}}^{1/2}}{\det R_{\text{xx}}} \]  

(25)

where:
- \( R_{\text{xx}} \) – covariance matrix of \( y \),
- \( R_{\text{xx}}^{1/2} \) – diagonal elements of covariance matrix.

When \( y \) are uncorrelated, the last component in the equation 25 is equal to zero.

Finding the maximum of negentropy’s directions (directions where the elements of the sum \( J(y_{i}) \) are maximized) is a substitute for finding representation in which mutual information is minimized. Because negentropy computation is difficult, it is often approximated by higher-order cumulants.

1.3.3. Algorithms used in the present paper

After selecting an objective function, one should consider the method of its implementation. In other words, it is necessary to determine how to optimize the objective function. Algorithmic properties of ICA method, such as stability or memory requirements, depend on the choice of the optimizing algorithm. Acronyms of the algorithms used in the present article along with their basic features are presented in the table 1. They are discussed in detail in the following sections.

AMUSE – Algorithm for Multiple Unknown Signals Extraction. This algorithm exploits properties of the second order statistics and spatio-temporal decorrelation. It does not use directly or indirectly statistical independence.

AMUSE is based on PCA algorithm, which is performed twice: first, to whiten the data and then as an appropriate algorithm for a time delayed covariance matrix. Whitening of linear transformation of the standard covariance matrix is carried out as in formula 26.

\[ x_{1}(k) = Qx(k) \]  

(26)

where: \( Q = R_{\text{xx}}^{-1/2}(=VDV^{T})^{-1/2} = V(D)^{-1/2}V^{T} \).

In the second step, singular value decomposition (SVD) of the time delayed covariance matrix is performed, as it is shown in equation 27.

\[ R_{\text{x}_{1}\text{x}_{1}} = E\{x_{1}(k)x_{1}^{T}(k-1)\} = U\Sigma V^{T} \]  

(27)

where:
- \( \Sigma \) – diagonal matrix with decreasing singular values ,
- \( U,V \) – orthogonal matrices.

Finally, the unmixing matrix is calculated as in 28.

\[ W = U^{T}Q \]  

(28)
The main advantage of this algorithm is ability of automatic components ordering according to decreasing values of singular values (due to SVD algorithm). What is more, the components obtained from the AMUSE are uniquely defined. Unfortunately AMUSE is relatively sensitive to additional noise.

**Robust SOBI – Second Order Blind Identification.** This algorithm takes advantage of properties of second order statistics. The purpose of SOBI is to obtain reliable information (estimation of source signals of mixing matrix) from the structure of the eigenvalues from a possibly large set of data matrices. Because usually one has only a finite number of interfered signal’s samples, it is inevitable to estimate the average eigenstructure by simultaneously taking into account the widest possible set of data matrices [5].

The average eigen-structure may be obtained for example by the application of JAD procedure (Joint Approximate Diagonalization). Its objective is to find the orthogonal matrix which diagonalizes a set of matrices as it is presented below in the formula 29.

\[
\mathbf{R}_x(p) = \mathbf{U} \mathbf{D} \mathbf{U}^T + \epsilon_i, \quad i=1,2,\ldots,L \tag{29}
\]

where:
- \( \mathbf{R}_x(p) \in \mathbb{R}^{n \times n} \) – data matrices,
- \( \mathbf{D}_i \) – real diagonal matrices,
- \( \epsilon_i \) – errors or noise matrix.

The algorithm can be described by the following steps [5]:
1. Perform orthogonalization, \( \hat{x}(k) = \mathbf{Q} x(k) \) like in equation 26.
2. Calculate covariance matrices, as described in 30:
\[
\hat{\mathbf{R}}(p) = \frac{1}{N} \sum_{k=1}^{N} x(k) x(k-p)^T = \mathbf{Q} \hat{\mathbf{R}}_x(p) \mathbf{Q}^T \tag{30}
\]
for a selected set of delays \( p, p_2, \ldots, p_L \).
3. Perform the JAD procedure (as in 29) using available numerical algorithm.
4. Estimate the source signals and the mixing matrix, as shown in 31
\[
\hat{s}(k) = \mathbf{U}^T \mathbf{Q} x(k) \quad \hat{\mathbf{A}} = \mathbf{Q} + \mathbf{U} \tag{31}
\]

The main advantage of the above algorithm is its robustness to additional interferences, provided that the number of covariance matrices is sufficiently large (greater than 100) [4].

**SONS – Second-Order Nonstationary Source separation.** This is a modification of SOBI algorithm, which exploits nonstationarity of the source signals. The main difference is that SONS divides previously whitened input data on non-overlapping on each other blocks, from which time delayed covariance matrices are calculated. Afterwards, the JAD procedure is carried out according to the formula 29 [2].

**JADE – Joint Approximate Diagonalization of Cumulant Matrices.** There is also a large group of JADE algorithms, including FJADE (Fixed JADE) or QJADE (Quadratic JADE), which are based on the JAD procedure. They perform optimization of the objective function, defined as in 32.

\[
\min_{\mathbf{U} \in \mathbb{R}^{n \times n}} \sum_{i=1}^{L} \text{off}(\mathbf{U} \mathbf{C}_i \mathbf{U}^T) \tag{32}
\]

where:
- \( \text{off}(\mathbf{F}) = \sum_{i=1}^{L} (\mathbf{F}_i)^2 \)
- \( \mathbf{C}_i \) – matrices of higher-order cumulants [12].

### 2. Testing the efficiency of the chosen separation algorithms used for splitting artificially generated and real life recorded acoustic signals

In the present chapter the results of experimental research have been presented. The analysis has been conducted in order to test and examine the functionality of algorithms described in the previous chapter. All calculations have been performed in MATLAB environment using one of its toolboxes, ICALAB for Signal Processing. Information regarding all of the algorithms implemented in this toolbox can be found in [12].

#### 2.1. Test signals

At the beginning the separation algorithms have been tested on artificially generated signals: two sines (the first one with the amplitude 2 [cm] and frequency 10 [rad/s]), the second one with...
the amplitude 4 [cm] and frequency 3 [rad/s]) and one saw-tooth signal (the amplitude 5 [cm] and frequency 3 [Hz]). Their time waveforms have been shown in Fig. 3. First to mix have been both sines (Fig. 3), in this process the Hilbert mixing matrix have been used. Obtained results are shown in Fig. 4. Not all algorithms managed to solve this simple task. Algorithm SOBI and most algorithms which use higher order statistics have not separated signals correctly (Fig. 5). Algorithms which have succeeded in unbraiding the signals are AMUSE and Fixed-Point ICA, the obtained results are shown in Fig. 6.

![Fig. 3. Time waveforms of sinusoidal and saw-tooth signals](image_url)

![Fig. 4. Mixed sinusoidal signals](image_url)
Fig. 5. Incorrectly estimated signals with SOBI algorithm

Fig. 6. Successfully deconvolved signals with AMUSE algorithm

Fig. 7. Mixed sinusoidal and saw-tooth signals
Subsequently all three previously generated signals (Fig. 3) have been mixed with Toeplitz mixing matrix [1]. Graphs presenting mixed signals are shown in Fig. 7. In this case algorithms AMUSE, SOBI and others did not manage to give correct results (8).

Only after using proper preprocessing (averaging), AMUSE algorithm has correctly separated the signals. Other algorithms such as FJADE, QJADE or ICA do not need preprocessing in order to successfully estimate the source signals. This phenomenon is shown in Fig. 9.

### 2.2. Human voices recordings

In the research described in the present paper, apart from artificially generated recordings, real life signals have been used as well. The conducted research has not been extensive and exhaustive, hence presented results should be treated only as demonstrative. Three recordings of human voice were analyzed: female voice, low and high pitches of male voice. Time waveforms of these signals are shown in Fig. 10.

Because each of these voices is recorded separately, thus they had to be mixed first. In order to do that, Hankel mixing matrix has been used [11]. The signals obtained in this process are shown in Fig. 11.

Similarly to the previous research, not all algorithms allowed for correct estimation of source signals. AMUSE, FJADE, Fixed-Point ICA and other ICA algorithms distort the sound, add noise or not entirely separate the voices because of which remnants of other sounds can be heard. Even the use of preprocessing does not help. An example of incorrectly deconvoluted signals is shown in Fig. 12.
Medical signal interpretation

Application of standard algorithms of automatic signal separation in medicine

Fig. 10. Voice's waveforms

Fig. 11. Mixed signals of human voice

Fig. 12. Incorrectly separated signals (FJADE algorithm)
Medical signal interpretation

Application of standard algorithms of automatic signal separation in medicine

The best results have given SOBI and SONS algorithms, the signals have been unmixed almost perfectly. What is more, the use of preprocessing effects in disappearance of any interference in reconstructed signals. The graph presenting obtained signals is shown in Fig. 13.

Conclusions of conducted experiments

As mentioned at the beginning of the present article, many algorithms which allow for separation of various signals exist. It is possible because some of them use information obtained from second order statistics, other from higher order statistics and some from temporary-spatial decorrelation. In the research conducted in the present paper these algorithms have been tested on artificially generated sinusoidal and saw-tooth signals as well as on recordings of human voice. It has been proved that, one universal algorithm which manages to successfully split any mixed signals does not exist. Algorithms such as AMUSE, FJADE or Fixed-Point ICA which deconvoluted sinusoidal and saw-tooth signals (see chapter 2.1) are not able to correctly split or even decreased the quality of the sound of human voices (see chapters 2.2). Algorithms SOBI and SONS on the other hand, properly estimate source signals of human voices without distorting the quality of the sound but are not able to handle mixed sinusoidal signals.

Some of the algorithms presented in this paper might be useful in many areas of human life, especially in medicine. In this discipline there is often the need to prepare a report of activities carried out by the doctor, for example during the autopsy. The doctor cannot simultaneously perform the procedure and write down the protocol, hence he records a description of the activities carried out. To avoid rewriting parts of the recordings after finishing the procedure, speech recognition systems can be employed. However, recorded additional noise has to be removed before, using automatic signals separation, in order to facilitate the work of the analyzer.

One aspect of typical ICA algorithms has to be mentioned: each obtained independent sound signal is a monophonic signal. Hence separated signals do not store information about direction, localization or spatial properties of each source of the sound. In order to comply with this issue various solutions are proposed. One of which suggests the use of ICA algorithm based on SIMO model (Single Input Multiple Output). More information on the topic can be found in [10].
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1. Introduction

The main motivation of this research was to design and study an implementation of the Scalar Timing Model (which is derived from the Scalar Expectancy Theory – SET [4, 32, 31]) using a simulation (artificial life) environment. The idea behind this approach is that this model is relatively well established [33] by many works in psychology, and, therefore, it is very interesting to see whether it can endure limitations of artificial neural networks. If it can, then the Scalar Timing Model (STM) is one step further on the way to become an adequate scientific construct describing and explaining mechanisms of time perception in human brain and a fortiori in human mind. On the other hand, implementing any theoretical model in some environment gives insight into its validity according to the rules of the employed environment. Therefore such implementation is a good test whether the model is constructed well.

Another goal of this research was to simulate, at least partly, the time-order error (TOE) – the effect discovered long ago by Fechner and well described since then [12, 1, 17, 14, 34, 28, 29, 15, 16, 26, 23]. The simulation of the TOE within the designed network is the first step on the way to integrate more experimental data into this implementation.

2. The Scalar Timing Model

The general advantage of the STM, from the point of view of this work, is its popularity among psychologists. There are many works including experimental data concerning effects and details of human time perception, trying to link observations with this theoretical construct. Obviously, the basis of this popularity is not a matter of taste, but rather a history of development of psychology of time and the explanatory power of the SET (for discussion about theories, see [35, 9]).

The fact that the STM is universal (in the sense that it was first applied in studies of animal perception of time [32]) is significant as well. The STM is relatively well developed, with many verification trials performed so far, which is important because of at least two reasons:

- huge packages of data (collected during experiments) are really helpful when it comes to checking whether some particular implementation is adequate,
- scientific value of this model justifies the need of the multi-disciplinary work on developing it.

Last but not least, the structure and cognitive psychology conceptualization frame of the STM makes it relatively easy to implement in an Artificial Life environment.

Abstract: Perception of time is an important ability: timing plays a crucial role in accomplishing various real-life tasks. This work concerns judgments made about short temporal intervals. The main goal was to implement the well-known Scalar Timing Model (STM) as an artificial neural network. The implementation of the STM resolves to mapping the architecture of the model into an artificial neural network. Another direction of experiments concerns the pacemaker and distribution of generated pulses in time. Manipulation of pulse distribution in time helps in explaining basic, empirical regularities concerning perception of time, and the relation between the stimulus and its sensation. The STM implementation described in this paper models the time-order error (TOE), a phenomenon often reported in experiments on living organisms. This research is a starting point for further wide-scale analysis of human time perception on psychological, psychophysical and biological levels.
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The Scalar Timing Model illustrated on Fig. 1 is composed of three main parts [32]. First, the so-called internal clock level, consists of the pacemaker generating pulses and sending them to the accumulator which stores these pulses. The views on the importance of the pacemaker differ in various works [4, 27, 32]. Then, there is a switch which is considered to control the number of pulses stored in the accumulator as it is triggered by the stimulus. According to the assumptions of this model, the amount of accumulated pulses is a representation of stimulus duration. Once the representation is acquired, it is in the next step sent to the second level of the model. This one is called the memory level and consists of two components – the working memory and the reference memory. Actually, time representations from the accumulator could be sent to both of these components, depending on the timing task. In short, the goal of the reference memory is to provide useful information to compare with the content of the working memory ¹ (which is in this case the time representation from the accumulator). The comparison process takes place on the third level of the model – the comparator. The results of the work of the comparator are the basis for further actions of an animal.

More or less precise rules that describe the way these components work have been introduced [4, 3, 32]. These rules refer to the distribution form of some constants related to the threshold of the decision rule within the comparator component, the multiplication of information before it reaches the working memory, and the switch opening/closing latency. The importance of these rules comes from the fact that they determine scalar and non-scalar sources of variability of judgments – judgments that concern stimuli fed into the model. The constants are not directly present in the implementation described here, since the main goal was to map the architectural scheme of the STM into the artificial neural network (ANN). However, the mechanisms of the ANN allow for emergence of regularities that correspond to some of the constants. These constants can also be manually added to the design of the ANN.

The STM has two fundamental formal properties [32]:
- The mean representation of the stimulus duration should approximate the real stimulus duration (the mean accuracy).
- The coefficient of variation should remain constant independently from the stimulus duration. This property is similar to the Weber’s law (the scalar property).

There are cases when these properties are not satisfied [30, 24, 19]. The second property can be explained in terms of the working/reference memory mechanism and decision thresholds, as well as by other views that ascribe this property to the pacemaker mechanism [6, 7, 27]. However, the pacemaker mechanism was shown to be problematic in explaining the second property because of the primary assumption regarding pulse distribution (ibid.). The next section summarizes properties of variance of the number of pulses accumulated in a given time interval, depending on the characteristics of the pacemaker. It also presents reasons that make it difficult to determine whether the second property holds or not for experimental data.

3. Pacemaker as the source of variability

Previous theoretical work and numerical experiments [18] confirm that for the three considered pacemaker interpulse distributions

¹ See [10] for more information on problems with temporal memory.
(exponential, normal, uniform), the variance $\sigma^2$ of the number of pulses $K$ generated during stimulus of length $t$ depends linearly or approximately linearly on $t$. This relation for periodic generators is illustrated in Fig. 2. For all these distributions, also the mean number of pulses, $k$, depends linearly on $t$: $k=lt/d$, where $d$ is the mean interpulse interval length from the generator. Therefore, the generator along with the pulse counter provide the mean accuracy property, but not the scalar property.

For a Poisson process where the pulses occur continuously and independently at a constant average rate $\lambda$, the times between events follow the exponential distribution, $\text{Exp}(\lambda)$, and $\lambda=1/d$. The mean number of pulses occurring in time $t$ is $k=lt/d=lt$. The variance of the number of the pulses in time $t$, the variance-to-mean ratio, and the coefficient of variation are

$$\frac{\sigma^2}{k} = 1$$

$$\frac{\sigma}{k} = \sqrt{\frac{1}{k}}$$

For normally and uniformly distributed interpulse time with mean $d$ and variance $\sigma_D^2$, the variance of the number of pulses, $\sigma^2$, oscillates around the base value (Fig. 2). The asymptotic behavior of $\sigma^2$ is given by

$$\frac{\sigma^2}{k} \approx c + \sqrt{\frac{c^2 + \frac{1}{6}}{d}}$$

where the $c=(\sigma_d/d)^2$ coefficient characterizes the irregularity of the periodic oscillator and is considered constant. As $k$ grows to infinity (which is equivalent to $t$ approaching infinity and an oscillator with finite $d_t$),

$$\lim_{k\to\infty} \frac{\sigma^2}{k} = c$$

$$\lim_{k\to\infty} \frac{\sigma}{k} = 0$$

Depending on the characteristics of the oscillator, $c$, the specific requirements of an experiment, and the available precision of measurements, the time $t$ needed for subjective stabilization of the coefficient of variation and the variance-to-mean ratio may vary, and may be considered short (i.e., not infinite as the equations above show). The performed analyses and experiments demonstrate that, given imprecise measurements and a limited range of length of stimuli, it is possible to erroneously consider the coefficient of variation constant. The risk increases for long stimulus lengths $t$: while $k$ grows, the $\sigma/k$ ratio stabilizes gradually. When one is looking for the constant coefficient of variation, the best-fit regression coefficients (note that while the Weber’s law
has one parameter, its generalized form has two) may seemingly indicate a linear relationship between $\sigma$ and $k$.

For the coefficient of variation to be constant (a property not fully confirmed by experiments [9, 30, 25, 24, 21, 2]), the characteristics of the pacemaker should vary [32, 27], the number of pulses measured in experiments should be multiplied by a random variable [7, 6], or other steps should be taken that concern the other components of the STM [7, 6, 22].

4. Implementation of the STM

The implementation proposed in this work is an improvement over the previous architecture [19], where we aimed at using only those neuron types that were provided in the standard distribution of the Framsticks toolkit [20]. The implementation described here uses a specialized neuron, Gate, that allowed to considerably simplify the network topology. This artificial neural network, as shown in Fig. 4, additionally models the time-order error (TOE).

The simulation of the network is performed synchronously (step-by-step), so time is discrete. Signal magnitudes are represented as floating point values; neurons are not spiking, and information is not encoded as frequency. The types of neurons (i.e., available “building blocks” that were used for this implementation of the STM) are shown in Fig. 3.

The SeeLight receptor provides information about the magnitude of the stimulus. The Pulse neuron is the generator (it can generate a pulse train according to geometric, normal or uniform interpulse interval distributions). The N neuron is a popular AI neuron with a logistic activation function. The Thr neuron outputs either of the two values (“low” or “high”) depending on whether the weighted sum of inputs exceeds its threshold value. The Delay neuron delays output to input for a given number of simulation steps. The Sum neuron, in each simulation step, adds a weighted sum of inputs to its internal state, and outputs the state.

The Gate neuron is a filtering unit with the first input acting as the control input. The sign of the control input is used as a selector: a weighted sum of the remaining inputs is propagated to the output, but the sum only concerns those inputs, whose sign is the same as the sign of the control input (positive, zero, or negative). This neuron is inspired by existing biological neurotransmitters that affect neurons locally, modulating the work of a group of neurons. The Gate neuron models this modulation in a simple way – by inhibiting one circuit and activating the other one.

The neural network structure is divided into 11 basic modules, and one group of neurons (module “A”) that supports the TOE (time-order error) – time perception regularity described in Sec. 5. Modules described below can be divided into two groups: the components that exist in the theoretical approach (that is, in the genuine STM), and the components that are technical solutions to engineering problems absent from the theoretical model.

![Fig. 3. Neuron types used in the implementation of the STM (Fig. 4). See text for details.](image-url)
1. **Pacemaker**
   The pacemaker is a part of the STM, responsible for emitting pulses according to some distribution of the interpulse interval. Empirical data may indicate which distribution should be used in the simulation.

2. **Switch**
   The switch is another component of the STM. It lets pulses pass from the pacemaker to the accumulator while the stimulus lasts, otherwise the switch is closed. The switch is represented by the Gate neuron.

3. **Accumulator**
   The accumulator is a STM component that stores pulses coming from the pacemaker, and sends information about the collected amount of pulses to the working memory. It is implemented as a summing neuron (Sum) and one Delay neuron that helps synchronize this process with other events in the network. The state of the Sum neuron represents the number of pulses collected by the accumulator. The Sum neuron represents a memory in a biological system; this is a simple solution and a starting point for further development.

4. **Scaling**
   Scaling, not directly present in the STM, is needed to notify regions of the network that the stimulus lasts or not. It is implemented as a simple binary threshold neuron.

5. **Accumulator reset loop**
   The scaling mentioned above controls the input of the accumulator reset loop. The loop itself is represented as a Gate neuron that is plugged into the accumulator with a negative weight from the range of $\sim 1...0$. Such a connection allows to erase the accumulator contents just after exposition of any stimulus. This idea to reset a Sum neuron is used many times in the network.

6. **Process-information storage circuit**
   This module, as well as the previous one, is not considered in the STM. The task of this module is to store information about

---

**Fig. 4.** The artificial neural network that implements the Scalar Timing Model. The numbers in this diagram correspond to numbers of paragraphs in Section 4. "0" is the stimulus receptor.
the resetting process that takes place after the first stimulus of a pair has appeared. This information is further used to change the mode of transmission of the second stimulus, which is needed for the network to recognize it as the second one. It is also used to activate the working memory reset loop in the appropriate moment. This circuit is made of one Sum neuron (storage), two binary Threshold neurons and one Delay neuron.

7. Process-information storage reset loop

This module is resetting the process-information storage after exposition of the second stimulus. The mechanism makes the network return to its initial state so that it is ready to process another pair of stimuli. A sigmoid neuron is used here and a recurrent connection, which allows to maintain information that initializes this loop for long enough.

8. Accumulator-working memory mediator

This component is not specified in the STM. It sets the mode of information transmission from the accumulator to the working memory. The information about the exact, stored amount of pulses in the accumulator after exposition of the first stimulus is sent unchanged to the working memory. The value (length) of the second stimulus is sent in a different mode – that is, it is sent with the opposite (negative) sign in order to be subtracted from the already-stored value in the working memory. The comparison process might be more complicated [4], however, simple subtraction represents the idea. This module consists of a Delay neuron, a binary Threshold neuron, and several Gate neurons. The Gate neurons are controlled by the stimulus receptor and by the process information storage circuit. Two of the Gate neurons mediate between the accumulator and the working memory.

9. Working memory

This module is an essential part of the STM – it stores and processes information about the duration of the stimuli. In the theoretical STM, comparing stimuli is ascribed to the comparator, while in our implementation, the Sum neuron that represents the working memory performs this function. The working memory has additional properties described in Sec. 5 that allow to demonstrate the time-order error effect.

10. Working memory reset loop

This component is not directly present in the STM. Its goal is to reset the contents of the working memory just after exposition of the second stimulus. The module has inputs coming from the scaling module and the process-information storage circuit. Signals from those are processed in the controlling threshold neuron, which activates the loop whenever there is no stimulus and no information is detected in the process information storage circuit. The Gate neuron is responsible for performing the reset.

11. Comparator

The comparator is a part of the STM. It plays a slightly different role in this implementation – see the description of the working memory. The comparator receives a signal that informs which stimulus had longer duration and what was the exact magnitude of the difference. The module consists of a Gate neuron and a synchronizing Delay neuron, which allow to output, in the appropriate moment, the information about the final result of the comparison process performed by the network.

The module is responsible for the TOE effect described in the next section. The behavior of the module itself is explained in more detail in Sec. 5.1.

5. Time-order error

The time-order error (TOE) is a widely described phenomenon [13, 12, 15, 1, 11] observed in several modalities, including time perception. There are many definitions of the TOE, but in general, the TOE means that when two stimuli separated by some time interval are compared, the presentation order of these stimuli influences judgments made about them. The TOE may be either positive or negative. A positive TOE means that the first stimulus is overestimated relatively to the second one. A negative TOE is the opposite situation – the first stimulus is underestimated relatively to the second one [13, 1].

There have been many time perception studies concerning the TOE. Different methods, ranges and types of stimuli were used in research regarding this kind of phenomenon [15, 1, 11], and several factors were found to be responsible for its direction and magnitude. Within this constellation of factors, one factor is frequently reported – the duration of stimuli. When the compared pair consists of short stimuli, the TOE is positive, and it starts to decrease while the duration of stimuli increases [12, 13].

Many explanations have been proposed for the TOE, none of which could cover its every aspect [12]. Some of these explanations are based on the Gestalt psychology, while others have psychophysical origins (for example Hellström’s sensation-weighting model [13]). There are some neurobiological approaches [11] to explain the TOE as well. One of the early explanations suggests that the negative TOE is caused by a retroactive phenomenon of fading of the memory trace of the first stimulus [12].

5.1. Implementation

The TOE is apparent for experiments concerning a pair of stimuli of different magnitude, but also for those concerning a pair of identical stimuli. To check whether both types of pairs implicate the TOE, different psychophysical and probabilistic measures have been applied [12]. For simplicity, only pairs of identical stimuli are shown here to illustrate that two simple assumptions might explain both directions (positive vs. negative) of the TOE in the two cases (ISI and magnitude).

There are two assumptions made here in order to achieve the TOE during the comparison process in the network:

1. There is a continuous decrease of the value stored in the working memory, proportional to this value.
2. The working memory is not empty when the comparison process starts: it has some minimal value already stored.

The first assumption is related to the mentioned concept of a memory trace fading. The idea underlying this assumption is that the working memory is not perfect and some information is always lost during the timing process. The proportional decrease might be justified by the situation where the higher value is needed to be stored, the more biological neurons need to be activated and the loss caused by each neuron is somehow additive.

The second assumption – the positive initial value in memory – may be advantageous for the timing process and for an organism: it can help notice very short stimuli, and it can help balance the negative TOE within some critical range of durations.

The two assumptions taken together manifest themselves as a positive TOE observed for short stimuli durations, and
a negative TOE for long stimuli durations. The time scale in the experiments performed here is arbitrary and should be adjusted to empirical data, which may require additional (e.g., neurobiological) information.

The assumptions presented above implicate another effect: for a short ISI (interstimulus interval), the TOE is positive and becomes consequently negative with an increasing duration of the ISI, as shown in Fig. 5, middle panel. This is not, however, entirely consistent with some results reported in the literature. While such situation takes place for some modalities [12, 13], in the domain of timing the conclusions are not so clear. Jamieson and Petrusic [15, 17] demonstrated that the magnitude of TOE is rather decreasing (both positive and negative) with an increasing ISI, as shown in Fig. 5, left panel. Schab and Crowder [26], despite the fact that their research did not capture any influence of ISI on the TOE, have some doubts about the direction of change in the TOE as a function of ISI. These doubts come from the comparison of results reported by Jamieson and Petrusic and the work of Needham [23]. Schab and Crowder point up that the results by Needham are in opposition – the magnitude of the TOE is increasing as a function of ISI. Needham’s results concern, however, the intensity of the auditory stimulus, not its duration.

These considerations show that the TOE implementation presented here should be considered a demonstration of this effect rather than a complete model. The implementation displays the potential of the network and confirms that the idea of the fading memory trace, together with the two assumptions (proportional decrease of value in the memory and the positive minimum value in the memory), may explain the influence of various stimuli lengths on the TOE.

A simple variant of the TOE, shown in the right panel of Fig. 5, is based on the accumulator and its reset loop, which may be responsible for the decreasing magnitude of TOE as a function of increasing ISI. When the ISI is relatively short, the accumulator may not be able to entirely erase the remains of the first stimulus on time, so the second stimulus will be added to these remains. This will result in overestimation of the second stimulus over the first one. Obviously, the increase of ISI will decrease the magnitude of the negative TOE, but the positive TOE cannot be achieved in this approach. Consequently, if there is no TOE, increasing the ISI cannot change its magnitude.

The two assumptions mentioned earlier are sufficient for a simple TOE effect to emerge (Fig. 5, middle), and they were straightforward to implement in an artificial neural network. A continuous, proportional decrease of a memorized value is represented by the negative feedback connection of the Sum neuron (with a connection weight smaller than 1). Note that this is a representation of some process, and not a substantial explanation of the process. The second assumption is actualized by two neurons (a binary Threshold and a Gate) – that is, the module A in Fig. 4. The threshold neuron is used to check whether the working memory should be charged to some extent, and if that is true, it sends information through the Gate to the memory. The Gate is controlled by the working memory reset loop and lets the working memory be charged whenever no comparison process is running. This interplay between charging the working memory, the reset loop and the negative feedback loop results in the memory value (module 9) stabilizing, provided that the connection weights are properly adjusted.

### 5.2. Illustrative experiments

This section demonstrates two specific cases of TOE, and the way the implementation of the timing mechanism reflects the TOE effect. In each pair of stimuli, both stimuli have the same duration.

The solid line in Figs. 6 and 7 represents patterns of activation of the stimulus receptor; two stimuli separated by the ISI have been exposed. The level of activation of the receptor is constant in these examples, but it is not an obligatory condition for the comparison process to work. The receptor activation level may vary, but it has to be positive so that the stimulus can be detected. The dashed line shows patterns of activation of the Sum neuron, which represents the working memory. Note that before and during exposition of the first stimulus, the working memory emits a small positive signal, which satisfies the second assumption from Sec. 5.1. After exposition of the first stimulus, the state of the working memory rapidly increases to the level that represents the amount of pulses stored in the accumulator.

---

**Fig. 5.** An intuitive illustration of various TOE dependencies. Shades and numbers represent direction (dark – negative, bright – positive) and relative magnitude. Left panel: TOE according to [15]. Middle panel: TOE implemented in this work. Right panel: A variant of TOE that could be easily achieved in the current implementation (similar results were reported by [17]).
During the ISI and the exposition of the second stimulus, this memory trace fades gradually.

The first illustration (Fig. 6) concerns emergence of both positive and negative TOE depending on the magnitude (length) of the stimuli. Note that the ISI is the same in the upper and the lower panel, so the comparison concerns only one factor – the magnitude of stimuli. If the working memory fading period is long enough, the memory – after comparison – will hold a negative value, which corresponds to the negative TOE. Short fading periods lead to a positive value in memory, and therefore to a positive TOE. There exists one neutral length of the fading period that results in a zero TOE.

The second case (Fig. 7) illustrates influence of the ISI of different lengths on the direction of the TOE. The upper panel demonstrates a negative TOE as the effect of comparison of two identical stimuli separated by a longer ISI. The value of the signal stored in the working memory just after the end of the second stimulus is negative (a negative TOE). The lower panel demonstrates a sample experiment where two stimuli (the same length as in the upper panel) are separated by a short ISI. The result of the comparison is a positive value (a positive TOE) stored in the memory just after exposition of the second stimulus.

Fig. 6. Example of the TOE for long and short duration of stimuli. The upper panel illustrates the negative TOE for long durations, and the lower panel shows the positive TOE for short durations. ISIs are the same in both cases.
A more complete picture of the relation between the stimuli duration, the ISI and the TOE is presented in Figs. 8 and 9: a nonlinear relationship between the registered differences, the stimuli lengths and the ISI values is visible. This relationship is caused by the proportional fading process in the memory. The gray plane illustrates the points where no difference between stimuli lengths would be registered (note that in this experiment, both stimuli are always of the same length). Since the TOE is present, the unbiased measurement of the difference in stimuli lengths takes place only where both planes intersect.

These two elementary experiments are an example of modeling of psychological and psychophysical effects in an artificial neural network. For an extensive simulation of the TOE, including factors like the influence of different ISIs and different stimuli lengths on the TOE, a few architectural changes are required. For example, to model a decrease in the magnitude of the positive TOE [15], additional components similar to the module “A” in the present implementation may be needed in the network. Note that modeling new phenomena does not always mean the need of adding new modules; sometimes it is sufficient to rearrange existing modules, adjust weights of connections, modify the behavior of neurons, or even simplify the architecture of the network.

Fig. 7. Example of the TOE for long and short ISI. The upper panel illustrates a negative TOE for a long ISI, and the lower panel shows a positive TOE for a short ISI. Durations are the same in both cases.
Fig. 8. Quantitative analysis of the influence of two factors: stimuli length and ISI duration on the registered difference between the two identical stimuli.

Fig. 9. A projection (top view) of Fig. 8 demonstrating that in this particular implementation of TOE, no difference in stimuli lengths is registered for a nonlinear combination of stimuli length and ISI.
6. Conclusions

This paper describes one of the possible implementations of the Scalar Timing Model. The implementation demonstrates that psychophysical and psychological theoretical models may be successfully implemented as artificial neural networks. Simple experiments examining the TOE effect have been performed. The TOE effect is a starting point for integration of other aspects of time perception that follow from experimental data. Such integration is expected to influence the existing architecture of the STM implementation.

The implementation presented here creates opportunities to generate original research hypotheses inspired by the structure and design of the neural network. Even if some of the hypotheses inspired by the implementation is not valid, the flexibility of the structure of the implemented STM allows for easy modifications according to the newly acquired information (just as it is possible to adjust the distribution of pulses to fit experimental data). Such modifications may result from new facts that are likely to appear in experimental sciences.

The results regarding the pacemaker-accumulator module demonstrate that for the three considered interpulse distributions, the variance-to-mean ratio drops quickly for short stimulus durations. Additional mechanisms (variable pacemaker pulse rate, specific characteristics of the switch, or others) may be introduced in this implementation to obtain the scalar property [6, 5, 7]. The simulation experiments with the current implementation demonstrate violations of the scalar property [30, 19], and illustrate potential difficulties in inferring relationships describing behavior of the model based on imperfect and scarce data [21, 18].

Directions of future research include the use of evolutionary algorithms for optimization and the use of artificial world environment for embodiment of the STM implementation. This implementation, after further development, may become a frame of exchange and integration of information on the verge of many scientific domains.
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Abstract: Signal quality is a common problem in biomedical applications, as it impacts the reliability of electrocardiogram interpretation. The demand for a need for a dependable signal-to-noise measure is reinforced by widespread telemedical recordings in the home care conditions being interpreted automatically. Present techniques are based on baseline noise measurement and assumption about temporal noise stability. This paper presents an alternative approach to ECG noiseprint estimation technique based on a noise model calculated from seamless time-frequency representation. The key principle is recognition of area for possible cardiac components with use of temporarily adapted local bandwidth variability function. The part free of cardiac influence, above the local bandwidth of the ECG, represents background activities of any origin (muscle, mains interference etc.). Next, we consider the non-uniformly sampled time series in each particular scale as piecewise noise estimate and apply interpolation techniques to estimate the noiseprint in regions containing the ECG components. The algorithm was implemented and tested with use of the CSE Database records with the addition of the MIT-BIH Database noise patterns. The differences between the added and estimated noise show similar performance of baseline-based and noise model-based methods (accuracy of 0.69 dB and 0.64 dB respectively) as long as the noise level is stable.
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A continuous approach to the ECG noiseprint estimation

The LBE function separates the cardiac and noise components and sets a borderline for seamless measurement of noiseprint. Time-frequency atoms of raw ECG representation are qualified as cardiac components only for scale \( j \) and time point \( m \) satisfying: \( f(m) > 2^{j-1} \). Otherwise they are considered as extracardiac components (noise representation). It is noteworthy than thanks to the reliability of wave border positions out approach yields a time-frequency model of ECG background activity including as many measured data points as possible, without a risk of confusions of the noise with the cardiac representation. For each scale, the time-frequency noise model can be updated immediately and accurately except for the short series of atoms qualified as cardiac representation.

3. Seamless measurement of signal-to-noise ratio

In the sections where representation of cardiac activity is expected, the noise level measurement is not feasible, and the noise level has to be estimated from the neighboring measured values. Consecutive values of measurement noise atoms in separate scales \( N_j, j \in \{1...3\} \), are considered as non-uniformly sampled time series \( N_j((n,v(n))) \) and projected to the regular space \([11]\) using the continuous function:

\[
S_n(x) = a_i + b_i \times (x - m) + c_i \times (x - n)^2 + d_i \times (x - n)^3
\]

where \( x \in [x_i, x_{i+1}], i \in [0, 1, ..., n-1] \) best fitted to the time series \( N_j \) are known as cubic splines interpolation. The uniform representation of the noise, extended to the cardiac component area in three upper scales, is then obtained by sampling the \( S_n(x) \) at the time points \( m \) (Fig. 2a):

\[
N'_j(m) = \sum_n S_n(x) \times \delta(x - mT)
\]

As the scale number increases, the contribution of cardiac representation grows and below third scale (32 Hz), the bandwidth is continuously occupied by the representation of cardiac activity restraining from reliable measurement of noise. In that case we applied noise extrapolation based on coefficients from first three scales estimate the noise level in lower frequencies. This extrapolation uses second-order polynomials generated by all atoms of embedded trees originating from the considered coefficient:

\[
N(k, j) = a_{k,j} \times x^2 + b_{k,j} \times x - c_{k,j}
\]

Therefore, the estimation of the noise level at a given time point \( k \) on the scale \( j \) is based on three average values \( M_j(k, i) \) from all atoms \( s(n, i) \) within a corresponding time interval on each of the first three scales (Fig. 2b):

\[
M_j(k, i) = \frac{1}{2^{j-1}} \sum_{n=2^{j-1} \times k}^{2^{j-1} \times (k-1) - 1} s(n, i)
\]

The use of parabola-based extrapolation is a compromise between accurate approximation of the shape of muscular activity spectrum and temporal stability of the noise model.
A continuous approach to the ECG noiseprint estimation

Fig. 1. a) The example heartbeat (solid) and the adapted bandwidth variability function (dashed). b) Corresponding time-frequency signal representation divided in the noise measurement region (above the local cut-off frequency) and the cardiac representation region (below).

Fig. 2. (a) Distribution of noise measurement and interpolation samples in first three scales. (b) Extrapolation of noise values to low frequency bands with averaging of the noise print in the time domain. Missing values 'o' are estimated from adjacent measured values 'x'.
4. Testing conditions

Testing the noiseprint measurement procedure is a difficult task because of the lack of noise-free real signals. The synthesized electrocardiogram, although noise-free, differs in diagnostically meaningful details from real records. For this reason with use of stationary noise we perform two complementary experiments using real and synthesized ECG records. In all cases, three noise patterns mixed with the ECG record were representative for common noise sources:
- poor electrode contact (mainly low frequency and abrupt baseline changes),
- electromagnetic interference (mains sinus wave, 60 Hz),
- muscle fibrillation (a clipping-free section was selected).

All patterns were taken from the MIT-BIH Database (12 bit, 360 Hz) [12], resampled and mixed with the signal at the following four levels of total energy: 5%, 10%, 20% and 50% (corresponding to –13 dB, –10 dB, –7 dB and –3 dB signal-to-noise ratio). The artificial records were acquired with use of an ECG recorder (12 bit, 500 Hz) form the test generator (PS450, Fluke) and the real ECG records were taken from the CSE Multilead Database (12 bit, 500 Hz) [13] (Fig. 3). The artificial ECG signals are synthesized mathematically in the generator’s low-noise hardware with no measurable random component. The time-frequency representation of the ECG perfectly matches the expected local bandwidth variability. Therefore any difference of estimated and added noise levels is interpreted as SNR-estimator inaccuracy.

5 Test results

Performance of both baseline-based and proposed noise model-based SNR measurements is satisfactory in case of mixing the static muscular noise with the ECG’s, mainly due to separate spectra of the signal and noise (Tab. 1 last row, Fig. 4). Unfor-

<table>
<thead>
<tr>
<th>noise pattern</th>
<th>synthesized</th>
<th>CSE Database</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-3</td>
<td>-7</td>
</tr>
<tr>
<td>poor electrode contact</td>
<td>8</td>
<td>45</td>
</tr>
<tr>
<td>electromagnetic interference</td>
<td>66</td>
<td>78.5</td>
</tr>
<tr>
<td>muscle fibrillation</td>
<td>80</td>
<td>93</td>
</tr>
</tbody>
</table>

Tab. 1. The average noise measurement accuracy [%] for synthesized and CSE-originated signals for three patterns of static noise
Unfortunately, results for poor electrode contact are not acceptable for both methods.

The results for real database records show lower performance, due to noise recorded in the reference signals, having the characteristics very close to the noise added artificially. This test, however, shows the behavior of SNR estimators in presence of irregular duration of ECG sections and waves.

6. Discussion

The ECG noise recognition and calculation of signal-to-noise ratio, based on the definition of the local bandwidth of signal (i.e. cardiac components), are correctly performed in proposed algorithm. This results from our approach that maximizes the number of noise measurement points in the time-frequency plane. Comparing to baseline-based SNR measurement using at most 10% of samples for noise level estimation, the presented method performs the noiseprint measurement on ca. 70% of the time-scale atoms, and interpolates only for remaining 30%. In consequence the noise tracking is more accurate and follows the rapid changes of the noise level, except if they occur in a QRS section (typically lasting for approximately 100 ms) where the full bandwidth of signal is used by the cardiac components. The measured noise data is locally missing in a QRS section (typically lasting for approximately 100 ms) where the full bandwidth of signal is used by the cardiac components and the interpolation cannot correctly reconstruct the values of time-frequency coefficients. In practice this drawback has only marginal importance, because usually the amplitude of cardiac components on the QRS section is high and the signal masks the noise estimation errors.

The characteristics of noise patterns applied during tests differ in power spectra density and influence the performance of the noise modeling and estimation algorithm. Since the poor electrode contact noise concentrates on lower scales, it cannot be correctly estimated using values measured from the three upper scales. The characteristics of muscular activity best fit the initial assumptions: in the time domain signal changes are relatively slow and in the frequency domain the parabolic spectrum approximation is quite accurate. This is the reason for the best accuracy of the proposed algorithm in the tests with the muscle noise.

Since the time-frequency estimates of contribution from cardiac components and noise level is expressed in energy units (i.e. square values of time-frequency coefficients), comparing their values calculated over all the signal duration yields directly the general and commonly used value of signal-to-noise ratio. However, considering a non-uniform distribution of medical

![Fig. 4. SNR estimation performance for static muscular noise, plots show noise value estimated versus added (a) artificial signals, (b) CSE-originated signals](image)
information in the electrocardiogram, an interesting property of the proposed approach is the support for time-selective or event-specific assessment of the signal quality.
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Abstract: Human life is not just a matter of biology, it is also the structure of bioelectronics, which has an impact on health, illness and human behavior. In this new paradigm of bioelectronics a man in the field of Quantum Processes begins to appear and is understood as a device processing bioelectronics, storing and managing information. Quantum man is the same man as the physiological and anatomical one, but is received on the quantum way. His biological system consists of a biological material that is both electronic properties of piezoelectric material, and semiconductor pyroelectric. In this paradigm, bioelectronics nerve cell and the brain are treated as a quantum computer. The rapid development of molecular electronics and biotechnology will lead to the fact that our lives will have to adapt to the requirements of biological computers and many electronic devices, which will make people recording information in the brain and the school program. It will resemble a tape or a CD. In this new system of teaching the amount of information in the brain is expected to double X, the power of the body but not every psychic will be easy to adopt this style of teaching, which will often lead to many disorders of the human personality.
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1. Biological system as an electronic device

Human life is not just simply a matter of biology and biochemistry, it is also bioelectronic structure, which has an impact on health, illness and human behavior. In this new paradigm bioelectronics begins to draw the psychology of human cognition, including the quantum in terms of quantum processes occurring in the biological system, which is understood as a device processing bioelectronics, storing and managing information [105].

Quantum man is the same man as the anatomical and physiological one, but living in a world of quantum dimension. In addition to the traditional, well-known biochemical reactions occurring in living organisms, a new reality, working on the base of bioelectronics model of life opens up to science [83].

This model shows that the same particles that constitute the molecular surface of chemical reactions are also a manufacturers of biological structures, such as proteins, melanin, nucleic acids, bones, etc., which constitute the material electronic properties of piezoelectric, pyroelectric, ferroelectric, and semiconductor [78].

Studies on the electronic properties of biological structures in the various research centers have shown:

1. Piezoelectricity for amino acids, proteins, collagen, keratin, elastin, actin, myosin [35, 36, 42], as well as for tendons [8], muscle [35], blood vessels [38], DNA [37], bone [11, 54, 84, 100], neural tissue [12, 43].

In living organisms, and beyond piezoelectric and pyroelectric, also the existence of biological semiconductors was found. Semiconductors occurs in materials with an ordered internal structure, such as crystals have [67], Rozenberg [76] and Bardelmeyer [14] claimed on the basis of their research that the collagen at the water content of 10% shows electron conduction. In addition, there is also the proton and ionic conductivity. Also the semiconductors with their properties and photo-conductivity included in nucleic acids were studied. Eley [32] and Suhai [96] carried out conductivity measurements on dry nucleic acids. The size of the activation energy they received ranged from 2.5 eV to 2.7 eV.

Liang and Scalco demonstrated the phenomenon of photoconductivity in the DNA, and adenosine. Thermal energy activation of photoconductivity ranged from 0.90 eV to 1.18 eV [55].

Semiconductors amino acids, proteins, muscle fibers was also demonstrated [29]. With the semiconductor properties of proteins and melanin electrons can travel over long distances without losing energy. Ion currents expire at short distances because the ions are much larger than electrons. In semiconductors the electron energy of the protein would be preserved and passed on as information.
In terms of bioelectronics, the background of biocommunication in human biological system may be an electromagnetic wave, electronic and acoustic, the latter resulting from biological piezoelectric electrostriction. Piezoelectric phenomenon concerns the change of mechanical energy into electrical energy, together with the development of electricity is accompanied by an electric field [53].

Piezoelectric placed in alternating electric field is deformed by generating an acoustic wave. This phenomenon is referred to as electrostriction or quantum-acoustic effect. The ability of piezoelectric crystals to polarize at the expense of mechanical interaction and ability to deform at the expense of electric fields allows to consider them in the category of electromechanical transducers [50, 53].

Piezoelectric properties were acquired by each body, at the moment of its creation on earth and they are required to run bioelectronics processes that are necessary for the functioning of the organism. These processes occur throughout the body, but are especially noticeable in the following systems: cardiovascular, musculo-skeletal while walking and gymnastics, breathing, mechanoreceptors, baroreception, sense of hearing, as well as during sexual arousal, etc. Among these systems, or senses, the stimulating role is played by the mechanical energy, hydrostatic and acoustic, which polarizes biological piezoelectrics, and thus become carriers of information in the form of electrical field and the acoustic wave for the biological system.

Shamos and Lavin [84] carried out the detailed measurements of the piezoelectric effects in the long bones of people while walking and the mechanical leaning, which generate the electric field. This field is needed for the body to:
- Activate the enzyme function and communication [86],
- Write perceptual experience in the brain.
- Synthesise the melanin [2, 22],
- Integrate the biological unit in the hierarchy of cell-tissue-organism, ecosystem. High-speed information transfer in living organisms proves that coordination at various levels of biological complexity requires minimal media energy requirements and more information.
- Bone growth – an electric field is to stimulate the bone growth, and thus the spine [10].
- Regenerate the tissues damaged by wounds that has arisen. Currents that result from piezoelectric bones may also affect bone formation and stimulate bone growth, prevent muscle relaxation, loss of elasticity of blood vessels, etc. [16].
- Treat winter depression and attention deficit. The movement of the body lowers the rate of depression and reduced attention deficit [2].
- Fertilization of an ovum [1].

Following the work of Athenstaedt [10], Becker [15] it can be noticed that the electric field acts as a model restoring biological system to normal condition. Like living organisms like that characteristic electric field, which is somehow intrinsically interspersed in the matter of the organism. All the pathologies, anomalies and trauma are presented by the deviation from the norm of the field. Living organisms have a natural ability to compensate for the field and in its structure have profound electricity, which is involved in the organization and functioning of living organisms, but it’s an expensive biocommunication for a cell, tissue, organ and whole biological system. It is worth noticing that the presence of semiconductors in the biological system is equivalent to the existence of an electronic integrated circuit device, and that is why a living organism can be viewed as a complex electronic device, similar to the equipment. Proteins, DNA, RNA, melanin can also serve as structural components in electronic devices – and so, for example, the enzyme transistors have already been constructed [23, 24, 104].

Enzymes have been assigned not only to a biochemical biocatalysts role, but they are also believed to perform the function of transistors and nanocomputer [105, 106].

Cytoskeleton, together with the microtubules, is considered to be a natural intracellular information processor, which has a role of biocomputer [45, 48, 75]. Cytoskeleton plays a key role in maintaining the balance of information necessary for the proper functioning of the cell [46].

Cytoskeleton is the internal communication network of living cells, participating in and coordinating the transportation of extremely complex processes such as cell division, its growth and differentiation. One of the important components of the cytoskeleton are microtubules, which together with other components of the structural bioelectronic form rébat system. Its main task is the processing power (eg transduction piezoelectric, pyroelectric) and transmission and intercellular signal transduction (streams of electrons and protons, excitation and polarization waves, radiation, the visible and infrared), while storing the information. Storing the information by microtubules shows that they exhibit the ability to remember. At the same time they are considered to be biomolecular and nano-computers.

A new era of biological computers, that do not require digital processing which is done by the use of silicon chips, comes into existence. Electronic computer stores information in memory as a sequence of 0 and 1, and process the data using a specific program. However, there are computers that carry out the calculation of molecule forming different reactions, as in the case of polymerase DNA. These computers have many more attractive properties than technical computers. They operate on a sequence of bases in DNA, which allows them to make the packing of information very dense. In 1 cm 3 of DNA there can be stored as much information as can be written in a billion of CD-ROMs. Biocomputers provide extremely high degree of parallel processing, they are very energy frugal When exposed to 1 J is able to make 2 x 1019 operations because of merger-DNA molecules. Today’s technical super-computers are much slower, since 1 J allows them to run at least 109 operations.

The brain as a computer, unlike a biological machine that is the product of mathematical techniques, does not need external software because it has its own software built in a cell, therefore in the field of biology the structure cannot be separated from the function [48]. Biological computer works on algorithms, and the role of the programmer is played by the consciousness, which programs in a heuristic way. The enzymes by conformational change can act as molecular switches [23, 106].

Electronic interpretation of the living organism turns out to be very inspiring, it shows that the organs collecting information from the environment are not only receptors of sensory, perceptual and motor systems, but also a whole bunch of biological organisms in which biocomputers are built in [48].
These devices are responsible for quantum processes and mental process of adaptation to the environment in which the individual lives.

2. Biocommunication in the human biological system

According to Liboff [57] life processes in themselves express the electromagnetic-field from entering the space which is a function for the ontogenetic and phylogenies processes of life. The field is growing along with us and with age in itself is a product of evolution, which classifies each of us to a group. This field reflects the changes in the formation of embryos and thus affects our shape from birth through to adulthood. Electromagnetic characteristics of living organisms allow direct communication between individuals in a different manner than is done through speech. This process is done by electro-border properties of the biological system. Biological and piezoelectric semiconductors are sensitive to any change in the electric and electromagnetic fields, which provides information for the biological system [6]. Albert Popp study showed that the DNA of biological cells emit photons, and are involved in transmitting information in a cell and between cells. Popp called this phenomenon “biophotons emissions”. Biophotons in DNA show a frequency of electromagnetic wave in the range from 200 to 800 nm, their intensity is very small and ranges from one to several hundred photons per second. Light biophotons is consistent and does not indicate a radiation waste as a byproduct of biological processes. The number of photons shows a coherent state (pn = exp (iθn) n! and is a feature of the coherent laser light [69].

Popp believes that DNA uses a different frequency waves as a tool of information for the cell. Another exciting feature is the consistency of photons. A healthy body condition of the emission is more consistent than in the patient and determine everything for health and disease. Healthy cells have greater control over the issuance of biophotons than sick, they are able to store these biophotons and should also delayed luminescence. For cancer cells the emission intensity of biophotons increases and it is uncontrolled and indefinite duration. Dead matter opposed to living matter, has a much delayed light emission [70].

Popp has adopted the principle that the quantum coherence means that elementary particles are able to cooperate with one another, to know everything about one another and are related to electromagnetic fields. He argues that it is analogous to an orchestra where all the photons are playing together, as individual instruments, but music is the subject of team games. Therefore biophotons emission is an excellent communication system, transmitting the information to the cells and other organs of biosystem [68, 71].

It is now clear that with all the changes in the nature of the bacterial cell division, fertilization of an egg, death of a multicellular organism appears in emission of light. Photons are universal carrier of information and the processes of electromagnetic effects on the biology of the organism, as the electrical activity of neurons, electrical and magnetic field of the heart, brain, muscle, transcription of the genetic code, etc. Thus, the dynamic processes of life and light are internally connected together [68, 69, 92, 93].

Thanks to these properties of biological structures intercellular communication and intracellular-cell microorganisms may be effected by the electronic means by way of electromagnetic signals, quantum acoustics [18] and bioplasma. To support this hypothesis, we can cite the concept of the electromagnetic nature of life, developed by Sedlak in 1979 [80], and a few years later by D. Bulkley [21] and J. Jacobson [49].

Biological structures that are biochemical complex, do not create so many problems in terms of electromagnetic, and are easier to describe on the basis of the bioelectronics paradigm, which is why science should be more strongly interested in this issue because it plays an important role in the functioning of every organism [97, 99].

The electromagnetic theory of life W. Sedlak [80] presents the life as of a coupled complex of chemical reactions and bioelectronics processes occurring in the semi conducting compounds of the protein environment. According to this theory, one should call for the existence of mechanisms – information processing systems and energy for the elementary unit of life. In this form, the information may not only organize matter and energy, but also the information itself [94].

3. The role of melanin in the cell biocommunication

Melanin is the substance of the amorphous structure of the polymer, it is largely responsible for pigmentation in animals. It occurs in hair, skin, choroids and iris of the eye, nerve cells, and inner ear. There are four main types of melanin: eumelanin, fenomelanin, allomelanin and neuromelanin. Eumelanin polymers is a complex brown and black, found in skin and hair, choroids and retinal epithelium. Fenomelans appear in brown, yellow and red colors, it is found mainly in the hair, feathers and skin [66].

Neuromelanin occurs in the brain stem, the substantial Nigra in the brain, pituitary and pineal gland. It is attributed only to man. Oxidation of dopamine by human brain metabolism leads to the formation and accumulation of neuromelanin [20], which can satisfy, inter alia, the role of antioxidant cloud [26, 101].

The most important feature of melanin is the ability to absorb light, absorption, retention, preservation and restoration of energy [66]. It also protects against oxidative stress through scavenging of reactive free radicals – hydroxyl and peroxyl and singlet oxygen and excited states quenching. Melanin in terms of electronic and physical examination is characterized by the following features:

- A. donor-acceptor properties [64];
- B. ability to proton conductivity [64];
- C. the ability to absorb all wavelengths of light;
- D. photoconductor and semiconductor properties of amorphous [25, 30, 95];
- E. increased resistance to light and ultraviolet light;
- F. generation of electrons and photons [65];
- G. large demand for oxygen [72];
- H. selective vulnerability to phonons – this means that cells with melanin are selectively vulnerable to acoustic waves;
- I. can function as a sensor in the phonons and photons, the reverse process [62]; conversion of light into sound phonon
Biocomputers information management in the human biological system

- J. exhibits paramagnetic properties of melanin [77];
- K. shows photoconductivity pheomelanin [103];
- L. melanin is a semiconductor, which allows you to make the transformation of light into electricity; melanin is also considered as a transmitter of electromagnetic energy [20];
- M. melanin is piezoelectric – under the influence of alternating electric field produces acoustic wave; in addition, all of melanin bio-diversity based on physical properties such as absorption, the disappearance of light and sound, the binding of organic chemicals, storage of liquids and gases [20].

Light and electric field are the most important factors in regulating the biosynthesis of melanin, the absence of these factors results in the biosynthesis of melatonin. Melanin reduces the amount of free radicals in biological system unit. Free radical is an atom or group of atoms having unpaired electrons. They have an important role in the process of imprinting information to the nucleus. Radical reactions alter the settings nucleus spin, which causes the creation of spin fields, called by G. Shipova torsion fields. These fields fall within the non-local processes [87, 89, 91].

Spin field can affect the energy systems with almost no power loss and can cause large changes in the biological system. Their variety of density is infinite. Soliton signal transmission is not only to biological structures, but also to the psychological and spiritual realm – these are our mental, emotional states, and they are conscious. Waves solitons exhibit unbelievable resistance to distortion and noise interference. Solitons keep their shape and velocity after the collision with each other. They transmit signals without having to move the aquatic environment as a carrier wave. Only spatial relations are carried, meaning only geometry of the constellation of water molecules and air without their physical participation – the environment shall contribute the “spirit” as a structural pattern. Solitons waves have also other properties – when the two waves solitons approach each other and intersect each other when they are against each other in Coherence distance, “notice” and affect each other, deforming, but do not overlap each other, then diverge in the same order in which they met. They just intermingle temporarily, without losing their identity [59].

Solitons, having these properties can spread into the entire universe without a loss. Since the beginning of the emergence of life, until nowadays, the space is densely filled with the soliton wave networks carrying the content and meaning. Soliton transfers have regulatory and communicative properties. Soliton system is based on the existence of these waves generating station. These stations can be found in every living human body and are responsible for the circulation of semantic transfers experienced in thoughts, dreams, nightmares and waking perceptions. The brain and any replication of the genetic code system has the transmitter and receiver antennas that transmit, “Directive” space [33].

In this situation, signal transmission does not need to be done only under the influence of electromagnetic waves and electric field – for example wave solitons as information carriers, which would have a significant impact on the energy-information system of man and his behavior [2].

Microtubules can be seen also in other ways, from the viewpoint of waveguides. Light conducted by waveguide would be used to switch another light instead of the electron, as is done in the transistor. This function would have the solitons. In conclusion, the lenticular cells, iris and retina are these parameters and they function as computers. In this process, tetrahydrobiopteryna, which is found in all cells of the body, would play an important role. Oxidation of tetrahydrobiopterin in the UV light can act as a biological light switch, which launches production of new melanin particles. Tetrahydrobiopterin also would be responsible for the activity and control of various enzymes, again, for the function of these bio [27, 98].

In conclusion, the melanin and neuromelanin are enmeshed in the central control of all biological, physiological and psychological processes. Management and control of these processes is made on the basis of the functioning of biocomputing, in which the information carrier may be an electromagnetic wave, the solitons wave, bioplasm and torsion fields. The modern world recognizes only the electromagnetic wave as the main medium of information in various electronic devices, apart from the value of other media.

Conclusions

A biological man is made up of proteins, DNA, RNA, melanin. These structures constitute the biological component of the integrated circuit from piezoelectrics, pyroelectrics and semiconductors. In this circuit there is a biological system in the brain, central nervous system, which can control and coordinate the whole of it [48].

Control is accomplished by a grid of information channels: electrons, photons, phonons, solitons, as well as free radicals – each of these channels may in itself be the carrier of information for the biological system or to function as a team in the bioplasm system understood as a set of elementary particles and fields influencing each other [80].

Life strives not only for chemical electrons, but also the electrons flowing from the structures of semi conductive, and of photons, phonons, electric fields, electromagnetic, gravitational, solitons and torsions. Life has not just lighted up with a flash, but has also spoken with the quantum molecular speech. The energy balance of life is not just kilocalories of chemical bonds but also energy and information carried to an electromagnetic wave, acoustic solitons, etc. Life begins to live in terms of bioelectronics, particularly with the wave desripyion. So far it has been seen as chemical bond. Life in the quantum scale is “light and scream”, chemically maintained, implemented wave.

Biochemical model explains the intricate mechanisms of mental life. I still cannot explain what the transition from inanimate matter to living matter is. Where is the threshold and what is the essence of the role played by the biochemical processes in the soma of the consistency of consciousness and its influence on the soma, and vice versa? A similar problem is with the other mental processes, their nature is not within the biochemical model of life and it is inexplicable on the basis of biochemical interactions, again, it is far easier to describe it in the light of quantum processes – including the physics of wave [13, 102].
In psychology, the holographic interpretation of the memory is taken. Meanwhile, biochemistry do not take it for an explanation, because biochemical processes are not capable of emission of coherent light (laser), which is needed to holography, and therefore that role is taken by quantum processes. Cell death, regeneration and wound healing cannot be understood on the basis of the same field of chemical reactions without the impact. It is also strange that neuromelanin occurs in some parts of the brain – that do not make sense in the criteria of biological chemicals, however it is of great importance in terms of bioelectronically processes [3, 4, 5].
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Abstract: The efficiency of predictions of protein secondary structures can be increased by treating this process as a cycle of steps, where each step is an approach to the single natural event in folding process (model and simulation of successive events). The set of simulation steps qualifies reliability of in silico simulation of single steps, allowing to verify the correctness of each step as well as to retain sensitivity in case of a single amino acidic substitution. For this purpose the three-part algorithm (SSTMProt) has been designed. This algorithm combines the results of known methods of prediction of proteins secondary structure. Furthermore, the efficiency of this algorithm has been verified using the models received from the RCSB PDB (the Research Collaboratory for Structural Bioinformatics – Protein Data Base; http://www.rcsb.org). The accuracy of known methods has been compared with the accuracy of designed algorithms. The accuracy has been tested by the comparison of true secondary structure with predicted secondary structure of a given protein. The results of accuracy test has been presented as percentage values of similarity between both secondary structures: predicted structure using known method vs. true structure and predicted structure using designed method vs. true structure. The results demonstrate 20-30% higher accuracy of prediction for designed algorithms then for adequate known methods.

The test of sensitivity has been done for proteins of a very conservative and stable structure (subunits of bovine cytochrome c oxidase and bacterial ATP-ase, bovine rhodopsin and human hemoglobin as a globular but alpha-helical protein). The influence of a single amino acid substitution on a resulted secondary structure predicted by SSTMProt algorithms has been examined. The repeatability of elaborated algorithms is 100% and each of all 12 tested combinations of methods were sensitive on a single amino acid substitution. All tests have been done for 10 models of native forms of proteins of known structure (models down-loaded from the RCSB PDB 1HBB, 1HBS, 1OCC, 1U17, 1C17) and over 500 modified models; 30 known methods of prediction of secondary structure of proteins and 40 combinations of these methods included in three versions of elaborated algorithms have been examined for each protein model.
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Introduction

The function and biological activity of proteins are determined in the main part by its spatial conformation. The spatial structure of a peptide chain determines: the arrangement of multiple polypeptide chains in a multi-subunit complex of different molecules (the protein quaternary structure), the shape of active sites, requires exposition to ligands, the properties of peptide environment of coenzymes, electrostatic surface, flexibility of polypeptide backbone, facility of integration of transmembrane proteins into the lipid membrane and other features which specify the function and biological activity of a molecule. The final structure of the peptide chain is determined during formation of secondary structures [1, 2]. Initial secondary structures start to reveal during translation process, from the beginning of existence of the first part of peptide chain (first four amino acids can start to fold an a-helix) [1, 2, 3, 4]. Correct estimation of the protein secondary structure can be a key-step of 3D structure prediction process. In addition, the reduction of structure prediction error to ±1% allows estimating the influence of a single amino acid substitution on the final protein structure with high probability.

The accuracy of tested known prediction methods reaches 40-80%, where the upper limit is not reachable for the main part of methods. So far, homology modeling methods (using experimentally solved protein structures as a templates) are the most effective. The accuracy of homology modeling methods reach in some cases 100%, but the sensitivity of these methods for a single point mutation practically does not exist. The accuracy of methods based on the neural networks reaches 85-95% [5, 6,
7], but the problem is, that it is not possible to control precisely each step of this kind of prediction. The algorithms such as GOR, Gibrat, DPM [8, 9, 10] are information probability theory-based methods and input parameters derived from empirical studies of known protein tertiary structures [11, 12, 13]. It can be postulated the action of the theory-based method is easy and has biological basics. For instance the tool of the prediction of transmembrane regions implemented in Antheprot program [14] utilizes on the hydrophobicity method [15] or on a more specific method such as the positive inside rule [16]. The accuracy of secondary structure predictions of these methods is low, reaches 40-55% for transmembrane proteins (see Fig. 5) and is not sufficient to precise analysis.

Designed algorithms include mechanisms of selected known methods and additional processes elaborated following described steps of protein folding (see Material and methods).

The algorithm has been written for transmembrane proteins. The maturation of proteins of this superfamily can be easily divided into separate processes. Finally, three similar algorithms have been elaborated. Two of them (TM+SecStr, TM+(SecStr-Helix)) have been prepared to verify the correctness of used restrictions. The third algorithm (Aver(TM+SecStr)) has been designed and calibrated as an proper algorithm to predict the secondary structure of a protein with high precision and high sensitivity to any changes in the amino acidic sequence. The group of designed algorithms has been named as the SSTMProt (SECondary Structure of TransMEMbrane Protein).

**Materials and Methods**

The mechanism of elaborated algorithms has been designed following the pathway of protein folding in accordance with the process occurred in nature (Fig. 1a).

Proper secondary structure prediction method has been adopted for each step of designed methodology based on the data from literature (Fig. 1b). Particular steps of forming secondary structures have been combined in three different ways by three algorithms:

1. **TM+SecStr**
2. **TM+(SecStr-Helix)** // both algorithms designed to control and verify prediction process,
3. **Aver(TM+SecStr)** // proper algorithm to predict secondary structure.

The whole designed prediction process starts from prediction of secondary structure using any method (in this case using one of the known methods) – this is the first step. The second step is to predict the transmembrane region.

1. The **TM+SecStr** algorithm summarize results of both prediction steps:
   - regions predicted as helix in any step or in both steps finally are defined as a helix
   - regions predicted as a coil in both steps finally are defined as a coil
   - regions predicted as a coil in first step and predicted as any secondary structure (excluding coils) in the second step, finally are defined as a secondary structure from the second step.

**Fig. 1.** The scheme of the empirical basis of designed algorithm. Figure A is the scheme of natural protein folding process with approximate times of each step of structure forming. B – designed procedure consists of set of steps of protein structure prediction. This methodology and designed algorithms (TM+SecStr, TM+(SecStr-helix), Aver(TM+SecStr)) has been developed for transmembrane proteins. Steps: 1 — chemical and physical protein profiles; 2 — transmembrane prediction methods; 3 — secondary structure prediction methods; 4 — SecSTMProt: TM+SecStr, TM+(SecStr-helix), Aver(TM+SecStr); 5 — tertiary structure prediction methods.
This algorithm allows to form helices longer than even 50 amino acids (it occurs rarely in nature, because helices longer than 16-21 amino acids are going to destabilize [17, 18] and longer than 26-30 residues are not stable [19, 20, 21, 22] (excluded some examples as creatin, myosin, actin [23, 24] and other two-stranded alpha-helical proteins [25, 26]). That is why this algorithm has been used only to control the prediction and to verify the correctness of basic restrictions of designed methodology.

2. The TM+(SecStr-Helix) algorithm works in a very similar way to the TM+SecStr algorithm. The only difference is that each \( \alpha \)-helix position can fold only during the first step. Each \( \alpha \)-helix position predicted in the second step is treated as a coil. The main principle of this algorithm is that helices can form only in the first step of a folding process, the structure of helices is very stable (helical spatial conformation of amino acidic chain is supported by numerous short chemical and physical interactions as hydrogen bonds, Van der Waals interactions, stacking interactions, hydrophobic interactions) and other secondary structures (like \( \beta \)-sheets, turns, etc.) can fold between helices during the second step. The level of accuracy of prediction using this algorithm is acceptable only for transmembrane proteins (see Fig. 6 and 7), but allows to form very short single \( \beta \)-sheets.

3. The Aver(TM+SecStr) algorithm combines the results of each step of prediction taking into consideration more restrictions and rules of protein folding process occurring in natural circumstances. The most important assumptions of this algorithm are:

- Positions assigned to the coil in all steps finally are defined as a coil (Fig. 2).
- Positions assigned to the coil in another step (order of steps is not important in his case) are defined as a "moot region" (in this case "coil/helix moot region") in temporary outcome sequence – result_1 (signed by dashes in Fig. 2 and 3).
- Final positions assigned to the helix occupy a half of "coil/helix moot region" from existing helix site (existing helix on result_1 sequence) (Fig. 3).
- In the case of odd residues of "mood region" the number of positions to be signed as helix is round up to the nearest integer (Fig. 3).
- If "mood region" borders with coil positions on both sides, helix region will occupy half a number of positions rounding up to the nearest integer of "mood region" (Fig. 3).
- Single helix region should not be longer than 21 positions; helix region can be longer than 21 amino acids only if prediction process fulfills restriction no.1;
- single helix region cannot be longer than 30 positions – each helix longer than 30 amino acids in the second temporary outcome sequence have to be shortened to maximum 30 positions in accordance with restrictions no. 9 and 10.
- If one helix region is too long (more than settled value – default 30 positions) it will be shortened following the criteria:
  - average length of transmembrane region of helix occupies about 30 positions [27, 28];
  - hydrophobicity and hydrophilicity thresholds should be high enough to determine helices shorter than 21 positions and has to be high enough to determine helices shorter than 30 positions [15];
  - if hydrophobicity profile is not high enough to shorten helix region maximum to 30 residues, the helix should be broken in the region of the lowest hydrophobicity or by the helix brokers (aminoacids as proline or "histidine triplet").
- Space between two helices cannot be shorter than 3 positions.

Fig. 2. The scheme of basics of the mechanism of helix and coil regions determination by the Aver(TM+SecStr) algorithm; c – coil, h – helix, dash – moot region, result_1 — temporary outcome sequence.

Fig. 3. The scheme of the mechanism of complement "mood regions" on the temporary outcome sequence – result_1 by the Aver(TM+SecStr) algorithm; c – coil, h – helix, dash – moot region, dot – primary defined region, result_1 — first temporary outcome sequence, result_2 — second temporary outcome sequence.
1st step  — cccccccchhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhc
2nd step  — cccccccccccchhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhc

result_1  — ccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
6. TOPpred (http://bioweb.pasteur.fr)
7. Antheprot (http://antheprot-pbil.ibcp.fr) [14]
8. BPRMPT (http://www.jenner.ac.uk)

Prediction of secondary structures:
1. Preditor (http://www.bioweb.pasteur.fr)
2. Prediff [35]
3. Garnier – Antheprot (http://antheprot-pbil.ibcp.fr/)
4. Gibrat – Antheprot (http://antheprot-pbil.ibcp.fr/)
5. DPM – Antheprot (http://antheprot-pbil.ibcp.fr/)
6. Levis – Antheprot (http://antheprot-pbil.ibcp.fr/)
7. JPred-jhmm (http://www.compbio.dundee.ac.uk)
8. JPred-jpred (http://www.compbio.dundee.ac.uk)
9. JPred-jnet (http://www.compbio.dundee.ac.uk)
10. JPred-jfreq (http://www.compbio.dundee.ac.uk)
11. JPred-jpsmm (http://www.compbio.dundee.ac.uk)
12. JPred-jalign (http://www.compbio.dundee.ac.uk)
13. UCSC (http://www.soe.ucsc.edu)
14. PsiPred (http://bioinf.cs.ucl.ac.uk)
15. ROSS DONALD KING (http://npsa-pbil.ibcp.fr)
17. PAT – SIPMA96 (http://bioserv.cbs.cnrs.fr)
18. SOPM (http://searchlauncher.bcm.tmc.edu)
19. PAT-dsc (http://bioserv.cbs.cnrs.fr)
20. NNpredict – none class (http://www.cmpharm.ucsf.edu)

Analysis of physicochemical parameters of sequences:
1. Antheprot [14]
2. JalView [36]
3. BioEdit [37]
4. Predict7 [35]

The source codes were written in C++, Turbo Pascal and Delphi. NAMD [38], VMD [39], SwissPDBViewer and SwissModel [40] have been used for precise analysis of proteins structure and to compare numerous 3D models simultaneously (calculation of RMSD during models optimization). The input files and author's own protocols have been written using the script languages of the above programs and have been coded in Object Pascal.

RasMol [41], DeepView [40], PyMOL [42], VMD [39], Antheprot3D [14], PovRay [43] programs have been used to visualize the models and to prepare high-quality pictures.

SwissPDBViewer and SwissModel [40], BLAST [44], ClustalW [45] tools have been used to homology modeling and threading.

Results

Two features of the SSTMPred algorithms have been tested: accuracy and sensitivity. The accuracy has been presented as a percentage value of similarity between predicted structure and native structure (the accuracy is 100% when a sequence of predicted secondary structure is identical with true secondary structure of protein). The sensitivity has been calculated and presented as a percentage value of similarity between predicted secondary structure of a native form of protein and predicted secondary structure of a protein with a single amino acidic substitution.

The SSTMPred combines minimum two different types of secondary structure prediction methods (in this research: transmembrane region prediction methods and simple secondary structure prediction methods). The following features have been analyzed during the selection of available and known secondary structure prediction methods: accuracy of prediction, repeatability, simplicity of algorithm (more simple algorithm is easier to recode it, to implement into its own tool and easier to adapt to any new restrictions), independency of any homology modeling methods and other methods based on the analysis of known protein 3D structures (homology modeling is insensitive to any single and even small amino acidic mutations), accessibility of an algorithm source code (it was necessary to implement efficiently of the code into its own programs).

Finally, twelve combinations of tested known methods have been selected to the next research:
1. Split and JPred
2. Split and PsiPred
3. Split and UCSC
4. Split and Garnier
5. SOSUI and JPred
6. SOSUI and PsiPred
7. SOSUI and UCSC
8. SOSUI and Garnier
9. TMpred and JPred
10. TMpred and PsiPred
11. TMpred and UCSC
12. TMpred and Garnier

The accuracy tests of the SSTMPred algorithms have been done for five transmembrane proteins (cox1, cox2, cox3 and subunit of F0 part of ATP synthase) and three globular proteins (alpha and beta subunit of the human hemoglobin and beta subunit of human mutated hemoglobin S). Original secondary structures of analyzed proteins (the data from RCSB PDB) have been aligned with secondary structures of the same proteins predicted by SSTMPred algorithm. The results of this alignment have been presented as a percentage value of a rate of identical positions and all positions in the sequence.

The results of accuracy of known tested methods have been arranged in two groups: the group of transmembrane proteins – cox, F0 and rhodopsin (Fig. 5A) and the group of alpha-helical globular proteins – subunits of human hemoglobin (Fig. 5B). Each value is the average accuracy of given method for the whole group of proteins with maximum and minimum value.

The results of accuracy of designed methods have been presented as two groups of graphs (transmembrane and globular proteins), where each group consist of the separate graphs for each protein (transmembrane: cox1, cox2, cox3, F0, rhodopsin; globular: alpha subunit, beta subunit, beta subunit of hemoglobin S) (Fig. 6-7). Each graph contains values of average, maximum and minimum accuracy of six types of methods: three algorithms of SSTMPred, all tested known methods (‘tested available’), known methods selected for next research (‘selected available’) and methods to predict transmembrane regions.

The accuracy of well-known transmembrane region prediction methods is much higher than the accuracy of secondary structure prediction methods, because this measurement has been done only for helices, excluding other secondary structures.
Fig. 5. The average, maximum and minimum accuracy of all tested methods of protein secondary structure prediction. The tests have been done for eight proteins of known structure: A – transmembrane proteins (I, II and III subunit of cox, bacterial subunit F0 and rhodopsin) and B – globular proteins (alpha and beta subunit of hemoglobin and beta subunit of hemoglobin S). The results have been set in accordance with average accuracy value form the highest to the lowest value.

Results of the SSTMProt algorithm predictions of both models of β subunit of human hemoglobin (native form and hemoglobin S) have been compared in this research. These models have been selected to the analysis to test the accuracy of designed method for globular, alpha-helical proteins and to test the sensitivity of designed algorithms on a single amino acidic substitution in polypeptide chain (beta chain of hemoglobin S contains the single amino acid substitution; this mutation causes stickle cell anemia).

Calculated percentage values of similarity between predicted (using the SSTMProt algorithms) secondary structure and a native form and mutated protein (hemoglobin S) have been collected in the Tab. 1. These results are presented in order of combinations of known predicted methods.
Fig. 6. The comparison of average accuracy of developed algorithms (SSTMProt: TM+SecStr, TM+(SecStr-helix), Aver(TM+SecStr)) with average accuracy of prediction by all tested known methods for five transmembrane proteins of known structure (I, II and III subunit of cytochrome c oxidise (graphs: A – cox1, B – cox2 and C – cox3), graph D – bacterial F0 and graph E – rhodopsin). The results has been presented as percentage values of similarity between the result of prediction and real structure. The results of predictions using known methods have been presented in three groups: “selected available” – average accuracy of all methods selected to twelve studied combinations, “tested available” – average accuracy of all tested methods, “TM” – average accuracy of transmembrane region prediction by all tested methods.
Fig. 7. The comparison of average accuracy of developed algorithms [SSTMProt: TM+SecStr, TM+(SecStr-helix), Aver(TM+SecStr)] with average accuracy of prediction by all tested known methods for three globular proteins of known structure [alpha (A) and beta (B) subunit of native form of hemoglobin and beta subunit of hemoglobin S (C)]. The results have been presented as percentage values of similarity between the result of prediction and real structure. The results of predictions using known methods have been presented in three groups: “selected available” – average accuracy of all methods selected to twelve studied combinations, “tested available” – average accuracy of all tested methods, “TM” – average accuracy of transmembrane region prediction by all tested methods.

Tab. 1. Similarity of original and predicted secondary structures of two forms of human hemoglobin: beta subunit of a native form (1HBB_B PDB model) and mutated form – hemoglobin S (1HBS_B PDB model). Combinations of used methods has been listed in column “combinations”. The difference between predicted secondary structure of both forms of hemoglobin proofs enough sensitivity of designed algorithm. The SSTMProt algorithm has been tested in 12 combinations of known methods. Calculated identity has been presented as a percentage values (“Percentage similarity” column) and numerical complicity (“SecStr pos.” column) of identical positions in compared sequences.

<table>
<thead>
<tr>
<th>Combinations of methods</th>
<th>Secondary structure identity between native form of human hemoglobin and S mutant</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SecStr pos. [ident/all]</td>
</tr>
<tr>
<td>Native PDB Hbb_b vs. Hbs_b</td>
<td>128/146</td>
</tr>
<tr>
<td>Split+Jpred</td>
<td>145/146</td>
</tr>
<tr>
<td>Split+UCSC</td>
<td>145/146</td>
</tr>
<tr>
<td>Split+PsePred</td>
<td>145/146</td>
</tr>
<tr>
<td>Split+Garner</td>
<td>145/146</td>
</tr>
<tr>
<td>SOSUI+Jpred</td>
<td>145/146</td>
</tr>
<tr>
<td>SOSUI+UCSC</td>
<td>145/146</td>
</tr>
<tr>
<td>SOSUI+PsePred</td>
<td>145/146</td>
</tr>
<tr>
<td>SOSUI+Garner</td>
<td>144/146</td>
</tr>
<tr>
<td>Tmpred+Jpred</td>
<td>145/146</td>
</tr>
<tr>
<td>Tmpred+UCSC</td>
<td>145/146</td>
</tr>
<tr>
<td>Tmpred+PsePred</td>
<td>145/146</td>
</tr>
<tr>
<td>Tmpred+Garner</td>
<td>144/146</td>
</tr>
</tbody>
</table>
Fig. 8. The results of sensitivity of designed algorithms to detect single amino acidic substitution. The results have been presented as percentage differences between secondary structures of predicted native form and predicted substituted form. Each substituted position has been presented separately. All samples have been predicted using Aver(TM+SecStr) algorithm. The range of values mean the lowest and the highest difference between predicted structures (each substituted form has been predicted twelve times – twelve combinations of methods). A – results for cox1, B – cox2, C – cox3.
The tests of sensitivity of the SSTMProt algorithms have been done for a few transmembrane proteins of a very conservative structure (mtDNA coding subunits of bovine heart cytochrome c oxidase: cox1, cox2, cox3). SNP positions collected in HmtDB [46] and MITOMAP [47] databases have been used in tests as a point mutations.

The temporary results of low sensitivity and very simple known methods (described above) have been analyzed using the SSTMProt algorithm. Both, high repeatability of final results of tested algorithms and insignificant influence of SNP’s on three dimensional structure of proteins allow to establish the lowest criteria of positive results (at least the difference of only one position between original and predicted secondary structure means a positive result of the sensitivity test – the success of the sensitivity test). The following combinations of used methods have been done in this test:

1. Split and DPM
2. Split and Garnier
3. Split and Girbrat
4. Split and SOPMA
5. SOSUI and DPM
6. SOSUI and Garnier
7. SOSUI and Girbrat
8. SOSUI and SOPMA
9. TMpred and DPM
10. TMpred and Garnier
11. TMpred and Girbrat
12. TMpred and SOPMA

All information about the SNP’s of the transmembrane proteins has been taken from HmtDB [46] and MITOMAP [47]. This sensitivity test was very restrictive because single nucleotide polymorphisms occur quite often and should not have any significant influence on the final protein structure. The results of the sensitivity tests have been presented on the Fig. 5. The values define differences between predicted by SSTMProt algorithm secondary structures of both native form defined by Anderson sequence or the Cambridge Reference Sequence [48] and mutated form (with single amino acidic substitution). The values are the percentage differences between predicted structure for the sequence with mutation and predicted structure of Anderson sequence (the sequence used as the wild form).

Discussion

The results presented on the Fig. 6-7 demonstrate that the accuracy of prediction of the secondary structure of selected transmembrane proteins using the SSTMProt algorithms is higher then using known, commonly used methods. The SSTMProt algorithm has been designed on the basis of the general stages of natural folding process of the transmembrane proteins and basing on the methods of prediction of the transmembrane regions. That is why the accuracy of prediction is very high for proteins anchored in the membrane. This algorithm has to be adapted to predict the structure of globular proteins. This “reconstruction” mainly concerns the module of simulation of the helices folding process (the low values of accuracy on the charts 7A, B and C for the TM+(SecStr-Helix) algorithm). In this case the accuracy for cox2 has the lowest value because the most important and a large domain of the protein (there is the cytochrome c binding place) in the globular part occurs in the aquatic environment (inter membrane space) out of the inner mitochondrial membrane. The secondary structure of this part in the main part is β-sheet.

More precise prediction and better repeatability of results for designed algorithms are clearly presented on the Fig. 5-7. The maximum deviations of accuracy for SSTMProt reaches about 15%, while the same parameter for known methods for the same group of proteins reaches about 50% (Fig. 6-7 – Tested Available). The lowest results abbreviation, the maximum repeatability and the regular high accuracy have been received using the Aver(TM+SecStr) algorithm. It proves that this algorithm has been developed using the most accurate biological properties among all three algorithms (TM+SecStr, TM+(SecStr-Helix) and Aver(TM+SecStr)). That is why the results of the two first algorithms (TM+SecStr, TM+(SecStr-Helix)) have been used as references to design and develop the Aver(TM+SecStr) algorithm.

The first tests of algorithm sensitivity have been done for subunits of human hemoglobin. The results of these tests have been presented in the Tab. 1. The difference between values of results for HBB_B and HBS_B proves that designed algorithm is sensitive enough to detect an influence of a single amino acidic substitution on a final protein structure. In this case estimated accuracy deviation is much higher (approximately 40% – stages 10-12) than the real influence of a single amino acidic substitution on a structure of a native form of analysed protein (12,3% for downloaded models of native form – 1HBB_B and mutated 1HBS_B). These tests show only sensitivity or insensitivity of tested algorithm and the values are not adequate to the real level of secondary structure changes.

More precise sensitivity tests (Fig. 8A, B and C) show that the Aver(TM+SecStr) algorithm is very sensitive for single substitution in analyzed chain. High average accuracy, relatively low deviations results and high repeatability of values of Aver(TM+SecStr) algorithm results encourage to further research and development presented algorithm.

At present our team are working to develop a current version of an algorithm and to build online tool to analyze primary structure and to predict secondary structure of globular and transmembrane proteins.
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Introduction

In the 21st century we observed a dynamic development of medicine, particularly in the fields of new medical devices, therapies, and pharmaceutical drugs. Thanks to development we can live longer than our predecessors. However, many chronic diseases such as hypertension, cancer, or diabetes remain incurable. According to the World Health Organization (WHO) in the year 2000 nearly 171 million people suffered from diabetes and this number continues to grow. Forecasts predict that by 2030 there will be 366 million diabetics worldwide [1, 2]. In Poland, diabetes affects 2.6 million people with half of them being unrecognized or untreated cases [3, 4].

Diabetes is one of the main reasons for disability and untimely death [4]. Good education and the best therapeutic methods can help to avoid diabetic complications and lead to a normal life. Type 1 diabetes makes up 10% of all diabetes cases. Currently, the most physiological way of insulin delivery involves the use of an insulin pump, which administers insulin in a continuous manner. During an outpatient visit insulin pump data are read and analyzed to optimize treatment and improve patients metabolic control. There are commercial software companies producing insulin pumps which present data in a report format. The aim of this project was to write a program in a LabVIEW environment which would analyze the insulin pump data. The program includes structured bookmarks, statistics on glucose (different systems of measurement), insulin, nutritional information, uses advanced tools in the pump, and presents the entire recorded history of pump data (commercial version statistics use only two week time intervals). Implemented as an innovative feature that compares the blood glucose meter to indicate the continuous glucose monitoring system. The software built for this purpose can be used in diabetes clinics to analyze insulin pump data and to research on the application of new diabetes technology. The current version can be treated as a foundation for possible further expansion of the program functionality.

Keywords: diabetes, insulin pump, CareLink Medtronic

The goal and general idea

In Poland there are three main insulin pump producers (Medtronic, Roche and Dana). Every company provide his own software to manage diabetes. This software allows to analyse data only from his pumps. In Poland, the most popular pumps are Medtronic products.

Insulin pump producers possess the ability to save data from pumps and glucometers and to analyse them using their professional software (eg CareLinkProfessional, AccuChek 360, Dana manager) [14, 15, 16]. All available programs provide various options of visualization and analysis of the measurements. The idea was to create practical and helpful software to analyse data from Medtronic pumps (MiniMed 508, Paradigm 712, Paradigm 722, VEO) and to extend the functionality of the commercial program CareLinkProfessional. This software can be used by
medical doctors to assess patients glycemic control and to find situation when patients make mistakes to avoid it in the future. Additionally, this program can be used by patients to check different parameter levels which will facilitate better diabetes management. This program will also be used by the author for his PhD thesis to obtain parameter statistics and research their connection to patients metabolic control and daily insulin dose. The purpose was also to implement an innovative feature that compares indication of glucometer to the continuous glucose monitoring system.

**Methods**

The software was designed for a Windows operating system. The application was created in LabView 2009 from the National Instruments company. LabVIEW includes the functionality of general-purpose programming languages and is at the same time easy to use. LabVIEW environment also allows the user to construct a variety of applications, starting from its design through prototyping and further development. It contains many useful components ready for collection, analysis, presentation, and reporting of the obtained data. It also has extensive function library for most programming tasks [17, 18]. Its greatest advantage is the ability to compile code fragments in real time during application development [19]. LabVIEW provides control measures built program (debugger) during application development, set interrupts, tracking the transition of signals.

Downloaded data from insulin pump have different unit. The blood glucose level is expressed in mg/dL, Basal, Bolus Insulin in U. The state of the too low concentration of glucose in the blood is called the hypoglycemia (threshold is set arbitrary on 55 mg/dL) and a state of the increased blood glucose level is a hyperglycemia (threshold set on 180 mg/dL).
**Results and discussion**

The created application is based on data with extinction *.csv* (Comma Separated Values) generated by the software Medtronic CareLink Professional. The program consists of several basic functions such as reading data from a file, presentation of patient data and presents medical information about the insulin pump including (Fig. 1):

- daily insulin dose,
- amount of insulin given as a bolus on a daily basis,
- what percentage of all boluses was normal type,
- what percentage of all boluses bolus was with a function bolus calculator (KB),
- amount of carbohydrate exchangers per day obtained from the function KB,
- glucose from the meter, the bolus calculator, and from a CGMS (Continuous Glucose Monitoring System),
- CGMS glucose measurements presented in a graph.

Analysis lasts a few seconds. Exemplary patients data is presented in Fig. 2. To view the compiled data one needs to simply click on an interesting bookmark which presents relevant data in the form of statistics. Other implemented innovative features include the comparison of CGMS glucose with glucose bolus calculator or with the glucometer and generating corresponding statistics. Built versions of the installation allow the program to run on a computer without National Instruments LabView software.

In order to validate the operation of all functions of the application at every stage, the results were compared with data from a text file (generated from CareLink Professional) using MS Excel and Statistica (Statsoft, Poland). Test was performed on 20 patients files with the extension .csv containing different combinations of data from the Medtronic insulin pump (from pumps: Paradigm 712, Paradigm 722, Veo; glucometers: Contour Ts and Contour Link). No difference was found. A weakness of the program is a lack of an elaborate data structure of the program. However, all implemented functions work as intended. The created program meets the essential assumptions of the project.

Physicians get a complete picture of patient treatment and a means to analyze the current therapies and suggest modifications. Important for the physician shall also be monitored episodes of hypoglycemia and hyperglycemia. By understanding the context of these events it is possible to consider and suggest how to avoid them in future. Another parameter that will allow doctors to guide patient treatment is the number of glucose measurements per day.

In general commercial and presented software can help to save time needed for raw data interpretation. This time can be used by the doctor to search for solutions to optimize therapy.

---

**Fig. 2.** Bookmarks with exemplary insulin pump data. Exemplary patient has mean glycemia level in CGMS 163mg/dL, 36,3% of measurements was in range, and the number of hipoglikemia was 18 episodes. Minimum, maximum glycemia and standard deviation for mean is shown. Second and the third column are for Bolus Calculator tool data and for glucometer data. In the middle statistics for total daily insulin dose (32,4 U), mean % basal insulin (46,2%), mean daily bolus level (17,7 U) and their standard deviation are presented. The last picture presents data from CGM system. In program, user can zoom in or zoom out parts of graph.
Conclusions

The “Insulin Pump Analysr” application has been successfully applied in the analysis of data generated from insulin pumps. Its intuitive interface can be easily used by medical doctors and patients. It was implemented in LabView in its educational version. This program allows the processing of statistical data for the entire period remembered by the pump, a major advantage compared to the commercial version where statistics are generated for each week separately. Data presented in this format can be easily interpreted by the user. The obtained results indicate a potential usefulness of the created program for data analysis generated from insulin pumps and the program can prepare easy to understand reports.

The developed application can be considered as the foundation for further improvements. At the moment the application is in the working stage. New functionalities will be added including PDF report production, visualization of more statistics (number of boluses per day, number of self glucose monitoring per day), functions (choice of dates for the analysis) and login functionality. It will also be possible to add a “send mail” option that will inform physicians if life-threatening parameters are measured. The next development stages will be reported in future issues of BAMS.

This work was part of the Engineer Diploma Project in Multidisciplinary School of Engineering in Biomedicine 2011, AGH-UST
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1. Introduction

Biceps brachii muscle is a two-headed muscle located on the upper limb. The long head is attached along bicipital groove, while the short head is attached to the coracoid process of scapula. During the movement the muscle contracts and bends the arm at the elbow, therefore the biceps brachii muscle is called ‘the flexor’. Moreover the muscle is responsible for rotation of the forearm. Muscle contracts thanks to electric impulses generated by EMS device. The stimulation signal is delivered by 2 electrodes connected to the skin. The parameters of electric impulses: impulse width, intensity and frequency can be modulated. Different values enable to control an angular velocity of the arm movement process.

As the peripheral unit cheap webcam is used. This solution enables to cut down costs what allows to make the proposed solution to be commonly available. The full process is recorded on a specially built measurement stand. The analysis is based on upper limb movement measurement software written in Matlab by the authors. The software estimates markers location on the hand what enables the system to calculate trajectory and angles between the arm and the reference line. Therefore, these parameters can be used to assess stimulation quality.

2. The EMS measurement system ideas

The measurements of EMS effectiveness are the most popular verification methods in sport science e.g. [1, 2].

The known method to measure upper limb movement was proposed as a complex system including designed devices. A purpose-built device was developed to measure the isometric strength of wrist extension and the active and passive ranges of motion at the wrist. This device consisted of a fixed base, clamped to a specially designed table, and a moveable arm with a handle at its free end. An accelerometer was coupled to the axis of the moveable arm (to measure angular displacement) and the handle was strain-gauged (to measure passively applied and actively generated moments) [3].

The other method to register upper limb movement requires at least three cameras. This system allows to measure the displacement along all three axis XYZ in Cartesian coordinate system. Limb tremor is registered on the basis of point light source movement. Light source is located on a special wristband placed on a patient’s body. It is possible to use one light source or two sources at the same time. Three cameras record muscles’ tremor simultaneously [4]. With regard to hand movement in...
The motion capture system to conduct an electrical muscle stimulation…

In 2002 Porcari et al. [2] published the results of their research related to muscle stimulation. They intended among other things to improve muscle firmness by using EMS. After 8 week-training of using EMS to stimulate the muscles: biceps femoris, quadriceps femoris, biceps brachii muscle, triceps brachii muscle, and muscles of abdomen (rectus abdominus and obliques) the authors made verification tests including measurements of body weight, body fat (via skinfolds), girths, isometric and isokinetic strength (human biceps brachii, triceps barchii muscle, quadriceps femoris muscle, hamstrings), and appearance (via photographs from the front, side, and back). The test based on photographs was not proceeded automatically: Subjects were photographed from the front, side, and back using a digital camera. Men were clothed in a trunk-style swimming suit and women were clothed in a 2-piece swimsuit. All photographs were reviewed and graded for firmness and tone by 1 of the researchers using a 1-10 Leikert-type scale (with 10 being highly firm and toned and 1 being the least firm and toned) [2].

Another example of long term EMS process validation was measurement of isometric force. The isometric force (flexion or extension) was gained by a transducer (Universal Force-Moment Sensor System, JR3, Woodland, CA) mounted in series between the wrist-hand orthosis and a custom-designed support that allowed an adjustment of the arm position for each subject. The force signal was displayed on digital oscilloscopes (model TDS 460A, Tektronix, Pittsfield, MA) and recorded on a digital tape (DAT Sony PC 116, Sony Data Recording, Montvale, NJ). A pulse output from the stimulator was also recorded on tape to indicate the onset of stimulation. The force signal was displayed on two digital oscilloscopes. One oscilloscope was used for visual feedback for the subject including display of the target force. After each trial, the level of force exerted by the subject at the time of stimulation was measured from the oscilloscope display. On the second oscilloscope, the force signal was offset and amplified to increase the resolution of the evoked force [5].

Muscle work could be also checked by recording EMG activity. Electrodes were placed on the mid-belly of the muscle and over the distal tendon. The EMG signal was amplified, band-pass filtered (16-1000 Hz), digitized and sampled (rate 10 kHz) using a CED 1401 interface (Cambridge Electronic Design, Cambridge, UK). Single motor unit activity was obtained using bipolar wire electrodes (75 μm Teflon-coated stainless steel) inserted into the muscle via a hypodermic needle (23 gauge). The needle was extracted once the wires were in place. The intramuscular EMG activity was amplified, band-pass filtered (60-3000 Hz), digitized and sampled with sampling rate equal 10 kHz. To help the subjects maintain the activity of a single motor unit, visual and auditory feedback of the EMG activity was provided [6].

3. Estimation of stimulation effectiveness

3.1. Proposed method

Presented methods enable to examine physiological parameters of the limb by using electrostimulation with video-recording. Pictures are received in fixed time intervals what makes analyzing at each part of training possible. In proposed solution a typical EMS devices were used that met the Medical Devices Directive: 93/42/EEC [7].

The training session uses special designed equipment. Its idea is shown on figure 1. Number 1 indicates a rear wall which is used as a background with a calibration grid (described in the chapter 3.4). The angle frame, (Fig. 1, no. 2) which other components are attached to, is stationary and has the ability to assert, for example, on the table in front of the patient. Hand rail is constructed to allow a person to base the test on behalf of the permanent and stationary parts and profiles. To avoid shivering and losing stability the base (Fig. 1, no. 3) is connected to all components. Additionally, a specially designed part for webcam location (Fig. 1, no. 4) to preserve constant distance from webcam to patient is used.

3.2. Localization of electrodes and muscles stimulation

Two electrodes with dimension about 40x40 mm were used in order to cause upper limb movement. Electrodes are localized...
on the front side of the arm at about 5 cm distance from each other (Fig. 2). Localization of electrodes is specified as 1/3 and 2/3 length of humerus on biceps brachii muscle.

During algorithm validation frequency not lower than 80Hz and intensity not lower than 14mA are applied. These parameters allow to record high velocity and measure angles to 120 degrees.

3.3. Images recording

The process of recording is constant, therefore the used algorithm takes only those parts of frames, where the move appears. In this case, movement is defined as an angle change more than 1 degree (see 4th paragraph).

The webcam (2MPix, high-definition), which was used, has an appointed place on the base about 700 mm from the recorded arm. The rear part of the position has a bonded black and white checkerboard pattern with known dimensions, in order to carry out calibration. The patient’s limb is placed in such way that the elbow is always located in a designated area. This arrangement allows the repetition of maintenance items for different patients and the confidence that the movement of the hand will always be in the field of camera view.

Most common image sensors in web and low-cost industrial camera are single-chip digital Bayer sensor. They use a color filter array that passes red, green, or blue light to selected sub-pixels. Full color pixels in captured image are interpolated from subpixels thanks to a demosaic algorithm. The natural-space color in Bayer sensor data is RGB color model.

The bit rate of high resolution image in RGB color model can be very high: for 2Mpixel * 3 components of color * 30 frame per second = 180MB/sec. The maximum bit rate of USB 2.0 interface is 60 MB/s. Comparing these quantities the flow of image information must be limited by data reduction or compression.

Based on limited perception of color in comparison with the perception of contrast, it is possible to reduce the number of transferred data without significant loss of data quality. In that method, the color description is transformed from RGB model to YCbCr or YUV color model. In these models, the chroma information (channels: Cb,Cr,U,V) is separated from the luminance (Y). In the next step, the chroma components are spatial decimated and then transmitted. The luminance components are transmitted without spatial decimation. One "chroma pixel" (chrominance sample) can cover 1, 2, 4 or 8 "luminance pixel". Decimation in chrominance data can reduce total bit stream of image data. After the image transmission the image data can be saved to file or shown in transmitted YCbCr color space or after re-transformation in RGB color space.

The described technique of color data reduction, called "chroma subsampling" can reduce image resolution which may affect the results of the segmentation process of color images. In the worst case, with a maximum data reduction, color information can be shared by four pixels. This reduces the bit rate of an uncompressed video signal by one-third with no visual difference.

Applied markers, high resolution and quality of recorded video stream allow to limit an error to maximum one pixel.

An important issue to perform a test is necessity of using markers such as colored circles. Two markers allow to locate precisely the hand and compare successive movements (Fig. 2). Tags are attached to the elbow and the wrist. What is more, specially designed markers allow to distinguish them from electrodes.

The presented solution could also be equipped with accelerometers, what enables to designate the deflection angles of hand based on the signal representing the acceleration recorded by the sensors. Accelerometers respond to translational acceleration and the deviation from the direction of the gravitational field. What is important, accelerometers give us only relative displacement which in consequence conducts to error propagation.

3.4. Calibration

Before using the camera to record processes it is necessary to carry out the calibration procedure [8].

The calibration was done for the webcam, thanks to the Camera Calibration Toolbox for Matlab [9]. Calibration procedure enables to determine coefficients of the model image distortion introduced by the optics of the camera.

The software uses the Extended DLT (Direct Linear Transform) camera model [10] and maps e.g.: the camera perspective translation, radiation, perpendicular axis of the image etc. The results of calibration process is vector field of describing distortion introduced by the optics of the camera recorded images. For used webcam, distortions, calculated as the distance of each pixel between the image before and after correction, have a value about of 2 pixels which allows not to take calibration results into consideration (pixel error: [2.128; 1.455]) with regard to high resolution of recorded sequences (1600 x 1200 pixels).

4. The markers localization algorithm

In order to conduct the localization process, circular tracks and a reference line of reference markers enabling the appointment of the angle γ between the table and the hand are designed. Markers are taken as a circular sticker, which significantly increases the efficiency of estimation of the markers location. Colors of elements are chosen in such a way that they can be easily separated in different areas of the environment and human skin color in the analysis (markers [R: 155, G: 6, B: 158], Line [R: 51 G: 204, B: 255] in RGB format).

Estimation of pixels representing markers and reference line depend on thresholding procedure. The sequence of images is recalculated in two spaces HSV (Hue Saturation Value) and YCbCr. Permissible ranges of variation are: HSV: [0 – 1], YCbCr: [0 – 255] for each component.

The thresholds are chosen experimentally in order to match the color of markers and lines separately. Pixels with coordinates x, y, are classified as belonging to the markers if they are in the range of extent values. The range depends on a few factors such as brightness, daylight, artificial light, shadows etc. Conjunctions (1) and (3) show values used during high brightness; (2) and (4) – during shadow dominance. Otherwise the algorithm would find only one marker or failure-markers. Classification is based on the following equation:
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Markers:
\[ I(x, y) : H(x, y) > 0.7 \land S(x, y) > 0.7 \land Cb > 135 \land Cb > 165 \land Cr > 110 \] (1)
\[ I(x, y) : H(x, y) > 0.8 \land S(x, y) > 0.9 \land Cb > 165 \land Cb > 170 \] (2)

Reference line
\[ I(x, y) : H(x, y) > 0.5 \land H(x, y) < 0.6 \land S(x, y) > 0.3 \land Cb > 70 \land Cb < 150 \land Cr > 120 \] (3)
\[ I(x, y) : H(x, y) > 0.5 \land H(x, y) < 0.65 \land S(x, y) > 0.9 \land Cb > 140 \land Cb < 170 \land Cr > 85 \] (4)

where \( H, S \) are components of the HSV and \( Cb, Cr \) of the YCbCr format.

After thresholding, morphological operations are used in order to fill every hole in the resulting objects. Each object in a frame is determined by coordinates of the center of its gravity, size and eccentricity. In case of detection of larger number of objects, these parameters allow to select 2 objects representing markers automatically.

Identification of individual markers is performed on the basis of distribution of individual pixels in a frame. Due to the fact that the markers are placed on the hand (displacements of markers relative to each other can take place only in a certain way), it is possible to locate markers on the basis of the objects coordinates and the distance from the origin. Marker no 1 (located on the wrist) is chosen as the one which distance to the upper left corner of the image is the smallest. Last object is identified as a marker 2 (located on the elbow) automatically.

**Fig. 3.** Block diagram of searching markers and reference line

**Fig. 4.** Gaphical results showing separated markers

**Fig. 5.** Graphical results showing two lines pose an angle between separated markers and reference line
Information about the location of markers 1 and 2 allows to determine the equation of a straight, which is used to determine the searching angles. The idea of the method is presented in figure 3, whereas results of markers and line detection in figures 4 and 5.

Moreover the algorithm of the process markers separation eliminates wires and electrodes from the pictures. Cables and others accessories in pictures do not have influence on separation process. The only important issue is to guarantee that anything else in the vision field is similar in terms of markers’ colors.

5. The angle between upper limb and frame of reference

Determination of angle between the arm and the table is still necessary to specify the equation of a straight on the table reference. Due to the large number of pixels per line, shown in the sequence, the authors proposed the calculation of the corresponding straight line equation using least squares approximation.

Intersection of two straights: the first one passing through the markers 1 and 2: \( y = m_1 x + b_1 \), and the second one, the corresponding line on the table: \( y = m_2 x + b_2 \), allows to determine the angle between the arm and the table of equation in the following form:

\[
y = \arctg \left( \frac{m_1 - m_2}{1 + m_1 \times m_2} \right)
\]

After the analysis for all selected frames, the program draws the graphs showing the trajectory of motion and the angles between the arm and the table. Exemplary results are presented in figures 6 and 7. No 1 and 2 in figure 7 indicate localization of markers stuck on arm.

![Exemplary frames with marked results](image)
The article presents the concept of a system for measuring angles of deflection of the arm and hand movement trajectory for the evaluation of muscle electrostimulation using EMS device and simple vision system.

The electrical muscle stimulation as a therapy becomes cheaper and cheaper and needs a detailed verification of success. The fear of electrical stimulation appears less often than before. In consequence this method of treatment is used more often. Incurred costs of described method are the main advantage. Every component, that was used in this research, was bought to reduce expenses and prepare a project of cheap and precise system. Thanks to using a typical printer that enables to get checkboard and markers with known color model it is possible to use the proposed method everywhere where access to webcam and computer is allowed.

In order to increase space of comparable methods the authors would like to upgrade the system in further research by using accelerometers and gyroscopes.
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1. Motivation

One of the more important problems in the Intensive Care Units is the control of blood glucose level of patients. Many afflictions like heart attack or multi-organ disorder cause sudden rises in the glucose level. This situation is very dangerous because it increases the risk of infection, hampers blood coagulation and disturbs the metabolic balance. Studies shown, that the rigoristic blood glucose level control substantially reduces the mortality rate in ICUs. Nowadays either frequent testing and insulin shots or automatic insulin pumps are used to avoid hyperglycemia even for patients without history of diabetes.

In this paper we present an application that allows analysis of ICU patients glycemia and also observation of potential treatment with chosen glucose level stabilisation strategy. Our goal was to create a user friendly application, that would not require expensive software packages. In the following sections we present the mathematical model of patients glucose dynamics along with its parameters, we highlight the stabilisation strategy that was the topic of authors earlier works and finally we present the simulator describing technical solutions and functionalities implemented.

2. Mathematical model

We consider a so called ICU-Minimal Model, given by following four, nonlinear ordinary differential equations

\[
\begin{align*}
\dot{G}(t) &= P_1 (G_s - G(t)) - X(t)G(t) + \frac{F(t)}{V_G} \\
\dot{X}(t) &= -P_2 X(t) + P_3 (I_1(t) - I_0) \\
\dot{I}_1(t) &= a \max(0, I_2(t) - n(I_1(t) - I_0)) + \frac{F(t)}{V_I} \\
\dot{I}_2(t) &= \beta \gamma(G(t) - h) - n I_2(t)
\end{align*}
\]

where \( G \) and \( I_1 \) are the glucose and the insulin concentrations in the blood plasma. The variable \( X \) describes the effect of insulin on net glucose disappearance. The variable \( I_0 \) does not have a strictly defined clinical interpretation and was introduced for mathematical reasons, as a way of modelling the functional pancreatic insulin system (as usually ICU patients are not diabetic). This model can also be represented with a diagram which is presented in the figure 1.

The parameters \( G_s \) and \( I_0 \) denote the basal value of plasma glucose and plasma insulin, respectively. The model consists of two input variables: the exogenous insulin flow (\( F_I \)) and the carbohydrate (glucose) calories flow (\( F_g \)), both administered intravenously. The glucose distribution space and the insulin distribution volume are denoted as \( V_G \) and \( V_I \), respectively. The coefficient \( P_1 \) represents the glucose effectiveness (i.e., the fractional clearance of glucose) when insulin remains at the basal level; \( P_2 \) and \( P_3 \) are the fractional rates of net remote insulin disappearance and insulin-dependent increase, respectively. Endogenous insulin is represented as the insulin flow that is released in proportion (by \( \gamma \)) to the degree by which glycemia exceeds a glucose threshold level \( h \) that is corresponding to the
Fig. 1. Diagram representation of model (1)

Fig. 2. Example of unassisted stabilisation of blood glucose level
normal glucose level of 7.5 mmol/dl. The time constant for insulin disappearance is denoted as \( \alpha \). In order to keep the correct units, an additional model coefficient, \( \beta = 1 \) min, is added. The coefficient \( \alpha \) is a scaling factor for the second insulin variable \( I_2 \). For more details see [22]. The model (1) is slightly modified in order to improve the clarity of equations (all parameters are now positive and grouping in first equation was changed). Parameters of the model are collected in table 0 and were determined by Van Herpe et. al. [22].

### Tab. 1. Explanation of used symbols

<table>
<thead>
<tr>
<th>Sym</th>
<th>Initial value</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>300</td>
<td>mg/dl</td>
<td>Blood glucose concentration</td>
</tr>
<tr>
<td>X</td>
<td>0.02</td>
<td>( \text{mU/} \text{min} )</td>
<td>Effectiveness of insulin on blood glucose</td>
</tr>
<tr>
<td>( I_1 )</td>
<td>56</td>
<td>( \mu \text{U/mL} )</td>
<td>Blood insulin concentration</td>
</tr>
<tr>
<td>( I_2 )</td>
<td>0.1</td>
<td>( \mu \text{U/mL} )</td>
<td>Mathematical variable</td>
</tr>
<tr>
<td>( F_G )</td>
<td>0</td>
<td>mg/min</td>
<td>Administered glucose</td>
</tr>
<tr>
<td>( F_I )</td>
<td>0</td>
<td>( \mu \text{U/min} )</td>
<td>Administered insulin</td>
</tr>
<tr>
<td>BM</td>
<td>80</td>
<td>kg</td>
<td>Body mass</td>
</tr>
<tr>
<td>( V_G )</td>
<td>1.6 BM</td>
<td>dl</td>
<td>Glucose distribution volume</td>
</tr>
<tr>
<td>( V_I )</td>
<td>120 BM</td>
<td>ml</td>
<td>Insulin distribution volume</td>
</tr>
<tr>
<td>( G_b )</td>
<td>90</td>
<td>mg/dl</td>
<td>Basal value of plasma glucose</td>
</tr>
<tr>
<td>( I_b )</td>
<td>56</td>
<td>( \mu \text{U/mL} )</td>
<td>Basal value of plasma insulin</td>
</tr>
<tr>
<td>( P_1 )</td>
<td>( 1.31 \times 10^{-2} )</td>
<td>( \mu \text{U/mL} )</td>
<td>Glucose effectiveness</td>
</tr>
<tr>
<td>( P_2 )</td>
<td>( 1.35 \times 10^{-3} )</td>
<td>( \mu \text{U/mL} )</td>
<td>Net remote insulin disappearance</td>
</tr>
<tr>
<td>( P_3 )</td>
<td>( 2.9 \times 10^4 )</td>
<td>( \mu\text{U/min} )</td>
<td>Insulin-dependent increase</td>
</tr>
<tr>
<td>h</td>
<td>136</td>
<td>mg/dl</td>
<td>Glucose treshold level</td>
</tr>
<tr>
<td>n</td>
<td>0.13</td>
<td>( \text{min}^{-1} )</td>
<td>Insulin disappearance time constant</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>3.11</td>
<td>( \text{min}^{-1} )</td>
<td>Scaling factor for ( I_1 ) variable</td>
</tr>
<tr>
<td>( \beta )</td>
<td>1</td>
<td>( \text{min}^{-1} )</td>
<td>Time scaling coefficient</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>( 5.36 \times 10^{-3} )</td>
<td>( \mu \text{U/mL} )</td>
<td>Proportionality factor</td>
</tr>
</tbody>
</table>

This model is an extension of so-called minimal developed by Bergman et al. in 1981 [13] for modeling of glucose metabolism after intravenous glucose tolerance test (IVGTT), it was then adapted by Foruer et al. in 1985 [7] to represent the diabetic state. This version, for purposes of Intensive Care Unit patient analysis was developed by Van Herpe et al. in 2007 [22] and is called ICU-MM (Intensive Care Unit Minimal Model). More details regarding development of minimal model can be found in [15, 16] and [14] p. 73. Different approaches to glucose dynamics modeling see [20]. Different approach to modelling of ICU patients see [8] and comparison of approaches can be found in [17]. More medical approach to the problem [23].

Using this model one can observe how glucose level stabilises from an initial high level to the norm. Example of such behaviour can be seen in figure 2. As it can be seen patient reaches acceptable level, but a noticeable "hump" can be seen when glucose drops below desired level of 90 mg/dl (18 mmol/dl). That is why it is desired to improve stabilisation to avoid drops in glucose levels at the same time increasing the speed of reaching the steady state.

### 3. Application of control theory for treatment design

Using model (1) one can search for a method of administering insulin and glucose in such way that it would improve stabilisation of patient’s glucose level leading to quicker reaching of steady state and avoidance of drops below the desired threshold.

One way of determining a treatment strategy is to use a so called Linear Quadratic (LQ) optimal control. The main idea behind this treatment is to balance the quickness of stabilisation with a minimal exogenous input to the patient (doses of insulin and glucose). It can be represented as problem of optimisation of a performance index

\[
J = \int_0^\infty (\Delta x(t)^T W \Delta x(t) + \Delta u(t)^T S \Delta u(t)) dt
\]

where \( \Delta x \) represents the deviation from the desired steady state and \( \Delta u \) is the deviation from exogenous inputs corresponding to that steady state. It can be proven (see for example [21]) that under certain assumptions such treatment takes the following form

\[
\Delta u(t) = K \Delta x(t)
\]

that is in our case, the doses of insulin and glucose are proportional to deviation of state variables \((G, X, I_1, I_2)\) from the steady state. In this paper we do not intend to present this treatment scheme in detail as it was a subject of earlier works. More precise description of determining and application of LQ control to for stabilisation of patient glucose levels can be found for example in [2, 4-6].

### 4. Construction of the simulator

Our intent was to create a simulator that would be easily accessible for potential users. That is why we had to consider different computing environments allowing computation and analysis of dynamical model.

#### 4.1. Choice of the computing environment

Currently, the most popular environment to perform simulations in control engineering is Matlab. It offers many easy-to-use packages to numerical calculations which allows quick modeling of any phenomenon. User also has access to Simulink package with which he can create flowcharts in easy way. These two features caused that the package become very popular in the world of science. Despite of many positive features, Matlab is very expensive tool. For that reason, it is only used at technical universities and rich companies. In addition, applications written with Matlab are executable only on this specific environment.
High price of Matlab was the main reason for seeking alternative solutions. For many years the only alternative was GNU Octave and Scilab which are free applications for the Unix systems. But as well as Matlab, they only allow users to create software strictly connected with environment. If developing software with SciPy [19], NumPy [12] and Matplotlib [11] libraries, which for Python programming language [18], this issue has been resolved. SciPy, NumPy and Matplotlib (called PyLab) are open source libraries which work together to provide an alternative to Matlab. With the solutions used, they are able to provide full functionality of Matlab, including the Simulink packages. Python packages are based on the same libraries for calculations as Matlab. In summary, PyLab is excellent multiplatform replacement for the MathWorks product.

Choice of the Python language allowed also to construct the simulator with a web interface allowing use from a simple web browser that is why certain technological solutions had to be used.

4.2. Technologies used

The glycemia simulator was developed with Python programming language. As it was intended to have a web interface, Django [1] – one of the most popular Python web frameworks – was used. This combination of cPython (the most common Python implementation written in C) and Django provides great environment for building modern web applications. Python is object-oriented, high level multi-paradigm [10] programming language with lots of useful third party libraries. Its syntax, simple and intuitive, lets developers concentrate on the subject without being distracted by language complexities. The additional scripts and modules mentioned – often intensely developed – covers many areas of programming: from simple system scripts, websites, application servers to complex scientific computing and real-time algorithms [9]. The application presented below uses NumPy and SciPy libraries to work with matrices and complex data structures. Control Systems Library [3] is used in order to calculate infinite-horizon, continuous-time Linear-Quadratic Regulator needed for some simulations. Graphical representation of data is prepared with 2D plotting library – matplotlib. This one provides tools to generate "publication quality figures" in many hardcopy formats.

4.3. Implemented functionalities

It should be noted that the simulator was created in Polish as it was a part of engineer’s degree thesis of the second and the third author. The simulator itself is quite simple. The space is divided into two sections: the left one for specifying simulation details and the right one for viewing results. Core functionality is based on one xHTML form used to set all of the simulation parameters like levels of glucose and insulin at the beginning of the treatment, desired glucose level patient’s body mass and much more. Values for each one of these parameters can be put in using standard text input fields or with special sliders chained with each of them (see screen-shot in the figure 3). For every slider-input pair, if one of the elements changes its value, the second one is updated instantly. If the value put in the text input (integer or float) is out of the specified range for the parameter that is being modified, the range value is considered during calculations.

In figure 4 there is a block where variants of ICU-MM controlling can be chosen. At the moment of writing the paper there are four options of simulation implemented and available: autonomous ICU-MM, insulin / insulin & glucose LQR controlled systems and the one based on intravenous inslin infusion. If the last of these is chosen, additional customizations (time period of dosage and the insulin portion) become available.

The submitted form runs scripts generating Matlab's plot-like graphs with matplotlib library and calculating simulation results.
These are divided into three sections. In each one of them there are several informations prepared: model stabilization time, minimal level of blood sugar and of course administered glucose and insulin. Of course, there are only considered simulations specified with the input data form.

First one is the summary table (see figure 5) that gathers all of the calculated values in one place. It makes further comparisons easier and provides an overview of used methods.

Second one presents results of all simulation variants separately. The graphs thumbnails for glucose and insulin trajectories are added (example in figure ). Full-size transparent plot can be obtained by clicking the small one.

The last but not least one is a functionality of exporting simulation results into PDF document. The format mentioned works great with reports that needs to be printed. In this case, important data is being prepared in readable and well-formatted way. This allows users to keep simulation informations with them even if they are offline. Example of such report is presented in the figure 7.

5. Conclusions

In this paper a functional dedicated simulator of ICU patient glycemia was presented. This simulator has a web interface allowing usage with a simple internet browser giving it a great accessibility. It allows observation of unassisted glucose level stabilisation but also an analysis of different treatment strategies. As an example an automated treatment (using for example an insulin pomp) with a so called LQ controller is included. Simulator allows selection of different patient parameters, choice of simulation and provides a possibility of generating reports in a form of a pdf file.

![Summary table generated by the simulator](image1)

**Fig. 5.** Summary table generated by the simulator

![Example of a plot generated by the simulator](image2)

**Fig. 6.** Example of a plot generated by the simulator
Fig 7. Example of a final report generated by the simulator
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Abstract: New, increasingly sophisticated and accessible imaging methods, ranging from Computed Tomography (CT), Magnetic Resonance Imaging (MRI) to Positron Emission Tomography (PET) allow scientists and medical doctors to obtain non-invasively potentially life-saving information about patient condition and body. However, the purpose of recent medical imaging is not only to obtain simple visualization and insight into human anatomic structures, but also as a powerful tool for computer-aided diagnosis, radiotherapies, tumor tracking and surgical operation planning and simulation. This is exactly the field where very accurate and reliable image segmentation methods can play a key role. In this work, a cross-platform application software equipped in algorithm for segmentation of anatomical structures from abdomen CT data has been developed. As a segmentation technique balancing good accuracy and efficiency, a semi-automated, region growing segmentation algorithm, based on voxel intensities criteria, was used. Additional features of an application are: ability to visualize large medical data, render segmentation results in 3D as well as support of DICOM standard.

Keywords: image segmentation, application software, computed tomography, region growing algorithm

Introduction

Image segmentation is recently one of the most prominent method in medical image analysis. When dealing with large, multidimensional medical data, the automatic or semi-automatic segmentation techniques aiming to distinguish particular anatomical structures of patient body are crucial [1]. For instance, by evaluating the detailed shape and position of anatomical structures, the surgeons obtain a priori knowledge that can be used for optimal surgical procedures planning. Additionally, segmentation of anatomical structures can be applied for better and wiser radiotherapies, while both radiation dose can be targeted with greater precision and the progress of disease or changes in tumor can be tracked during therapy. Thus decreasing necrotic dose of radiation and damage for healthy tissue [2].

Accurate, quantitative, readable and repeatedly data extraction in a reasonable time is not a trivial task, especially when a wide range of biomedical imaging methods and applications (surgery, radiotherapy, diagnosis) is taken into account [3]. There are several reasons that can pose problems for correct and efficient image segmentation. First of all, as having large amount of 3D data, medical image segmentation is very computationally expensive. In some segmentation methods, for instance region growing, implementing a functional algorithm that allows one to deal comfortably with datasets of a hundred megabytes can be a demanding task. Secondly, as presented in work [4], description and analysis of medical images are highly inhibited due to the complexity and diversity of shapes and sizes of anatomical structures. Having one general algorithm for different organs is almost impossible. Going further, it is sometimes difficult to distinguish the shape and position of the same organ, that belongs to the different patients. It is also the case, that medical images suffer from spatial aliasing and noise, which may cause blurring of structures’ boundaries and edges. As a result, traditional bilevel thresholding methods [7] and low-level image processing techniques will generate wrong results. Thirdly, one can have difficulties when visualizing and verifying segmented data. Whilst interpretation of 2D segmented images can be an easy task, to analyze a 3D model of a human structure can determine some difficulties. Therefore, it is important to examine segmentation
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choose an initial, starting point of segmentation process known by an operator (medical doctor or technician), semi-automatically by using some a priori knowledge about segmented structure or purely automatically, without any user interaction (for instance, in the center of an image). Afterwards, one needs to define a size of neighborhood area around seed point in order to perform some statistics or computations within its field. The next step is to determine the main criteria of pixel membership to region in neighborhood of a seed point. In other words, one needs to decide whether a pixel around the initial region should be considered or not as a part of this region – an object of interest, to be exact. Based on selected criteria, pixels in a neighborhood are rejected or added to the initial point, thus resulting in region growing and object segmentation.

While the size of an area in which pixels are evaluated is not very important, the chosen criterion is a critical parameter of an image segmentation via region growing algorithms, being responsible for the effectiveness and quality of segmentation. One possible criterion is based on the observation that all pixels intensities from one object are usually placed within the range around a mean value. This approach is used for example in the confidence connected region growing algorithm.

The key idea of the algorithm is based on computing region statistics by taking voxels intensity. First of all, an algorithm evaluates the mean $\mu$ and standard deviation $\sigma$ values of voxels intensity around the seed point (initial point), that has been chosen by the operator. The size of the neighborhood region in which those values are evaluated needs to be defined before. Then, a proposed by the user parameter $m$, so-called multiplier, is used as a weight for standard deviation $\sigma$, thus defining an intensity range. In consequence, all voxels values $(x, y, z)$, which are both within the evaluated intensity range and within the neighborhood, will be accepted and labeled with an object, as it is in equation 1:

$$I(x, y, z) \in <\mu - m\sigma, \mu + m\sigma> \quad (1)$$

The procedure is repeated for every voxels from the neighborhood until any of the voxels will satisfy the criterion. This process is repeated iteratively until any of the voxels can be added to the object. Then, the mean value $\mu$ and its standard deviation $\sigma$ for the region are computed again but this time taking into account also all voxels added before. Process is finished if the number of iterations is exceeded, thus causing growing of the segmented object of interest.

**An application software**

Previously mentioned segmentation method was integrated into an application software for 3D volumetric medical data segmentation and visualization depicted in Fig. 2. The graphical user interface (GUI) of an application has been implemented in Swing Java widget toolkit – an API that provides graphical components for Java programs. Employing the Java language gave us also portability of an application and system-independence. However, in order to provide both additional image processing routines, segmentation methods and hardware accelerated data visualization pipelines, two low-level, C++ libraries have been linked with Java code. These were: Insight Segmentation and Registration Toolkit (ITK) [9] and Visualization Toolkit (VTK) [10]. By wrapping those two libraries, a dramatic increase in performance has been
noticed due to flexible and efficient memory management (ITK) as well as hardware accelerated 3D rendering (VTK).

Fig. 2. The main window of an application software is equipped in four view panels: three orthogonal planes through the data: sagittal, axial, coronal and three-dimensional view of the volume (top-right corner)

In order to present volumetric medical data in a simple and intuitive way, a main window of an application is equipped in four view panels: three orthogonal planes through the image data (sagittal, axial, coronal) – so-called multi-planar reconstruction planes (MPR) and additional one, placed on the right-corner, that shows three-dimensional view of an image. A three-dimensional view of a data contains all MPR in 3D space, when geometrical relations between them are preserved. A user can change the orthogonal plane by using three sliders. Moreover, each image view is placed on a separate panel, which provides its own events and functionalities, so that a user can interact with it individually. For instance, one can reset the rendering camera or take a screenshot from a chosen plane by simply clicking the right mouse button and selecting the applicable option from pop-up menu.

A developed by authors application software extensively uses multithreading. Performing data processing on the separate processors let us to significantly increase performance of an application. Thus computationally expensive and time consuming 3D medical data segmentation can be easily performed on a personal computer without affecting responsiveness of the user interface. Additional features of an application software that are worth mentioning are: support of wide range of medical data formats, including image series in DICOM format; an interactive rendering module (Fig. 3); user-friendly interface; comprehensive context help and intuitive data range scalability. For more information, interested reader might have a look into a context help of an application.

An additional panel that controls segmentation process is also available. By using it, one can change segmentation parameters, initialize a seed point either by pointing on a view panel or setting it manually and start segmentation algorithm.

As a result of a segmentation method, one obtains a binary, three-dimensional matrix, containing information whether voxel belongs to the object of interest or not. A binary, volumetric data can be then presented in a separate window of an application software, thanks to implemented rendering module.

A direct volumetric rendering of the segmentation results can be computed using following methods: volume ray casting (class vtkVolumeRayCast-CompositeFunction), maximum intensity projection (MIP) mapping (class vtkVolumeRayCastMIPFunction) and iso-surface rendering with a possibility to change color and opacity of the iso-surface (vtkVolumeRay-CastIsosurfaceFunction). Due to the fact of high computational demands, when visualizing volumetric objects, all data is decimated. A user has a possibility of switching between previously mentioned rendering methods, based on own observations and the nature of analyzed data. Add to all, one can easily changes the range of presented data, values of iso-surface, parameters of visualization as well as zooms the view and takes a screen-shots by using the specially implemented for this module events.

Because the segmentation results that are presented as a volumetric rendering are not smooth on boundaries, in order to improve visualization, some additional post-processing has been applied to the data. First of all, the segmentation results are smoothed with a Gaussian filter with a given radius size (class vtkImageGaussianSmooth). Then, by applying a marching cubes algorithm one computes the iso-surface represented by a polygonal mesh (class vtkMarchingCubes). In order to decrease computational load, we used two filters: vtkDecimatePro for triangle reduction without affecting original geometry and vtkSmoothPolyDataFilter to improve position of the vertexes on iso-surface. Finally, a visualization algorithm computes the surface normals (class vtkPolyData-Normals) in order to provide realistic view of an object (adequate light and shadows).

**Integration with native libraries**

In order to ensure system independence of an application software, a Java language has been employed. However, for image processing and visualization, a well-known and widely-used...
An application software for anatomical structures segmentation…

Libraries ITK and VTK have been used. Despite the fact that both libraries are written in C++ there is a possibility to bind them into other languages, including Python, .NET, Tcl and Java. Both libraries use different models of creating objects and memory management schemes. For instance, ITK is highly templated, where on the other hand VTK uses abstract factory design pattern. That is why, it is not a trivial task to transfer data between them. However, a specially designed mechanisms and objects that help developers to forward data from one pipeline to the another one, has been developed by the contributors to ITK and VTK. Nonetheless, it was noticed by the authors of this work that despite the fact that both libraries work well in C++ environment, it is difficult to wrap them into a Java code.

Fig. 4. Exemplary segmentation results of kidney and stomach obtained by using integrated into application rendering mode

The main challenge was to transmit data and the segmentation results from ITK’s objects to visualization pipeline of VTK. Both filters that are widely used in C++ language for importing and exporting data between mentioned libraries are not working correctly in Java. Due to a highly complex architecture of those filters, a correct wrapping is practically infeasible. The main problem is not only to transfer data but it is also to send signals that control data stream. Referring to the newest declarations of main contributors to ITK and VTK, there will be no future support of the Java language and no solution to a previously described problem. In consequence, the authors of an application software proposed a solution relying on reading data into both pipelines (data processing pipeline and visualization one) simultaneously.

We assumed that a memory for particular objects is initialized only when the object is needed. To do that, a lazy initialization design pattern, that is commonly used in Java programming, has been implied. By applying this programming technique, a consumption of a memory has been reduced to the minimum. However, it is planned in the future to implement our own wrappers around native code to prevent previously mentioned problems.

Segmentation results

Five segmentation experiments on independent tomographic datasets of abdominal cavity, such as presented on Fig. 1, have been performed to validate segmentation algorithm. The medical data has been obtained from a free, open medical database [8], hence interested reader, equipped with an application software, may repeat those experiments without any obstacles.

As presented in Fig. 4, obtained results are especially promising for anatomical structures that highly contrast with surrounding tissue, such as kidney or stomach. On the other hand, human organs from abdominal cavity, that are inhomoeneous and present high local variation in voxel intensity values, have blurred edges and are characterized by highly-sparse segments.

Conclusions

Under this work, a cross-platform, multithread application software for tomographic data segmentation from abdominal cavity, that fulfills all demands concerning medical applications, was successfully developed. By using application it is possible to perform segmentation of 3D medical data from the computed tomography without any special hardware requirements. The segmentation results for most of the anatomical structures, such as kidney or stomach are satisfying, however the authors are aware of some limitations.

References

3. Tadeusiewicz R., Śmietański J.: Acquisition of medical images and their processing, analysis, automatic recognition and diagnostic interpretation. (in Polish) Pozyskiwanie obrazów medycznych oraz ich przetwarzanie, analiza, auto-


NEURAL NETWORKS FOR MEDICAL IMAGE PROCESSING

TOMASZ PIECIAK¹, JOANNA JAWOREK¹, MAREK GORGON¹

¹AGH University of Science and Technology, Faculty of Electrical Engineering, Automatics, Computer Science and Electronics, Department of Automatics, al. Mickiewicza 30, {pieciak,jaworek,mago}@agh.edu.pl

Abstract: The proposed article presents the most common types of artificial neural networks used to be performed in the field of medical imaging. The first section describes the use of artificial neural networks in the preprocessing stage, restoration of noisy and distorted images and in conjunction with morphological operations. The second part presents the artificial neural networks in image segmentation problem, particularly in adaptive binarization threshold level selection and as a complement to the active contour method.
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Introduction

Modern methods of processing and analysis of medical images are based on advanced mathematical theories like calculus of variations, stochastic processes (random fields), tensors, differential geometry, graph theory, formal languages theory, and particularly artificial neural networks (ANN). Neural networks could be used for various stages of image processing like: preprocessing, segmentation, detection and recognition of anatomic structures and symptoms of diseases. In the past, various methods of solving specific problems and surveys on described topic have been written [1, 2, 3, 4]. For each of previously mentioned stages of image processing, neural networks could be used as a tool, which directly processes pixels, indirectly processes other data, e.g. pixels are transformed into parameters space, and additionally, ANN might be applied as complementary approach to existing methods of computer vision. One should realize that medical imaging is not limited to image processing and analysis of already acquired images, but can also include neural networks implemented using integrated circuits, which could assist in reconstruction process during X-ray Computed Tomography (CT) or estimate positions of detectors in Positron Emission Tomography (PET).

Relevance of presented issues is confirmed by figure 1, which presents annual increase of amount of new scientific publications in IEEE’s database.

Preprocessing stage

Preprocessing stage could precede actual analysis and pattern recognition applied to medical images, but is not a mandatory step. This stage is intended to remove geometric distortion, perform noise filtration, alteration of contrast and saturation, and increase image sharpness as well [5, 9]. For each of previously mentioned stages of image processing, neural networks could be used as a tool, which directly processes pixels, indirectly processes other data, e.g. pixels are transformed into parameters space, and additionally, ANN might be applied as complementary approach to existing methods of computer vision. One should realize that medical imaging is not limited to image processing and analysis of already acquired images, but can also include neural networks implemented using integrated circuits, which could assist in reconstruction process during X-ray Computed Tomography (CT) or estimate positions of detectors in Positron Emission Tomography (PET).

Noisy and distorted image restoration

Each computer vision system, especially medical one, is prone to adding distortion and noise to acquired image. Need for image restoration techniques has been accentuated during first aerospace flights, in which case photos were heavily distorted by vibrations of camera and constant rotation of spaceships [8]. From the mathematical point of view, model of the distorted image (1), shown in figure 2, can be written as [9]:

\[ g(m, n) = f(m, n) \odot psf(m, n) + \mu(m, n) \] (1)
where:
- \( g(m,n) \) – output image,
- \( f(m,n) \) – perfect image,
- \( psf(m,n) \) – point spread function, responsible for distortion,
- \( \mu(m,n) \) – additive noise.

Taking into account the randomness of the image, it may be modelled as a multidimensional random process, and therefore as a random field. This means that estimation of the original image becomes a statistical inference problem [10]. Common methods to solve such problem are based on estimation of unknown parameters of probability density function (PDF), and they include Wiener filter and Least Mean Square Error (LMSE). However, these approaches require a priori knowledge of noise level and image distortion. A method allowing to estimate image, PDF function and noise all at once, is the Maximum-Likelihood Estimate (MLE) [10]. In that approach, observed data \( g \) are treated as a set of random variables defined over the square lattice. Next, the estimator \( \hat{f} \) is calculated as an argument \( \hat{f} \), for which likelihood function \( p(\cdot) \) reaches its maximum value [11, 20]:

\[
\hat{f}_w = \arg \max_{\hat{f}} p(g | \hat{f})
\]

In general, image recovery is a process minimizing the mean square error (MSE) of the \( \hat{f} \) estimator of unobservable \( f \) parameter (a perfect image). The functional may be written as [11]:

\[
E = \frac{1}{2} \| g - (psf) \hat{f} \|^2 + \frac{1}{2} \lambda \| D \hat{f} \|^2
\] (2)
where:
- $f$ – estimate of a perfect image,
- $\mu$ – constant,
- $D$ – high-pass filter.

Second part of (2) functional is called the regularization term, and it is related to the noise contained in the image. As processed image contains more noise, value of $\lambda$ parameter becomes greater, but overestimation of it distorts the $f$ [11]. The process of image restoration using artificial neural networks leads to solution of a quadratic programming (QP) problem, defined as quadratic form [11]:

$$E = -\frac{1}{2} \hat{f}^T W \hat{f} - b^T \hat{f} + c$$

(3)

where:
- $W$ – matrix, in which each $(i,j)$ element is a weight between $i$-th and $j$-th neuron,
- $b$ – representing the bias of each neuron,
- $c$ – constant.

Comparing quadratic form (3) with functional (2), parameters $W$, $b$ and $c$ are functions of $\text{psf}$, $D$ and $\lambda$, $\mu$ variables, respectively [11].

In paper [21], authors have presented the method using an artificial neural network, in which, for an image containing $S$ greyness levels, each pixel is represented by $S$ neurons. The aggregation of input data is realized by the following formula:

$$u_i = \sum_{k=1}^{S} \sum_{j=1}^{L} w_{i,j} v_{i,k} + b_i$$

where $v_{i,k}$ is state of the $k$-th neuron for $i$-th image point.

State of the $i$-th neuron may be altered to $\Delta \hat{f}_i$, which, in result, updates the quadratic functional (3) [11, 21]:

$$\Delta \hat{f}_i = \text{sgn}(u_i)$$

$$\Delta E = -\frac{1}{2} w_i (\Delta \hat{f}_i)^2 - u_i \Delta \hat{f}_i$$

In case of $\Delta E < 0$, state of neuron $v_{i,k}$ is updated. If none of the pixels is altered in comparison to the previous iteration, the algorithm stops.

In fact, distortion adjustment problem solved by artificial neural networks basically means minimization of energy (3) in each direction of $L$-dimensional space (as number of dimension of the space is also a number of points the image contains). In case of negative-defined $W$ matrix ($\hat{f}^T W \hat{f} > 0$, therefore matrix $-W$ is positive defined), an algorithm achieves the global minimum (local minimas do not exist), as noted in [11]:

$$f = -W^{-1} b$$
Morphological operations

Morphological operations are one of the most important transformations in the preprocessing of the digital images. As a result of these transformations both the form, structure and shape of the represented objects changes. The basic idea in mathematical morphology is a structuring element (Fig. 3), which defines the pattern that is compared with a fragment of the processed image [5, 12].

Fig. 3. Structuring element with the highlighted central point

The implementation of morphological transformations for binary images is based on the movement of the structural element throughout the analyzed image and comparing it with the original image for each of pixels. The basic morphological transformations are: erosion, dilation, opening and closing [5, 9].

Erosion, which is a structural element mesh filled with ones, involves the removal of all the points of an image with a value of 1, which have at least one neighbour with a value of 0 [5]. The purpose of erosion is the removal of small, isolated elements and smoothing of disparities at the edges. Figure 4 presents the erosion operation to remove unnecessary elements on the medical images.

Dilation is an operation that is opposite to erosion. Pixels in the output image have value 1 if not all pixels in the neighbourhood are equal to 0. The main task of the dilatation is to close small holes, connect closely located objects, and fusion of larger objects (Fig. 4) [5].

The main disadvantage of both erosion and dilation is the change of the size of the analyzed image surface, which negatively affects especially the analysis of medical images. Erosion reduces the area, while dilation increases it [5]. To get rid of these disadvantages two transformations are introduced, which are combination of the above operations, defined as:

opening = erosion + dilation
closing = dilation + erosion

Figure 5 presents the result of opening, closing, and the result of using both operations.

The most commonly used neural networks that perform the morphological transformations are cellular neural networks CNN. CNN consist of elementary, identical processors called cells. These cells, combined with adjacent units, allow us to implement distributed information processing [15]. To perform the morphological operations different type cellular neural networks such as: fuzzy cellular neural networks FCNN, pulsing cellular neural network PCNN, and discrete time cellular neural networks DTCNN are used [14, 15, 16].

Table 1 presents the most common types of neural networks used to perform morphological operations.

FCNN are the most commonly used neural networks, due to higher effectiveness they mostly replaced the CNN networks [15]. Very interesting and innovative solution has been presented in [16] which uses discrete time cellular neural networks that perform basic morphological transformations. Erosion and dilation are performed by a single layer network, adopting the following parameters for each cell: $A = 0$, $B = S$ (structural component), $I = 0$. The input data is a network of binary images. Opening and closing operations are performed by a two-layer networks that are build from single layer networks of erosion and dilation. Figure 6 presents the results for the DTCNN network.

### Table 1. Overview of types of neural networks used for the morphological transformation

<table>
<thead>
<tr>
<th>#</th>
<th>Neural network</th>
<th>Morphological operations</th>
<th>Applications</th>
<th>Bibliography</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CNN</td>
<td>Erosion, dilation</td>
<td>Stereo images</td>
<td>(Mizutani E. et all., 1998) [17], (Roska T., Kek L. 1995) [18]</td>
</tr>
<tr>
<td>2</td>
<td>FCNN</td>
<td>Erosion, dilation, opening, closing</td>
<td>Medical images</td>
<td>(Yang T. et all., 1996) [15]</td>
</tr>
<tr>
<td>3</td>
<td>PCNN</td>
<td>Erosion, dilation</td>
<td>Medical images</td>
<td>(Ranganath H. S. et all., 1997) [19]</td>
</tr>
<tr>
<td>4</td>
<td>DTCNN</td>
<td>Erosion, dilation, opening, closing</td>
<td>Medical images, stereo images</td>
<td>(Yang L. B., 1996) [16]</td>
</tr>
</tbody>
</table>
Neural Networks for Medical Image Processing

Image segmentation

Segmentation of objects present on digital images is fundamental and inseparable part of every medical computer vision system for analysis and interpreting images. Extraction of areas containing anatomic structures or results of physiological processes allows quantitative or qualitative evaluation and classification of disease entities. Applied approach to segmentation process is dependent on specific problem to be solved, medical presumptions, experts’ knowledge and type of medical images, which are at disposal. On the other hand, inherent character of the approach could be based on grouping object with regard to their intensity, texture, shape and geometric relations to each other [5, 9]. One of the simplest approach to image segmentation is a binarization process, but it is extremely difficult to find a category of medical images, that this method could apply to on its own. Nevertheless, binarization methods based on the adaptive threshold determination, using a moving window, may constitute the part of the system for separation of objects. Recent approaches to the problem of image segmentation possess firm theoretical mathematic background, including fields like: probabilistic models, calculus of variations, fuzzy logic, graph theory and artificial neural networks [22, 23].

Adaptive threshold binarization

Binarization (thresholding) is one of the basic and most important methods of the image processing. It causes the transformation of the values of each pixel into binary values (zero and one), which defines the object and background. As a result of this operation, the details are removed, and the amount of information about each point of the image is reduced (only two possible values). This allows us to focus on crucial objects. The purpose of binarization is the classification of each pixel in case of their belonging to the objects or to the background, and therefore plays an important role in the analysis and pattern recognition. The main problem is selecting a suitable binarization threshold that would enable distinguishing objects from the background. The most common technique is the choice of binarization threshold while undertaking the histogram analysis [5, 12]. For images with sharp contrast between the elements, the threshold lies in the valley between the peak intensity of the background, and the peak intensity of the object [5].

The use of a variable threshold different objects in the image can be marked (Fig. 7 a-c).

The neural networks that are used for image binarization can be divided into two groups. The first of group includes algorithms that assign pixel values or parts of the image to pre-defined classes of patterns (in the case of binarization we have two classes 0 and 1). The classification is done using the neural network that takes as input a set of calculated parameters. The second group consists of neural networks that determine the local threshold. Important task of this approach is not the automatic choice of the threshold, but the determination of the size and shape of the analyzed part of the image. The most commonly used neural networks for image binarization are self-organizing Kohonen networks, Hopfield networks and recursive MLP networks with backpropagation [25]. Table 2 presents the neural networks that are used in the image binarization.

Tab. 2. Overview of types of neural networks used for the image binarization

<table>
<thead>
<tr>
<th>#</th>
<th>Neural network</th>
<th>Applications</th>
<th>Bibliography</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Kohonen</td>
<td>Medical image</td>
<td>Papamarkos N., 2001 [28], Ntgos N., Veintzas D., 2008 [27]</td>
</tr>
<tr>
<td>3</td>
<td>MLP (BP)</td>
<td>Medical images</td>
<td>Chen T., Takagi M., 2006 [30]</td>
</tr>
<tr>
<td>4</td>
<td>CNN</td>
<td>Stereo images</td>
<td>Cyganek B., Korohoda P., 1999 [31]</td>
</tr>
</tbody>
</table>

The outlined neural network applications have shown great effectiveness in the image binarization. The most significant advantage is the automatic selection of threshold values, resistance to noise, no need to select and limit areas to be analyzed.

Fig. 7. Example of medical image with changing threshold. The aim of this operation is to extract mammographic microcalcifications on images, which can proceed from tumours in the breast tissue (input image: Department of Bioinformatics and Telemedicine UJ CM)
Deformable models

There are many methods and algorithms defined with respect to deformable models, e.g. active contour models, deformable surface and templates models [32, 33]. One of the most widely used ones is the active contour model proposed in [34]. An active contour method, along with its variations, has been successfully used in segmentation of organs like: cerebral cortex on MRI images [35], heart valve on echocardiography sequences [36], lungs on X-Rays [37], retinal vessels on ultrasonography images [38], vascular vessel trees on computer tomography images [39] and the left ventricle of the heart on MRI images [40, 41]. The greatest advantages of the active contour algorithm is low sensitivity to distortion, additive noise and acquisition artifacts. Such well-founded benefits make the active contour method a very good approach to the problem of image segmentation, in particular, when used on ultrasonographic images lacking clear boundaries of anatomic structures.

In general, an active contour segmentation is based on deformable curve, which deformations are defined by limitations, internal and external forces (Fig. 8). The process of fitting the curve to the object’s boundary is iterative in nature. The method is derived from the definition of the continuous curve, which represents the contour of an arbitrary object. The curve (4) is defined by parametric equation with varying time:

\[ \psi(s, t) = (x(s, t), y(s, t)), \quad s \in (-\delta, \delta) \]

The total energy of the model, which represents the curve \( \psi(s, t) \), is defined as \( E_{\text{model}} \) functional [32, 34]:

\[ E_{\text{model}} = \int_0^1 \left( E_{\text{int}}(\psi(s, t)) + E_{\text{ext}}(\psi(s, t)) \right) ds \]

where:

- \( E_{\text{int}} \) – refers to total energy of the \( \psi(s, t) \) curve,
- \( E_{\text{int}} \) – denotes internal energy, which bends \( \psi(s, t) \) curve,
- \( E_{\text{ext}} \) – denotes external energy, which attracts \( \psi(s, t) \) curve to the desired boundary.

The internal energy \( E_{\text{int}} \) of the \( \psi(s, t) \) curve is expressed by weighted sum of partial derivatives of the curve with respect to \( s \) [32, 34]:

\[ E_{\text{int}} = \frac{1}{2} \left( \alpha \left| \frac{\partial \psi}{\partial s} \right|^2 + \beta \left( \frac{\partial^2 \psi}{\partial s^2} \right)^2 \right) \]

where:

- \( \alpha \) – coefficient of tension,
- \( \beta \) – coefficient of rigidity.

In most cases, the external energy is expressed as transformed gradient field of the image, defined as [42]:

\[ E_{\text{ext}} = -\left| \nabla I(x, y) \right|^2 \]

Minimization of functional (5) can be achieved via iterative approach, which changes coordinates of curve’s points accordingly to simultaneous linear equations [43]:

\[ X^r = (I + \gamma A)^{-1} (X^{r-1} + \gamma f_x (X^{r-1}, Y^{r-1})) \]

\[ Y^r = (I + \gamma A)^{-1} (Y^{r-1} + \gamma f_y (X^{r-1}, Y^{r-1})) \]

where:

- \( f_x, f_y \) – denote, respectively, horizontal and vertical components of vector representing external forces.

The task can basically be viewed as an optimization problem. Successive iterations of the algorithm lead to the minimization of curve’s energy \( E_{\text{snake}} \), which is a crucial aspect of curve’s movement in an image space. The curve deformation is dependent on tuning of model parameters \( (\alpha, \beta, \gamma) \), initial conditions and selected method of calculating external energy, which brings curve to the contour.

Fig. 8. Results of matching curve to the left ventricle contours on the short axis MRI images: the initial conditions and final curve are fitted to the endocardium (left); successive iterations show convergence to the endocardium boundary (right).

Over the years, an active contour method was evolving and subsequent researchers introduced elements of fields like: calculus of variations [42], stochastic processes [44], wavelet analysis [45], fuzzy logic [46], and artificial neural networks. One of the first improvements related to neural networks, was applying Hopfield network to achieve the goal of minimization of the functional (5) [47]. The curve’s points and their neighbourhoods are mapped onto two-dimensional Hopfield network with \( n \) mutually connected neurons \( (n - \text{denotes number of points, m - size of their neighbourhoods}) \) (Fig. 9). Let \( u_{i,k} \) mean binary state of \( (i, k) \) neuron, \( T_{i,k,j,l} \) as \( (i, k) \) and \( (j, l) \) weight of the connection, and \( I_{i,k} \) as a constant (bias). The aggregation of input data of \( (i, k) \) neuron is given by formula:

\[ u_{i,k} = \sum_{j=1}^n \sum_{l=1}^m T_{i,k,j,l} v_{j,l} + I_{i,k} \]

Output signal \( v_{i,k} \) for \( (i, k) \) neuron is calculated via rough thresholding:

\[ v_{i,k} = g(u_{i,k}) \]

\[ g(x) = \begin{cases} 1 & \text{if } x \geq 0 \\ 0 & \text{if } x < 0 \end{cases} \]
An iterative approach to energy minimization (5) and, by extension, convergence of the curve to desirable anatomic structure contour, is basically described as randomized selection of neuron, data aggregation accordingly to the formula (6) and evaluation of output function based on rough thresholding (7). The procedure is repeated, until number of neurons, which change in the set of random draws, exceeds specified threshold. Otherwise, the curve converges to the boundary of segmented object.

Fig. 9. The mapping scheme of curve’s points and neighbourhoods [47]
Method of energy minimization (5) is numerically stable (in the classical approach, when parameters are in certain range, the curve might oscillate), additionally minimization of $E_{\text{new}}$ energy can be parallelized.

Image segmentation based on Pulse-Coupled Neural Networks

The inspiration for model of Pulse-Coupled Neural Networks (PCNN) comes from cat’s visual cortex [48], PCNN used for image processing task is two-dimensional network, which has mutually connected neurons. Each neuron corresponds to single pixel of the image and consist of three parts: the dendritic tree, modulation field and pulse generator. The dendritic tree (input layer) includes two types of inputs: feeding and linking inputs. While linking input accepts values of output signals from other neurons in previous iteration, the feeding input accepts signals from other neurons as well as external stimulus. Then the feeding and linking outputs are non-linearly combined together in modulation field as an internal neuron activation. At last, the pulse generator controls the dynamic threshold level [4, 52].

The Pulse-Coupled Neural Network has been successfully applied to many medical image segmentation processes e.g. extraction of rodent brains [49], blood cell segmentation [50] as well as human brains, abdominal regions and lungs [51].

There is also proposed hybrid image segmentation model, which conjoin PCNN network and Expectation-Maximization (EM) algorithm, and is called EM-PCNN method [52]. The Expectation-Maximization algorithm estimates the distribution parameters for a white matter, gray matter and cerebrospinal fluid of the image intensity histogram. After that, these parameters are used as a fitness function to be evaluated a number of times for each tissue.

Apart from segmentation process, there are many other applications of PCNN networks, including image filtering and enhancement, data compression, image fusion and feature extraction [4, 53].


Conclusions

When making decision to use artificial neural networks to support processing and analysis of medical images, one should be aware, what their capabilities, scope of use and possible consequences of application are. Firstly, it is to be decided, what kind of data are meant to be processed. Depending on whether these are going to be vectors of characteristics, or points acquired directly from the image (e.g. image recovery), or neural networks are meant to play a complementary role (like in active contour method), it is necessary to properly define structure of the network and target function. One also has to take into consideration potential size of the neural network structure and, in particular, amount of data needed in the learning process. In case of segmentation of an actual organ, number of markers representing the curve in active contour method might reach several hundreds. Additionally, it is advised to carefully pick the size of neighbourhood, because corresponding increase in number of network nodes may be of several orders of magnitude. In spite of aforementioned drawbacks, interest in using artificial neural networks does not fade away, in fact, as shown on figure 1, throughout the last decade it has a slightly upward trend.
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