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Abstract

This article describes an open platform for multimedia applications on a peer-to-peer network. A Voice-over-IP application was developed on it as proof-of-concept. The application allows users to call each other, to publish and query presence information, and to specify whether to allow or deny communication with other users at any given time. For session setup and management the Session Initiation Protocol is used, while audio communication is handled by the Real-Time Transport Protocol. User data is persistently stored on a peer-to-peer network using a distributed hashable. A software architecture is presented to implement these requirements by means of two highlevel components: the Node, handling all client-side aspects of the system such as calling other users, querying presence and setting preferences, and the SuperNode, handling all server-side aspects such as storage and management of persistent user data, user location, call routing, presence management and monitoring of the underlying peer-to-peer network.
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1 Introduction

With the introduction of Skype [1], the telecommunication industry feared the end for traditional telephony, which is gradually being replaced by VoIP. VoIP presents a cheaper solution for telephony since its users already pay for their Internet connection, and no additional costs except bandwidth are attached to it. The success of this formula is enormous: as of 2006, Skype has attracted a user base of more than 50 million users [2].

However, Skype uses a proprietary peer-to-peer (P2P) protocol, thus making it difficult for similar programs to interoperate with the Skype network. This is possible by using gateways between these applications' networks, but this approach lacks scalability. To provide an even better and more global service, an open Skype-like system is necessary. This system should use standardised technologies allowing multiple (VoIP) applications to share the same user base, eliminating the need for gateways to cross-connect application networks. Another shortcoming of the Skype system is its limitation with regards to customising user presence and preferences. Only basic presence such as user status (away, busy, offline, etc.) and a buddy list is provided. It would be desirable to have added functionality, for example allowing users to block certain users at certain times (e.g. colleagues cannot call a user outside of working hours).

With regards to VoIP, the Session Initiation Protocol (SIP)[3] stands out amongst other protocols due to its open character. SIP is a standardised protocol used to set up sessions between users. Currently, SIP-based communication networks rely on central servers to guarantee their functionality. The combination of SIP and P2P is an active area of research [4], the goal of which is to create an open P2P SIP-based system.

In this article, we investigate the possibility of a completely decentralised and structured P2P SIP-based system. The architecture should provide an open, extensible P2P platform on which to run high-level applications such as VoIP, file-sharing and instant messaging. We also examine how this platform could be used to support advanced presence capabilities. As a proof of concept, we implemented a VoIP application on top of the presented system. After a summary of related work, we sketch a small-scale use case where the above system can be used, and the requirements involved. Next we zoom in on the technologies used to create the platform as well as the application. We then present its software architecture and relate it to the mentioned use case. Finally, we analyse the required amount of resources the participants of the system should possess to guarantee their reachability.
2 Related work

Combining SIP with P2P is a hot topic. Namely the P2PSIP working group [4] is aimed at researching and creating a SIP-based DHT overlay and providing proof-of-concept applications for it. In particular, [5] describes a SIP/SIMPLE-based P2P communication system that uses SIP messages for intra-DHT traffic based on the Chord algorithm. EarthLink SIPS2hare [6] provides a file-sharing architecture with fully distributed content search based on P2P over SIP. Ongoing research is also being conducted on several aspects of integrating SIP and P2P [7]. The industry also shows a lot of interest in this area, and is providing mobile P2P applications that also use SIP, such as Daxama [8]. Many companies are working on similar projects, using P2P to leverage traditional server-based download architectures. Jool[9] and Zattoo[10] use a combination of P2P and server-based streaming to deliver video content to end users. The long-term objective of these projects is to offer low-cost alternatives to cable TV. They are trying to achieve for video and television what Skype achieved for telephony. BitTorrent has recently started a service called BitTorrent DNA[11] that offers client companies a content delivery network based on the BitTorrent P2P protocol to reduce the cost of serving large files on standard web servers. Contrary to the platforms mentioned above, our solution is based on an architecture that is open as well as generic, so that multiple service components for multimedia communication and distribution can be easily built in.

3 Use Case

We investigated the use of the P2P platform in a partly or entirely mobile network. This network could incorporate mobile nodes such as laptops, cell phones and PDAs, as well as fixed nodes such as desktop PCs, gateways, access points and hotspots. The use of the system is aimed at communities: a relatively small number of users wishing to be reachable to each other during a certain event. Examples include a conference or a festival but also community happenings such as gaming tournaments and the likes. Users could then communicate freely with each other using their preferred device (assuming device capabilities are sufficient).

The proposed system should offer several features. Users should be able to invite each other to a VoIP session, publish presence information and obtain presence from other users. Furthermore, users should be able to define preferences, and thus have the ability to block or unblock certain (groups of) users. They should be able to log from different locations and devices, and the system should guarantee the consistency of the users' persistent data. These features should be reliably integrated in a P2P network, i.e. the system should be able to cope with peers joining and leaving the underlying network at unpredictable rates, more commonly known as 'churn'. It should also be an open system to facilitate interoperation with other standards-based applications and ease development of more advanced services.

4 Main protocols and datastructures

4.1 Session Initiation Protocol (SIP)

SIP is an application-layer control protocol for creating, modifying, and terminating sessions with two or more participants. It can be used to create two-party, multiparty, or multicast sessions that include Internet telephone calls, multimedia distribution, and multimedia conferences. Resources are identified by SIP URIs (i.e. sip:frederic@example.net). SIP is designed to be independent of the underlying transport layer; it can run over TCP, UDP, or SCTP. It is a standardized protocol defined in RFC 3261 [3]. SIP acts as a carrier for the Session Description Protocol (SDP)[12], which describes the media content of the session, e.g. what IP ports to use, the codec being used etc. In its typical use, SIP “sessions” are packet streams of the Real-time Transport Protocol (RTP)[13]. RTP is the carrier for the actual voice or video content itself.

The main SIP messages REGISTER, INVITE, BYE and their possible response messages handle user/resource registration, session setup and session teardown respectively. Further SIP messages such as PUBLISH, SUBSCRIBE and NOTIFY, typically related to presence information are defined in further RFCs [14, 15]. These messages and their responses handle the publication, subscription and notification of user resources, which will often be presence.

4.2 Distributed HashTable (DHT)

Distributed hash tables are a class of decentralized distributed systems that provide a lookup service similar to a hash table: (key, value) pairs are stored in the DHT, and any participating node can efficiently retrieve the value associated with a given key. The responsibility for maintaining the mapping from keys to values is distributed among the nodes, in such a way that a change in the set of participants causes a minimal amount of disruption. The actual mapping is based on consistent hashing of main resource attribute(s), or similar techniques. The obtained hash value, further called a resource ID, shares the same space as the identifiers of the DHT nodes, which we will refer to as node IDs. The DHT node with node ID nearest to a certain resource ID is responsible for holding the mapping for that key.
Most DHTs, such as Chord [16] and Pastry [17], guarantee a lookup complexity of $O(\log n)$ where $n$ is the number of participating nodes in the DHT overlay. To meet this guarantee, each node maintains a so-called finger table that holds $O(\log n)$ pointers to other nodes. The lookup operation hashes the desired resource attribute to an identifier, and a lookup message for this resource ID is created. The lookup message is then routed to the responsible node as follows: each node forwards the message to the node in its finger table that is numerically closest to the target resource ID (see Figure 1). It can be proven that the message reaches its destination in $O(\log n)$ hops.

![Figure 1. Routing via finger table in a DHT: a message is routed from node A to node C through an intermediate node B](image)

### 5 Architecture details

The architecture consists of a client component, the Node, and a server component, the SuperNode. Typically, many Nodes will connect to one SuperNode (see Figure 2).

#### 5.1 The Node

The Node is the part of the application the user will be working with. It enables the user to invite other users, maintain a contact list, subscribe to and publish presence information, and define preferences. These preferences provide a means to block or unblock individual users or groups during a period of time. The Node also manages the RTP[13] session once an invitation has been accepted. Preferences are published to the user’s responsible SuperNode using a SIP PUBLISH message with a self defined XML content.

Users can be added or removed from the contact list using SUBSCRIBE messages with another self defined XML content.

### 5.2 The SuperNode (SN)

The SuperNode is divided into three large components: the Communication Module, the DHT and the Content Management Module. The Communication Module is responsible for handling all SIP-related communication. A location service and a presence service are built on top of this component. The presence service acts as a Presence Agent (PA), and handles all presence-related SIP traffic (i.e. SIP SUBSCRIBE, PUBLISH and NOTIFY messages)[14]. The location service contains a SIP registrar, which handles SIP REGISTER messages. It is important to mention that it is not required that these services be closely linked to the Communication Module and that they could be implemented in various ways, as long as they are able to process the information contained within the SIP messages mentioned above.

The DHT component handles the distributed side of the application. It is responsible for routing SIP messages destined to users on other SuperNodes, and persistently stores the mappings of users’ SIP URIs to their data. User data, such as contact list and preferences, is handled by the Content Management Module and stored in XML format in the DHT. To ensure no data is lost when SuperNodes leave the network, user data can also be redundantly stored on one or more other SuperNodes. If disk space is scarce, user data can also be kept exclusively in RAM memory. The SN itself manages users and redirects them to other SNs when necessary (when responsibilities for users change due to a SuperNode joining or leaving the network). Various other services could also be supported by this architecture, for example it is possible to build a content service on top of the Management Module to provide advanced functionality related to the user data, e.g. blocking contacts at certain user-defined times. Other possibilities include instant messaging and file sharing services.

### 6 Scenario implementation

This architecture fulfills all the goals stated earlier in this document, and a preliminary version of this architecture was implemented as a proof-of-concept. In this implementation, users can invite other users to a VoIP session, using the INVITE SIP message with SDP content, which the caller’s proxy routes to its destination. The proxy uses the DHT to find the callee’s proxy if necessary. Each message will traverse 2 proxy hops at most, and once a session has been set up between caller and callee, all communication, typically consisting of RTP traffic, will flow point-to-point.
Figure 2. Main architecture: various Nodes connect to SuperNodes. SuperNodes are linked together in a DHT; Nodes communicate with SuperNodes through the communication module, implemented here using SIP.

Thus, in this case, the SuperNode overlay network is only used for user location and session setup. Presence information is published using the SIP PUBLISH message with a PIDF[18] content. PIDF is an XML format that represents presence information. Since PIDF only supports an “open” or “closed” presence status, we extended it to allow for other types of presence information (i.e. “Online”, “Away”, etc.). Users can subscribe to each other’s presence information using the SIP SUBSCRIBE message. A subscriber is notified by the notifier’s PA which sends a SIP NOTIFY message with the notifier’s PIDF as content. This can be done on demand or at regular intervals. An example is shown in Figure 3.

To allow users to block or let through one another, we implemented a firewall-like rule-system. These rules can be defined by the user, and are sent to his responsible SN using a SIP PUBLISH message with a self-defined XML document as content. The SN’s Content Management Module then updates that user’s XML data with the data it received. The content service enforces the rules by checking the sender of messages for that user against the defined rules.

Persistent user data consists of the contact list and preferences. Since a user receives his XML file whenever he logs in, a user can login from any location or device and still have the same contact list and preferences.

The system copes with changes in the network in the following way: whenever an SN loses responsibility over a user (due to another SN joining or leaving the network), it redirects the user to its new responsible proxy. The address of this proxy is looked up by its DHT component. When an SN decides to leave the network, it attempts to redirect its users. Since the SN is still in the network (and thus still holds responsibility over the users), it can’t provide the nodes with their new responsible proxy. Instead, it provides the users with its own address. The users then check if the received address is equal to their current proxy’s address. If so, the users perform a delayed redirect, which means they wait for a period of time, and then request the address of their (new) responsible proxy from the bootstrap SN (the SN which started the network). This way, the users can again log in on their new proxy. The redirection and bootstrap calls between components were implemented using RMI. For nodes that have no RMI support, alternatives can be explored, such as using modified SIP messages or web services to realize redirection.

Most parts of the presented system were implemented using free open-source components out of the box, as well as slightly adapted components. The communication module as well as the presence and location services are based on
the NIST implementation of a SIP proxy server [19]. These components all use the NIST SIP reference implementation of JAIN-SIP1.1. For the DHT, a slightly modified version of Bunshin DHT [20] was incorporated. Bunshin itself uses the FreePastry implementation of the Pastry protocol. The Java Media Framework (JMF) provides RTP support, while XML manipulations are implemented using the JDOM library.

7 Evaluation results

Clearly, the key components in the presented platform are the SuperNodes that form the P2P overlay and service the users of the system. We assumed a maximum of 1000 users in the network for the mentioned use case. To have an estimate of the memory footprint of a SuperNode, we modeled the size of user data and the size of the DHT state information per DHT node, depending on the number of DHT nodes in the network. User data size will generally not exceed 2 kB per user.

The Pastry state data (finger table) consists of a neighbour set and a leaf set plus the routing table. These sets are characterized by the base of the node IDs, $2^k$, and the size of the leafset $L$, which are set to 16 and 24 respectively in the Bunshin DHT implementation. The leafset contains the $L/2$ numerically closest and larger nodeids, and the $L/2$ numerically closest and smaller nodeids. The neighbour set consists of the nodeids of the $L$ closest nodes according to the proximity metric. The routing table itself contains on average $\log_2 (2^n)$ entries for its prefix-based routing mechanism. The maximum size of the routing table is $2^k + \log_2 (2^n)$ nodes, for an entirely filled table.

The total state information kept for routing is the sum of the size of the neighbour and leafsets, augmented by the maximum routing table size. This yields $2^k + \log_2 (2^n) + 2 + \min(n - 1, 24)$ as maximum value for the Pastry node routing state.

The maximum size of the Pastry node routing state and the average size of user data kept per node, both depending on the number of participating DHT nodes, are depicted in Figure 4. The total amount of used memory is also shown. From the figure, we can derive the optimal number of DHT nodes with respect to memory usage. If 7 DHT nodes are present, the total memory footprint is minimal (657 kB). However, this number of nodes is too small for a smooth operation of the DHT: approximately 143 users would have to connect to each SuperNode. To guarantee DHT performance, there should be enough nodes to populate the neighbour set and the leaf set. If 20 to 25 DHT nodes are present, DHT performance is sufficient while also ensuring a good distribution of user data. Each SuperNode will then manage the user data for only 40 to 50 users, while the distributed Pastry routing state will remain around 1 MB. Adding more DHT nodes will only increase the size of routing state, while the further distribution of user data will leave the SuperNodes underused. Therefore, no more then 25 DHT nodes are needed.

8 Conclusion and future work

In this article we proposed an architecture to implement an open P2P based platform for scalable multimedia applications. We defined a use case where the proposed system can be used. We gave a brief overview of the main technologies and protocols we used. The software architecture consisting of a Node and a SuperNode was presented, and the functionality of both components was explained in more
detail. A more implementation-oriented view was also provided. Finally, we analysed the memory footprint of the proof-of-concept application related to the presented use case, which allowed us to extract the optimal number of SuperNodes for the use case scenario.

Future work will mainly focus on evaluating different DHT possibilities as well as using the presented architecture in a personal content sharing system with an incorporated instant messaging system. Another topic will be the development of thin P2P clients for smart phones.
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