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Abstract—Reliability of routing mechanisms in wireless net-
works is typically measured with Packet Delivery Ratio (PDR).
Basically, PDR is reported with an optimistic assumption that
the topology is fully constructed, and the nodes have started
their packet transmission. This is despite the fact that prior
to being able to transmit packets, nodes must first join the
network, and then try to keep connected as much as possible.
This is a key factor in the overall reliability provided by the
routing protocols, especially in mobile IoT applications, where
disconnections occur frequently. Nevertheless, there is a lack of
appropriate metrics, which could evaluate the routing mecha-
nisms from this perspective. Accordingly, this paper introduces
attachability; a new metric for evaluating the capability of
routing protocols in assisting the mobile or stationary nodes in
joining, and maintaining their connections to the network. Our
newly proposed metric is calculated via Markov chain analysis
along with the sample frequency-based estimating technique.
To evaluate attachability, we have simulated a mobile IoT
infrastructure, and conducted a comprehensive set of experiments
on different versions of the IPv6 Routing Protocol for Low-
power and lossy networks (RPL). Based on our observations,
attachability is significantly dependent on the employed metrics
and path selection policies in the routing mechanisms. Among
the three different versions of RPL, including the original version
(ORPL), which is standardized for stationary IoT applications,
and two mobility-aware versions, i.e., MARPL, and OMARPL,
OMARPL showed up to 42%, and 10% of improvement in terms
of attachability against ORPL, and MARPL, respectively.

Index Terms—IoT, Wireless Networks, Mobility, Routing, De-
pendability, Reliability, Attachability, Markov Chain, RPL.

I. INTRODUCTION

ADVENT and proliferation of miniaturized smart embed-
ded devices, and the recent advances in their ability to be

interconnected via internet-based wireless technologies have
enabled the emerging paradigm of Internet of Things (IoT)
[1]. IoT is a communicative infrastructure, which is able to
establish Internet-based communications between numerous
number of identified, short range, and resource-constrained
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embedded devices in relatively harsh environments with no
or minimum human intervention. It has been estimated that
there will be nearly nine smart devices per person at the end
of 2025 [2]. Connection of this number of embedded devices
in the network, necessitates the employment of resource-aware
routing policies for providing a seamless connectivity and data
transfer. The existing routing mechanisms, which are widely
used in IoT infrastructures, are facing with many reliability-
related challenges, e.g., uneven load-balance, and congestion
[3]. Nevertheless, movement of the nodes in mobile IoT
applications could severely intensify these issues along with
creating other types of challenges, including frequent han-
dover procedures, occurrence of inconsistencies, and imposing
control overhead to the network due to maintenance of the
dynamic topology [4].

All of the above mentioned issues would represent them-
selves in form of a reduced amount of Packet Delivery Ratio
(PDR). PDR has been the de-facto criterion for evaluating
the reliability of routing protocols in IoT and Wireless Sensor
Networks (WSN) [5]–[8]. PDR is reported with assuming that
the topology is fully constructed, and the nodes have started
their packet transmission. Nevertheless, this is an optimistic
assumption, because in case of using any type of routing
mechanism in the network, prior to being able to transmit
the packets, nodes must first join the network based on the
policies of the routing protocol, and then try to maintain their
connection to it as long as possible. This issue is a key factor
in the overall reliability provided by a routing protocol, and
should be considered along with PDR simultaneously. Despite
its importance, there does not exist any metric, which could
measure this matter.

Accordingly, in this paper, we have proposed Attachability,
a new metric for measuring the capability of routing protocols
in assisting the mobile or stationary nodes in joining, and
maintaining their connection to the network based on their
routing policies. This newly defined metric, which is expressed
in form of percentage, enables us to evaluate different routing
policies, cost functions and protocols, especially in case of
having mobile objects in the network. Because in mobile
applications, due to the frequent movement of the nodes,
providing a seamless connectivity is significantly important,
and it highly depends on the employed policies of the routing
mechanism. In order to calculate the amount of attachabil-
ity for a certain routing mechanism, first it is required to
model the connectivity behavior of the mobile nodes under
the presence of the specified routing protocol as a Markov
chain. Meanwhile, since the movement of the nodes are
fundamentally affected by the employed mobility models,
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and mobile IoT applications are generally coping with severe
dynamicity and fluctuations with partial or complete random
attributes, the sample frequency-based estimating technique
[9] must be performed to determine the rate of the transitions
in the obtained Markov chain model. This will help us to
mathematically formulate the attachability and calculate its
value.

Despite the existence of several routing mechanisms, which
could be used in IoT infrastructures, e.g., the Lightweight
On-demand Ad-hoc Distance-vector routing protocol - Next
Generation (LOADng) [10], or Ad-hoc On-demand Distance
Vector Routing (AODV) [11], due to their weakness in pro-
viding the required level of resource consumption in such
networks, in 2012, the Internet Engineering Task Force (IETF)
introduced the IPv6 Routing Protocol for Low-power and lossy
networks (RPL) to be adopted by IoT applications [12]. The
standard version of this protocol was primarily designed for
stationary IoT applications, and it was not able to support
mobility. Due to the indispensable penetration of mobile IoT
applications in recent years, there have been many efforts on
proposing mobility-aware versions of RPL to resolve different
drawbacks of its basic model [5], [13]–[17].

As part of our evaluations to measure, and compare the
attachability of different routing policies, we have considered
the RPL routing protocol as the underlying routing mechanism
in our simulations. Based on the employed estimating tech-
nique, an extensive set of experiments have been conducted in
the Cooja simulation environment [18] to gather the required
data for feeding into the obtained Markov chain model for
the RPL. Our attachability analysis have been performed for
three different versions of RPL routing policies, i.e., the
original version (ORPL), which is not capable of handling
the movement of the objects, and also two other mobility-
aware versions of this protocol, including MARPL [16], and
REFER (also known as OMARPL) [17]. In addition to differ-
ent building blocks of routing policies in the protocols, e.g.,
trickle algorithm, objective function, neighbor table placement,
and control packet management, we have shown that there
exist several other network configuration characteristics, which
could directly impact the amount of provided attachability by
a routing protocol. Accordingly, we have considered different
scenarios with varied node densities, and different mobility
patterns to demonstrate our claims. Based on the experiments,
it has been observed that OMARPL provides nearly 42%
of more attachability against its standard version, while it
also improves the amount of attachability against MARPL by
more than 10%. Furthermore, our experiments have shown
that among different employed mobility models, OMARPL
has represented the most amount of attachability in case of
employing the Boundless-Area mobility model [19] for the
movement of the nodes in dense IoT networks. In addition,
according to our observations, independent from the routing
policy, and the movement pattern, deploying more number of
nodes in the area increases the amount of provided attachabil-
ity by a routing protocol.

The rest of this paper has been organized as follows:
In section II, the structure of RPL, importance of Markov
chain models in stochastic processes, and also the process

of calculating probability distributions of the states will be
explained in detail. A number of related studies correspond-
ing to the use of Markov chain analysis in the context of
dependability in IoT and WSN have been reviewed in section
III .Section IV concentrates on the definition of attachability,
and also explaining the process of its calculation for the RPL
routing protocol. Section V is dedicated to system setup and
evaluations. Finally, the paper will be concluded in section VI.

II. PRELIMINARIES

In this section, a brief overview on the structure of RPL, its
characteristics along with its downsides in confronting mobile
applications, and also a number of real-world implementations
will be addressed. In addition, the concept of Markov chain
model and sample frequency-based estimating technique will
be explained, which have been both exploited for calculating
the amount of attachability in the RPL routing protocol.

A. IPv6 Routing Protocol for LLNs (RPL)

It has been estimated that every person on earth will
own more than 9 smart devices at the end of 2025 [2].
This increasing trend in the number of connected smart
devices and the pervasive nature of IoT applications has
motivated many international organizations to concentrate on
proposing a standard routing mechanism to be adopted by
IoT infrastructures. A proper routing mechanism for IoT
networks must comply with the resource-constrained nature
of the deployed embedded devices, while it could provide
flexibility and adaptability to different IoT applications. It
should also support different types of traffic patterns, i.e.,
Point-to-Point (P2P), Multi-Point-to-Point (MP2P), and Point-
to-Multi-Point (P2MP), and provide reliable communications
in the network. Accordingly, the IETF created the Routing
Over Low-power and Lossy Networks (ROLL) working group
to propose a routing mechanism, which is capable of meeting
these attributes. Finally, in 2012, the group publicly announced
the accomplishment of their duty and introduced the standard
version of the RPL routing protocol [12].

RPL is a proactive routing protocol, which the nodes store
their routing information in routing tables. Therefore, the
nodes are able to promptly transmit their data to their des-
tination(s) without requiring any route discovery procedures.
Accordingly, for the sake of stability, update packets must be
exchanged between the surrounding neighbors, to keep their
tables updated. In RPL, nodes are organized in form of a
tree-shaped structure, which is called Directed Acyclic Graph
(DAG). Typically, every DAG could be composed of several
sink nodes. Nevertheless, RPL tries to split the network into
few sub-trees with only a single sink. In this case, the tree-
shape structure will be called Destination Oriented Directed
Acyclic Graph (DODAG). The structure of the DODAG,
and the established paths between the nodes are generally
dependent on the path selection policies, determined by the
RPL’s Objective Function (OF). OF is an entity, which its
duty is to optimize a single or a set of node/link metrics to
meet different requirements of the intended IoT application,
i.e., energy efficiency, reliability, stability, etc.
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Figure 1: Structure of an RPL instance with three DODAGs.

The entire process of path selection and network mainte-
nance in RPL is upon four Internet Control Message Proto-
col version 6 (ICMPv6) control packets. Among them, the
DODAG Information Object (DIO) has the most pivotal role
with having the responsibility of constructing the DODAG.
DIO is initially broadcasted by the sink, and later it will
be disseminated by the nodes to inform their neighboring
nodes about the most important and updated routing-related
information, such as OF, trickle timer parameters, parent table
replacement policies, rank, and other configuration informa-
tion required for maintaining the DODAG. Upon reception of
the DIO messages, the nodes would be able to add a member
of their neighboring nodes to their candidate parent set, and
further choose one of them as their preferred parent [2].

It is worthy to mention that due to the limited power supply
in IoT devices, the DIO messages are set to be disseminated
based on a trickle mechanism, which increases the period of
two consecutive transmission periods in an exponential manner
[20]. Destination Information Solicitation (DIS) is another
control message in the structure of RPL, which is transmitted
by the nodes for requesting to join/rejoin a DODAG. Any
member of the DODAG, who receives a DIS will send back
a unicast DIO message to provide the soliciting node with
the required routing information for joining the network. As it
has been illustrated in Fig. 1, these two previously mentioned
control packets are basically responsible for establishing up-
ward data transmission towards the sink. Nevertheless, for the
sake of P2P, and P2MP data flows, RPL is also capable of
supporting downward routing via Destination Advertisement
Object (DAO) messages. Furthermore, based on the required
level of reliability in the IoT application, upon an explicit
request from the transmitting node or occurrence of an error,
the receiver could send back a DAO-ACK to the transmitter.

While RPL has been an attractive target for many industries,
e.g., Cisco Resilient Mesh in smart grids (formerly known as
CG-Mesh) [21], it is still coping with major flaws, especially
in terms of its reliability, due to not being able to adapt
with the severe fluctuations in many contemporary mobile
IoT applications. Accordingly, there have been many efforts
on proposing mobility-aware versions of this routing protocol

[13], [14], [5]. Meanwhile, the authors in [16] have introduced
a mobility-aware, and energy-efficient parent selection mech-
anism for IoT networks (MARPL), which not only considers
various node/link metrics in its structure, e.g., the euclidean
distance between the moving objects, but it also employs a
dynamic trickle algorithm for solving the long listen only
period. In addition, an optimized version of this protocol,
known as REFER (also called OMARPL) has been proposed
in [17], where the authors have tried to improve its reliability
with employing a new table replacement policy with restricted
parent leasing time, prioritizing the connection to stationary
nodes instead of mobile nodes, and also applying threshold
values for triggering the handover procedure. As it will be
discussed later, these two mobility-aware versions of RPL,
along with its original version have been considered for
conducting our attachability analysis in this paper.

B. Markov Chain Models

Exploiting state models for capturing the important aspects
of systems has been a common practice in engineering,
and scientific communities. Among them, Markov chains are
known as a prevalent tool in computer science, which allow
us to model stochastic processes that can not be modeled in a
deterministic manner. Whether we use continuous or discrete
sample space for the time, we could have two families of
Markov chains: 1) Continuous-Time Markov Chain (CTMC),
and 2) Discrete-Time Markov Chain (DTMC). These models
are typically represented with a tuple of random variables
X(t, ζ, ϕ), where t belongs to the time set T = [0,∞), ζ
indicates random factors of the system, and ϕ is a member
of limited number of design parameters [22]. In these models,
X(t, ζ, ϕ) (or simply X(t)) represents the state of the system
at time t, which should be a member of the state space S. As
it has been illustrated in Fig. 2, Markov chains are composed
of finite number of states (n), where every state represents a
specific aspect of the system, either positive or negative. In
DTMC models, the system remains in any state for exactly
one unit of time before making a transition to another state,
while in CTMC models, the system is allowed to stay in every
state for any continuous period of time.

A stochastic process is said to be a Markov process, if
it follows the Markovian property. According to (1), the
Markovian property, which is also referred to as the memory-
less property, indicates that the probability of being in a state
in the future, only depends on being in the present state [23].

Pr{X(t+ 1) = st+1|X(t) = st, X(t− 1) = st−1, ..., X(0) = s0}

= Pr{X(t+ 1) = st+1|X(t) = st}, si ∈ S
(1)

The continuous-time Markov chains could be simply described
by two matrices. In these models, the transition of states
between two consecutive points of time is expressed with a
transition probability matrix (TM). Every entry of this matrix
(psi→sj ) indicates the probability mass function of the system
making a move from state i at time t, to state j at time t+∆t.
Furthermore, as it has been represented in (2), there is an
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Figure 2: State diagram of a Markov chain (λi,j = λsi→sj ).

infinitesimal generator matrix (Q), which determines the rate
of transitions between different states of the system (λsi→sj ).

Q = [λsi→sj ], λsi→si = −
n∑

j=0

λsi→sj (2)

In order to support the Markovain property, the time interval
that the chain spends in state si, before moving to another
state sj , follows the exponential distribution. This interval is
known as the holding time (Hsi→sj ), and it’s average amount
is obtained via E(Hsi→sj ) = 1/λsi→sj . It should be also
mentioned that when the system begins its operation, the
initial probabilities are expressed via I = {I0, I1, ..., In−1}. Ii
indicates the probability that the system starts from state si. In
order to use Markov chain analysis for obtaining the transient
and steady state specifications of the system, we should first
estimate the transition rates for determining the generator
matrix Q, which could be done through the following equation.

λsi→sj =
Nsi→sj

Nsi

i, j ∈ {0, 2, ..., n− 1} (3)

where Nsi→sj indicates the number of times the system
performs a transition from state si to sj , and Nsi represents
the number of transitions between two states with si as their
starting point. Accordingly, one of the challenges that one
may face in utilizing Markov chain analysis, is the calcula-
tion of Nsi→sj , and Nsi in situations, where the generator
matrix is not known beforehand. There are several approaches
for estimating these values, such as historical observations
of the system states, Bayesian parameter estimation [24],
survival analysis, and maximum likelihood estimation [25].
Meanwhile, many of these analytical, and statistical methods,
including the Bayesian parameter estimation are complicated,
and impose significant computational costs [22]. If neither
of the methods are applicable to the intended system, and
there exists no conditional state data, the transition rates could
be determined based on the expert opinion or mechanistic-
empirical models to obtain the best fit values with relatively
lower precision [26], [27]. The later approach is not applicable
to systems with numerous states. In this study, in order
to solve our Markov model and calculate the attachability
for mobile RPL-based IoT networks, we have employed the
sample frequency-based estimator, which has been shown to
be symptotically optimal in case of having large number of
samples [28]. In this technique, which fundamentally relies on
the previous observations of the system, the transition rates are
achieved via conducting numerous sequential samplings from
the states at uniform time intervals over a long period of time
[9]. More detailed information has been provided in section

IV, regarding the process of obtaining the generator matrix (Q)
via sample frequency-based estimator as part of Attachability
calculation.

As it has been illustrated in Fig. 2, in the state diagram
of Markov chains, there may exist one or more paths (ωi)
composed of i sequential transitions towards a specific state
sν . With keeping in mind that every transition of the chain is
traversed in a single time slot, if two states are not adjacent,
making a transition between them requires more than a single
time step. Therefore, in order to obtain the probability of being
at state sν at time t+∆t, all of the single-step paths, leading
to sν must be taken into consideration. This probability is
represented by Psν (t+∆t), and it is calculated via (4) [29].

Psν (t+∆t) =

n∑
k=0

psk→sν × Psk(t) (4)

After determining all of the probability equations for all of the
states in form of (4), every one of them could be rewritten in
form of (5), and then turned into a derivation equation. The
generator matrix is usually utilized to directly determine the
derivative equations for all of the states as in (6). Afterwards,
the Laplace transformation will be employed to solve the
differential equations, and obtain the time-dependent equations
for the probability distribution of the states.

Psν (t+∆t)− Psν (t) = f(∆t)× Psν (t) (5)

[P ′
si(t)]n×1 = Qn×n × [Psi(t)]n×1, si ∈ S (6)

Finally, based on the type of the parameter, which is intended
to be calculated, e.g., reliability, availability, or attachability,
the probability function of a single state, or the sum of
probability functions for a number of states will be provided
as the ultimate outcome.

III. RELATED STUDIES: MARKOV CHAINS, AND
DEPENDABILITY IN WIRELESS ROUTING

Markov models have been extensively used in the context
of dependability. As it will be discussed later, in addition
to reliability, dependability covers a wide range of domains
such as survivability, availability, maintainability, security, etc,
which are all targeted in different studies. In order to provide
a durable and reliable wireless communications in multi-hop
mobile applications, the authors in [30] have proposed a
routing mechanism, which examines the level of interference
and selects the most reliable path with a Markov predictor. The
authors in [31] have employed Markov chains to determine the
reliability of a wireless sensor network, based on the quality
of communications in a single hop between two adjacent
neighbors. A two-dimensional Markov chain framework has
been employed in [32] for specifying the highly complicated
dynamics of mobile networks. Accordingly, a Markovian anal-
ysis has been conducted to measure important performance
metrics, such as the variance of the fraction of the nodes,
which have received the messages.

In many studies in the filed of routing, Markov chains
are not part of the main solution, but they are mainly used
for evaluations. For instance, one of the well-known medium
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access control mechanisms used in IoT networks is the Time
Slotted Channel Hopping (TSCH). This mechanism uses time
division multiple access with channel hopping, and allows sev-
eral parallel communications at a time, providing reliable data
delivery and efficient power consumption in a bounded latency
[33]. Nevertheless, TSCH is limited in establishing global
synchronization among IoT devices. Hence, the IPv6 over
the Time Slotted Channel Hopping mode of IEEE 802.15.4e
(6TiSCH) was introduced to fill the gap between the IETF low-
power IPv6 communication stack (including the RPL routing
protocol), and TSCH. Many studies have been carried out via
Markov chain analysis to evaluate the mutual relation between
RPL and 6TiSCH.

It is worthy to mention that congestion is one of the major
threats towards lower PDR and lower reliability in wireless
networks. Authors in [34] have used a Markov chain-based
probabilistic analysis to show the high impact of various RPL-
based parameters on the formation of 6TiSCH networks, due
to more congestion in the minimal cell with increasing the
number of nodes. Based on their observations, they have
modified the RPL trickle algorithm so that sufficient rout-
ing information could be provided without congesting the
minimal cell. They have also mentioned that the minimal
configuration version of 6TiSCH (6TiSCH-MC), underutilizes
the channel resources, and imposes higher network formation
time. Therefore, they have proposed autonomous allocation
and scheduling of minimal cell (TACTILE), and evaluated
its average joining time via Markov chain analysis [35].
Furthermore, a dynamic resource management algorithm to be
executed during the network bootstrap has been introduced in
[36] to overcome the long network formation of 6TiSCH-MC,
and sub-optimal performance of the RPL routing mechanism.
In a related study, based on a Markov chain model, the impact
of node mobility over a TSCH network, and the association
process of the nodes is investigated [37].

One of the challenges in RPL-based 6TiSCH networks is
the increment of congestion due to increment of inevitable
beacon transmissions, when a new node joins the network. In
order to overcome this trade-off, authors in [33], have proposed
a method, in which beacon transmission interval varies with
the channel congestion status during the network formation.
Accordingly, Markov chain analysis has been employed to
evaluate and compare the performance of this new approach
with 6TiSCH-MC, and few other benchmark protocols. The
interested reader is referred to [38], [39] for more similar
studies. Markov chain analysis has been exploited to show that
the transmission load in RPL’s trickle algorithm is unevenly
distributed between the nodes, i.e., some nodes (re)transmit
more than others on average [40]. Accordingly, authors have
come up with a novel trickle solution (D-trickle) that adapts
a redundancy parameter to achieve higher fairness while
keeping the transmission load low. On the other hand, the
authors in [41] have introduced a non-cooperative gaming
theory mechanism to avoid congestion with determining the
optimal data rate of all the source nodes in an RPL-based
network. This new approach, which is called NGECC has
been evaluated with Markov chain analysis. In a similar study,
a new method has been introduced to control congestion in

the minimal cell of RPL-based 6TiSCH networks without any
signaling overhead. This has been achieved with a game-
theoretic solution with calculating the slot-frame window size
for every node, providing an optimized transmission of control
packets by the joining nodes [42]. With considering various
congestion schemes for RPL-based networks, authors in [43]
have proposed an effective buffer-loss estimation model based
on a Markov chain queue to determine the number of packets
lost at the buffers of IoT devices.

In addition to reliability, survivability is another field of
study, which has been a target for employment of Markov
chains. According to [44], survivability refers to the capability
of an information system to fulfill its mission, in a timely
manner, in the presence of faults, failures, attacks or any
type of accidents. The authors in [45] have utilized CTMC to
propose a quantitative model for evaluating the survivability of
routing mechanisms in large-scale Mobile Ad-hoc Networks
(MANETs) in case of facing various types of faults. The
authors in [46] have studied the survivability of a wireless
network, where the routing failures occur due to movement
of the nodes. They have enhanced, and validated the previous
studies by analysing the availability of the ad-hoc connection
with the use of a Markovian model.

In disaster scenarios, localization, routing, and data delivery
turns into an important issue due to the frequent displace-
ment of mobile devices in the infrastructure-less environment.
Hence, the authors in [47] have proposed an optimal-start
multi-path routing, based on the hidden Markov model, which
is able to forecast the future location of mobile devices based
on their historical states. In addition, the hidden Markov model
is used in [48] to detect misbehavior (i.e., not following
the routing rules) of vehicles in Vehicular Ad-hoc Networks
(VANET) based on how they are passing the data, and their
traffic density distributions. Due to the importance of reli-
ability of multi-hop forwarding in VANETs, the authors in
[49] have proposed a new forwarding protocol, and modeled
their protocol with Markov chains for evaluating its end-to-
end success probability. The packet loss in the links could be
also described by finite-state Markov chains for calculating
the minimum energy packet forwarding under deadline and
reliability constraints [50].

Markov models are also employed in the context of security
in the routing of different WSN and IoT applications, including
VANETs [51]. Markov models are known as a valuable
asset for detecting cyber-attacks in the networks [22]. An
analytical model based on Markov chains has been proposed
for modeling the effect of black-hole attacks on opportunistic
routing protocols in [52]. The authors in [53] have proposed a
trust-based security extension to the Dynamic Source Routing
protocol (DSR), which the trustworthiness of the nodes is
estimated according to their state probability based on a hidden
Markov model.

Markov Decision Process (MDP) is also utilized in [54],
[55] for providing an intelligent route planning in case of
uncertainty and inconsistency in IoT networks. The authors
in [56] have used a controlled finite state Markov chain to
study the trade-off between PDR and resource consumption
in an Opportunistic Network (OPPNet) with epidemic routing



IEEE TRANSACTIONS ON NETWORK AND SERVICE MANAGEMENT 6

mechanism. Furthermore, due to the importance of latency
in OPPNets, the authors in [57] have proposed a precise
latency estimation model with less complexity via Markov
chains. Markov chain models have been also used as a tool in
[58] for characterizing the sensitivity of E2E delay against
link errors in the presence of different routing protocols.
In a related study, authors in [59] have used Markov chain
models to estimate the E2E delay in an RPL-based network.
The authors in [60] have proposed a routing algorithm for
Delay Tolerant Networks (DTNs) with high success rates. This
algorithm labels the frequently visited places as landmarks. In
this method, every node predicts its movement according to its
previous landmark visits with employing an order-k Markov
predictor.

IV. THE CONCEPT OF ATTACHABILITY

According to the literature, one of the main use-cases of
Markov chains is the analysis of dependability metrics in
wireless routing mechanisms, e.g., survivability, availability,
and mostly reliability. Meanwhile, those studies, which have
tried to focus on the reliability of routing protocols have
mainly concentrated on the PDR. The PDR in a network
is defined as the ratio of successfully received packets by
the sink, to the total number of transmitted packets towards
it by the existing nodes. However, prior to having a suc-
cessful packet transmission towards the intended destinations
(including the sink), a node has to satisfy the two following
preconditions: 1) The node has to successfully join the network
at time t, and 2) The node has to maintain its connectivity
to the network while operating. Management of these issues
is upon the employed routing protocol. Besides of stationary
networks, where the nodes do not displace in the area, since
the connectivity of the nodes to their attachment point becomes
significantly more challenging in mobile networks, in this
paper we have introduced Attachability; a new dependability
metric represented with A(t), which determines the capability
of routing protocols in assisting the nodes for joining the
mobile network, and maintaining their connection through
the routing policies. We believe that attachability has a more
pivotal role than PDR in determining the overall reliability of
a routing mechanism. Accordingly, in order to measure the
reliability of a routing algorithm, one should consider both,
the PDR, and the attachability simultaneously.

Definition. 1 (Attachability). A soliciting mobile node MNk

intends to join a network at time t0; let the random variable T
represent the connectivity duration of MNk to the network af-
ter its connection. Consider the following assumptions during
the [t0, t] interval:

1) MNk shows a 100% of hardware and software reliabil-
ity with no failures (λf

(t0,t)
= 0).

2) Discharge occurs due to other reasons than the routing
policies, e.g., harvester or battery failure.

3) MNk does not leave the visibility of the network
(transmission range of the farthest connected node) due
to its movement.

As we have indicated in (7), the attachability of a routing
protocol is a function of time represented by AT (t), which is
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Figure 3: General Process of Calculating Attachability.

the conditional probability that a mobile device is successfully
connected to the network at time t0, and remains partially
connected during [t0, t].

AT (t) = Pr(T > t), t0 < t < +∞ (7)

According to definition of AT (t), a partial connection
during [t0, t] indicates that the node is allowed to be discon-
nected and connected again; but in case of reaching t, the
node is assumed to be permanently disconnected from the
network. In order to calculate the amount of attachability for
a routing mechanism in a mobile network, a series of steps
should be taken. According to Fig. 3, the first step towards
calculating A(t) is to conduct a comprehensive study on the
intended routing mechanism, and extract its characteristics. In
this regard, with respect to the definition of attachability, we
should first determine the tasks that are done by the protocol
for establishing a connection between the mobile node, and
the network. These tasks could be generally divided into
two phases: 1) pre-junction, and 2) post-junction. The pre-
junction phase is composed of tasks, which assist a node
to join the network, while the post-junction phase involves
a number of tasks, operated by the routing mechanism, to
maintain the connectivity of a node to the network. Afterwards,
the connectivity of mobile nodes to the network (under the
presence of the intended protocol) could be considered as
a system, and it could be mapped into a Markov chain
model with a state space S = {Si|0 ≤ i ≤ n − 1},
composed of n states. Meanwhile, a subset of this state space
A = {Sj |0 < j ≤ n − 1} ⊂ S contains a number of
states, which represent joining or connection of a node to the
network, while the rest represent disconnection A′ = {S−A}.
In order to proceed, after the completion of Markov chain
design, the values of the transition rates must be determined
in form of the infinitesimal generator matrix [Q]n×n. In this
regard, an extensive set of simulations must be conducted
based on the sample frequency-based estimator technique to
obtain [Q]n×n. Based on this approach, to obtain a precise
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estimate of the generator matrix, a dense network scenario
contained of M mobile nodes MNk, k ∈ {1, 2, ...,M} must
be considered. In this network, every one of the nodes must
accomplish their path selection based on the intended routing
mechanism. Along with simulating the system for a long
period of time (T ), an enormous number of samplings (H)
will be taken from the system in short periods of time (every
(∆I)). In the τ th iteration of the sampling (∆Iτ ), where
τ ∈ {1, 2, ...,H}, and T =

∑H
τ=1 ∆Iτ , every node will be

monitored, and the state, where the node is located, will be
logged as SMNk

i (∆Iτ ). Consequently, with considering the
residing states of node MNk in two consecutive iterations
(SMNk

i (∆Iτ−1), and SMNk
j (∆Iτ )), the number of transitions

from Si to Sj (represented with NMNk
si→sj ) will be monotonically

increased for this node. In addition, the number of transitions
starting from state Si (N

MNk
si ) will be also incremented by one

unit. With completion of the simulation, according to Equation
(3) in section II.B, the rate of transition between Si to Sj will
be calculated for node MNk, and it will be represented as
(λMNk

i,j ).
The aforementioned process should be accomplished simul-

taneously for all of the mobile nodes through the simulation
period (T ). Finally, based on the calculated values, the in-
finitesimal generator matrix will be obtained based on the
following mathematical statement.

[Q]n×n =
1

M
×

M∑
k=1


λMNk
0,0 λMNk

0,1 · · · λMNk
0,n−1

λMNk
1,0 λMNk

1,1 · · · λMNk
1,n−1

...
...

. . .
...

λMNk
n−1,0 λMNk

n−1,1 · · · λMNk
n−1,n−1


According to what we have discussed in section II.B, after
obtaining the infinitesimal generator matrix Q, (8) will be used
to determine a set of time-dependent differential equations for
the states of the Markov chain.

P ′
S0
(t)

P ′
S1
(t)

...
P ′
Sn−1(t)

 = [Q]n×n ×


PS0(t)
PS1(t)

...
PSn−1(t)


n×1

(8)

Every one of the differential equations (corresponding to si),
could be represented in form of the following:

dPS0(t)

dt
= DS0(t), ...,

dPSn−1
(t)

dt
= DSn−1(t)

These differential equations (DSi
(t)), are then transformed

into an algebraic equation via the Laplace transformation
according to (9).

PSi(s) = L(DSi(t))(s) =

∫ ∞

0

DSi(t)e
−stdt, Si ∈ S (9)

After solving the obtained equations, and using the in-
verse Laplace transform, the time-dependent equations of
PS0

(t), PS1
(t), ..., PSn−1

(t) will be achieved. Finally, with
considering all of the existing states in set A, the attachability
of the routing protocol will be calculated and plotted based on
(10).

AT (t) =
∑

PSj
(t),∀Sj ∈ {A} (10)

Figure 4: Relationship between different concepts.

Concept Definition

Dependability

Survivability

Availability

Reliability

Attachability

A wide context indicating the level of provided Quality of Service by the system 
during its life-cycle in a trustworthy manner.

The ability of a system to serve in a timely manner in the presence of faults, errors, 
failures, threats, or accidents.

Probability of operating correctly, and being available for performing the specified 
tasks at every instance of time.

Probability of operating correctly in a specific time interval, with the condition that 
the system was operating correctly at the beginning of that interval.

The conditional probability that indicates the ability of a routing protocol in 
providing a successful connection to the network for the mobile and stationary 
devices at a certain instance of time, and maintaining their connectivity during a 
specified time interval.

Figure 5: Definition of different concepts.

Since the generator matrix reflects the communication
alterations in the network, attachability could be consid-
ered as a sensitive metric, which could react to different
communication-related factors in the network. From routing
point of view, the parent selection policy, routing metrics,
neighbor table placement, and replacement policies, and up-
date rates of the routing tables are among the most important
factors. On the other hand, there exist a number of sidelong
parameters that are also effective. One of these factors is the
movement pattern of the nodes, which is determined based
on a specific mobility model [4]. The movement pattern of
the nodes impacts on how the routing mechanism manages
the disconnection of the nodes via handover procedures.
Therefore, mobility models could also contribute to the amount
of attachability. The area size, number of the nodes, and the
transmission range of the radio modules are also effective.
In this regard, in order to have a precise estimation of the
generator matrix (corresponding to the pure path selection
policies of the intended routing mechanism), and remove any
other side-effects, the simulation scenario should be consid-
ered with significant care to remove any influential factors on
the calculated attachability.

Based on its definition, attachability plays an important role
in the entire reliability of a routing mechanism. Therefore,
as it has been illustrated in Fig. 4, PDR, and attachability
are both considered as the main building blocks of reliability
in a wireless network. On the other hand, the reliability
itself is part of survivability, and dependability, respectively.
Hence, based on this hierarchy, attachability could be also
used as an appropriate metric for evaluating the survivability,
and dependability in wireless applications. Due to the tight
relation between these concepts, it is important to have a clear
view on their exact definitions to remove any uncertainties.
Accordingly, Fig. 5 represents a brief description of these
expressions.
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A. Attachability Threshold (δa)

According to Fig. 3, there exists an attachability threshold
(δa), which should be defined by the intended IoT and WSN
applications. In this regard, the employed routing mechanism
must comply with the specified level of threshold by the appli-
cation. The process of specifying δa is similar to determination
of threshold in reliability. Hence, in this section, we explain
how the threshold value is determined for reliability, and then
we conclude that the same approach could be applied for
attachability. Let T be a non-negative random variable repre-
senting the life-time of an IoT device. Typically, the reliability
of a device, or a system is given in terms of probability
distributions that model the random variable T. Meanwhile,
the Weibull distribution with two parameters, T ≈ W [η, β],
is one of the most widely used models, due to its flexibility
in characterizing Time-to-Failure (TTF) of devices with non-
constant failure rates [61]. Weibull is a versatile distribution,
which could take on the characteristics of other types of
distributions, based on the value of its shape parameter β.
The Weibull Reliability equation for the 3-parameter Weibull
Cumulative Density Function (CDF) is given by (11).

R(t) = e−( t−γ
η )β (11)

Where η is the scale parameter (also known as life character-
istic), β is the shape parameter (or slope), and γ is the location
parameter (or the failure-free life). Value of γ represents the
period, where no faults or errors occur in the intended device.
Typically, the location parameter (γ) is considered as zero.
Furthermore, different values of β can have significant effects
on the behavior of the distribution. In fact, some values of
β will cause the Weibull distribution equations to reduce to
other types of distributions. For instance, when β = 1, the PDF
of the 3-parameter Weibull distribution reduces to that of the
2-parameter exponential distribution. On the other hand, the
Weibull failure rate function, λ(t), is given by (12).

λ(t) =
β

η
(
t− γ

η
)β−1 (12)

In case β = 1, we will have 1/η = λ, where λ is an indication
for the failure rate. Accordingly, if we assume γ = 0, the
Weibull reliability, and failure rate functions could be rewritten
as in (13), and (14), respectively.

R(t) = e−( t−γ
η )β = e−( t−0

η )1 = e−λt (13)

λ(t) =
β

η
(
t− γ

η
)β−1 =

1

η
(
t− 0

η
)1−1 =

1

η
= λ (14)

As mentioned earlier, manufacturers of devices are responsible
for determining the threshold value for the reliability of their
products [62]. The most widely used measure for this threshold
is the Mean-Time-to-Failure (MTTF), which indicates the av-
erage life of a device, or the time interval when approximately
50% of the produced devices will fail. The MTTF of the
Weibull PDF is calculated by (15).

MTTF = γ + η.

[
Γ(

1

β
+ 1)

]
(15)

Where Γ(x) is the Gamma function evaluated for x. It is
worthy to mention that the Gamma function for an integer
parameter n > 0 is defined as in (16).

Γ(n) =

∫ +∞

0

e−xxn−1 dx = (n− 1)! (16)

With considering our primary assumptions, γ = 0, and β = 1,
the amount of MTTF could be derived from (17).

MTTF = 0 + η.

[
Γ(

1

1
+ 1)

]
=

1

λ
(17)

As it has been indicated in equation (17), MTTF and the
rate of failure could be derived from one another. Hence, in
order to obtain the reliability threshold, manufactures must
first conduct a set of real-world experiments on their devices
to obtain MTTF, and consequently λ. This could be achieved
via determining the number of failures. The acceptable number
of failures is the maximum number of failures allowed for the
total number of devices considered during their average life.
After determining the amount of MTTF, they will specify the
reliability by means of λ, and provide it as a standard for
that specific application. For instance, authors in [63] have
indicated that a reliable fire detection wireless sensor network
equipped with mini photo-voltaic cells (PV-WSN), has a MTTF
> 60 days. After the production, the manufacturer, and re-
searchers will try to meet this threshold through proposing new
techniques. The proposed approach must undergo redesign
exercises in case that the aftermath tests show that this target
has not been achieved.

The same approach could be applied to attachability. The
only difference would be that instead of MTTF, we need to
define a new parameter such as Mean-Time-to-Disconnection
(MTTD). Similar to MTTF, the value of MTTD should be
also measured via real-world wireless applications to obtain
the average time period, where a node gets permanently
disconnected from the network. Based on the obtained value,
a standard value for attachability could be determined and
scholars and designers can consider that value as their target
threshold when proposing new communicating technologies.

With understanding the concept of attachability, and its
calculation, in the following sections, attachability has been
described, and evaluated in detail for the RPL routing protocol.
This protocol has been selected, because it is broadly used in
IoT infrastructures.

V. DESCRIPTION OF ATTACHABILITY FOR RPL

The movement status of the nodes could be generally
classified into two modes: 1) Moving, and 2) Not-Moving.
In case that the nodes have dynamic movements, they will
traverse the area based on a specific mobility pattern, otherwise
they will have a stationary behavior without changing their
location. Based on the attributes of attachability, different parts
of RPL could directly affect the pre-junction, and post-junction
functionalities and consequently alter the value of attachability.
Therefore, the employed objective function, routing metrics,
path selection policies, neighbor table replacement policies,
control packet structure, and their dissemination, and also
the trickle algorithm could significantly impact the amount
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of attachability in RPL. Meanwhile, the control packet dis-
semination mechanism has a pivotal role. In the pre-junction
phase of this protocol, the DIO and DIS messages will be
the main players, while during the post-junction, the DIO and
DAO messages will be the dominating factors for maintaining
the level of attachability. In the following, the key effective
operations in the overall attachability of RPL will be addressed
in each of the mentioned phases.

A. Pre-Junction Phase

In the pre-junction phase, upon boot-up, a soliciting node
can decide to stay silent and keep listening to the radio channel
for probable incoming DIO messages containing the required
information for joining a DODAG, or it may decide to send
DIS messages for probing nearby DODAG members. In case
of deciding to send DIS messages, the node waits for DIOs
containing routing information such as metrics, routing costs,
Mode of Operation (MoP), and DODAG affiliation. When a
new-coming node tries to join a DODAG, independent from
its movement, there is a probability that its DIS messages may
not be successfully delivered to its neighboring nodes. While
the existing factors in the harsh wireless IoT environments,
e.g., thermal noise, scattering, and reflection are believed as the
dominating factors for the signal disruption and prevention for
a successful delivery of the packets to the destinations, there
are few other issues that could severely affect the delivery of
the packets in the network. In particular, the packet loss in
an IoT node could be due to its high speed movement (in
case of having mobility), which prevents it from establishing
a successful connection, or in case that there exists no other
nodes in its transmission range. In such cases, the node would
not be able to successfully deliver its DIS packets. Hence, it
would be impossible for the node to join the DODAG and
attach to it.

Based on the structure of RPL, in case that the DIS message
has been broadcasted successfully by the joining node, a subset
of DODAG nodes, which have received that DIS, must send
a unicast DIO message back to the DIS transmitter. It should
be mentioned that RPL considers a local timer, which after
its expiration, if the node does not receive any DIOs, it will
start broadcasting DIO messages itself as a root of a floating
DODAG until it joins a grounded DODAG [12]. In many
cases, being a root of a floating DODAG is not desirable for
those nodes, who are battery operated or energy harvested.
Therefore, RPL also considers a timer for preventing the nodes
to stay as a root of a floating DODAG for a long period
of time. If the soliciting node receives the DIO, three items
will be checked for evaluating whether the node can join the
DODAG or not: 1) RPL Instance ID, 2) List of supported
routing metrics and constraints, and 3) Specified objective
function in the Objective Code Point (OCP). Any node, who
desires to be connected to a DODAG, must honor the specified
MoP and objective function. Otherwise, the node will not
be allowed to join as a router. In such situations, it will be
only granted to join as a leaf, or in a number of scenarios
specified by the policies of RPL, it will be rejected to join the
DODAG. Furthermore, in case that the received DIO message

is corrupted or it contains metrics or constraints that are not
understandable or supported, the soliciting node will be only
able to join as a leaf or even it will not be permitted to
connect to the DODAG at all. Consequently, the probability of
success in joining the DODAG, highly depends on whether the
correct DIO messages have been successfully transmitted from
the intended members of the DODAG, and also a successful
receipt of at least one of them by the joining node.

In this regard, here are several factors that can contribute
to an unsuccessful delivery of a DIO message. First, a DIO
message can become corrupted due to different sources of
noise, e.g., white Gaussian noise, interference, distortion,
bit synchronization problems, attenuation, wireless multi-path
fading, or other environmental disturbance factors. On the
other hand, as it could be derived from (11), since the packet
length (L) of the DIO messages are longer than the DIS
messages, their error rate (PER) is typically higher than
the DIS messages. Therefore, one of the existing approaches
for enhancing the amount of attachability in the RPL routing
protocol is to reduce the size of the control packets as small
as possible (especially in relatively harsh environments with
high amounts of Bit Error Rate (BER).

PER = 1− (1−BER)L,

LDIO ≥ 24Byte, LDIS ≥ 2Byte (18)
⇒ PERDIO > PERDIS

Apart from the control packets, their dissemination mech-
anism, which is governed by the trickle timer also plays
an important role in the overall attachability of the RPL
routing protocol [20]. Accordingly, in RPL-based mobile IoT
applications, if the predefined timing parameters for the trickle
timer have been set to values that the interval between the
transmission of two consecutive DIO messages would be too
long, the DIO sender may leave the reception range of the
joining node, before successfully delivering the DIO message.
In contrast, by reducing the time interval, the DIO message
will have the opportunity to be delivered to the joining node
on time. Nevertheless, this will be obtained with a cost of
more energy consumption by the nodes. Thus, there will be
a trade-off between attachability and energy consumption in
certain perspectives.

RPL supports message confidentiality, authenticity, and in-
tegrity. Therefore, it employs three modes of security: 1)
Unsecured, 2) Pre-installed, and 3) Authenticated [12]. In the
second, the nodes, who want to join the DODAG, have a
pre-installed key, which enables them to generate and process
secured RPL messages, and join the DODAG as either leaf
or router. On the other hand, in the third mode, while the
nodes still have the keys for joining as a leaf, but in case that
they want to join as a router, they must obtain a second key
from a key authority. Furthermore, the authentication-enable
flag in the body of DIO plays an important role in allowing the
nodes to join a DODAG. Occurrence of attacks or any issues
regarding the considered security-related sections in DIO, DIS,
and DAO messages could prevent a node to join the network
successfully. The fault management mechanisms, which are
considered in RPL, could also prevent the nodes from joining
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the DODAG for the first time or rejoining at a later instance
of time [12].

B. Post-Junction Phase

Once the node has successfully became a member of a
DODAG, the RPL upward route discovery enables the nodes to
discover the members of the intended DODAG and add them
to their neighbor table list, and select them as their preferred
parent. This is one of the most important tasks in the post-
junction phase, which is managed by the specified policies in
the objective function. Depending on different factors, RPL
gives this option to the nodes to join another DODAG within
the RPL instance, while their current DODAG is still honoring
the optimization objectives. Occurrence of any issues during
this transition may lead into disconnection. For instance, if the
node was previously a member of the targeted DODAG, RPL
will not allow the node to rejoin it with advertising higher rank
values than the specified value. While this action is helpful
for preventing loophole, resource wasting, and also providing
security measures, it may lead into connection failures.

In case that a node becomes disconnected from its parent,
the three following scenarios are possible:

1) The current (disconnected) parent was the only candidate
parent in the node’s neighbor table: In this case, since
there are no other alternatives, the node will leave the
DODAG.

2) More than one candidate parents exist in the neighbor
table: Based on the objective function, a new substitute
parent will be selected from the neighbor set.

3) The neighbor set was full: The current (disconnected)
parent will be replaced with a new parent selected from
the neighbor table, and it will be removed from the
table to open up free entry for probable new neighbors.
However, if the connection is still active, and the parent
switch was only conducted due to quality degradation of
the link, the node will not be removed from the neighbor
table; unless the RPL detects that a new neighbor could
provide a better connection, which in this case, the
parent will be replaced with the new candidate.

When a non-root node faces with an empty neighbor table,
RPL triggers a local timer for that node before preventing it
from being associated with the DODAG anymore. In mobile
networks, this timer turns into a vital element; because, the
nodes could frequently encounter an empty neighbor table
due to their dynamicity. In contrast, when the node’s neighbor
table becomes fully occupied, the replacement policies become
important for maintaining the most appropriate candidates in
the table [3]; this highly depends on the size of the neighbor
table defined by RPL and also hardware specifications of the
deployed nodes in the area. Generally speaking, while a node
is a member of a DODAG, connection failures could occur
due to different reasons. First, the node might not receive any
DIO messages from its parent for a long period of time due to
the previously mentioned factors. Moreover, the node might
send a DAO message and do not receive the DAO-ack from its
parent. In this case, the probability of disconnection depends
on the number of times the node has tried to send a DAO

to its parent and did not receive any acknowledgments. For
instance, if the node has sent five DAO messages to its parent
but has not received any DAO-acks, it could be assumed that
the connection has been permanently terminated.

As part of the fault management mechanisms defined in
the structure of RPL, to provide more stable connections,
nodes may be disconnected from their DODAG, even if their
optimization objectives determined by the objective function
are still honored. Accordingly, the two of the most important
cases are:

1) Global repair: Which is declared by the root, and all of
the nodes that were members of the intended DODAG
will be enforced to get disconnected, and must try to
rejoin the new constructed DODAG.

2) Local repair: Due to occurrence of inconsistencies in a
specific area, e.g., loops, the node itself will terminate
its connection, and try to rejoin the same DODAG.

Each time the root declares a global repair, the value of the
DODAG version number will be monotonically increased by
the root. In this case, if any node does not successfully update
its stored version number, it will be banned from acting as
a parent, which could turn into a serious problem for those
nodes, who want to connect to the DODAG via that specific
node. It should be also mentioned that a global repair does not
affect a node, which is not yet a member of a DODAG. One
of the approaches taken by the RPL to prevent loops in the
DODAG, and remove the necessity of local repairs, is to not
allow the nodes to have a greedy behaviour. A node is called
greedy, when it tries to connect to the high-ranked nodes in the
bottom of the DODAG. After joining the network, based on
the employed rank calculation mechanism, RPL does not allow
the new node to act as a greedy node, which may lead into
permanent ban of that specific node from joining the network.

C. Markov Chain Model of the nodes connectivity in RPL

Based on all of the actions taken by the RPL protocol during
the pre-junction, and post-junction phases for establishing, and
maintaining the connection of the nodes, the status of the
node’s connection to the DODAG has been mapped into a
Markov chain model, and has been depicted in Fig. 6. This
figure represents the transitions between the states from an
IoT node point of view. This model covers all of the possible
states that a mobile node could reside based on the RPL RFC
6550 [12]. The 33 states of this Markov chain model could
be mainly distinguished from the following perspectives: 1)
Status of the movement (mobile or stationary), 2) DODAG
membership (connected or temporary disconnected), 3) Status
of the parent table (number of available candidates), and 4)
Permanent disconnection. In this state diagram, it has been
assumed that all of the nodes start from the stationary state
S0, where the node is not connected to the DODAG. As long
as the node is stationary and it is not able to join the DODAG,
it will reside in this state. On the other hand, while the node is
still stationary, but it inserts a candidate parent to its neighbor
table, and joins the DODAG, it will make a transition from
S0 to S3. In addition, whenever the node starts moving, based
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Figure 6: The Markov chain model of attachability in RPL.

on whether it has not been able to join the DODAG, or it has
been able to join the DODAG by adding a candidate parent to
its neighbor table, and selecting it as its parent, it could make
a transition from S0 to S1 or S2, respectively.

According to RFC 6550, RPL considers 15 entries for
the neighbor tables of the nodes. Therefore, the number of
candidate parents in a table could vary between 0 (empty)
and 15 (fully occupied). The number of existing candidates
in the neighbor tables could be an indication for the status of
connectivity of a node. For instance, a node with one candidate
parent has a fragile connectivity to the DODAG, because with
losing that parent it will get disconnected from the DODAG.
On the other hand, a node with five candidates in its table has
a more robust connectivity, as if it loses one candidate, it has
four remaining options to replace the lost parent. Therefore,
based on inserting a candidate parent to the table, nodes can
make a transition from Si−1 to Si (i ≥ 1 is the number of
candidate parents in the neighbor table), and in case they lose
any parents based on the policies of RPL, they will make a
transition from Si to Si−1. Furthermore, it is important to
know the movement status of the nodes as the mobility-aware
versions of RPL differentiate between mobility and stationary
states. Accordingly, based on the 15 entries of the tables, in
case that a node has at least one candidate parent in its table
(which is considered as connection to the DODAG), there
will be 2 × 15 = 30 states for both mobile and stationary
states (Sm, and Sn states in Fig. 6). Two states, including
S0, and S1, represent temporary disconnection to the DODAG
(indicating no candidates in the neighbor table) in stationary,

and mobile conditions, respectively. Finally, in any point of
time, and in any states, there is a possibility to move to the
permanent disconnected state SF due to disabilities of the
routing mechanism in keeping the connection to the DODAG.

Regarding the status of movement, it should be noted that in
mobile applications, nodes could be permanently fixed, e.g. the
side-road units in VANETs, or they could have movement with
no or partial stops (known as pause) through their trajectory.
The movement behavior of the nodes such as pause times,
velocity, distance between the stopping points, individual or
group movements, selection of destinations, obstacles, imped-
iments, and the existing restrictions in the motion are all
dependent on the mobility pattern of the nodes [4]. According
to Fig. 6, whether the nodes are continuously moving or
spending their pause times before starting another trip, they
will be resided in the moving states (S1 or Sm). In case
they pause for a period longer than the maximum amount of
allowed pause time in the intended mobility model, it will be
assumed that they have made a transition to a stationary state
(S0 or Sn). As soon as they get displaced (considering their
coordination), they will make a transition to a moving state
again. Otherwise, they will stay in the stationary state.

Based on the above mentioned issues, the pre-junction and
post-junction tasks in the structure of a routing mechanism,
and consequently the connection and disconnection of the
nodes to the DODAG could mainly represent themselves in
form of insertion or remove of parents in the neighbor tables.
Therefore, there is an implicit correspondence between the
pre-junction and post-junction tasks and the states of Fig.
6. As a result, with any modifications to these tasks, the
capability of routing in managing the connections will alter,
which affects the transitions from one state to another. As it
was discussed, independent from the movement status of the
nodes, an empty neighbor table does not necessarily indicate
the permanent disconnection from the DODAG, and based on
the RPL structure, the nodes will be given an opportunity to
try to connect to the same or another DODAG within the RPL
instance again. Therefore, in any circumstances that the node
is not able to connect to the DODAG again, it will be assumed
as a permanent disconnected node, and it will reside in sate
SF , where the attachability is considered as 0.

As part of the attachability calculation road-map (Fig. 3),
in the next section, the conducted experiments for obtaining
the infinitesimal generator matrix, and consequently the cal-
culation of A(t) will be described in detail.

VI. SYSTEM SETUP AND CASE STUDY EVALUATIONS

For conducting our evaluations, a 10000m2 sensing area has
been considered in the Cooja simulation environment. Cooja is
a cycle-accurate Java-based simulator, which is implemented
as part of the Contiki operating system [18], [64]. This
open-source tool is able to simulate/emulate well-known IoT
platforms in different levels of abstraction. According to Table.
I, based on the intended simulation scenario, the area is
composed of different number of nodes indicating various
sensing densities. In every scenario, 20% of the nodes are
devoted to anchors representing fixed-place nodes, while the
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Figure 7: Trajectory of the Nodes Under the Presence of Different Mobility Models.

Table I: Simulation environment parameters.

Parameter Description
Sensing Area 10000m2

Number of Transmitter Nodes 15, 25, 35, 45
Number of Mobile Nodes 80% of Transmitter Nodes
Number of Anchor Nodes 20% of Transmitter Nodes
Number of Sink Nodes 1
Communication Range 20m
Interference Range 30m
Transmission Power 0dBm
Transmission Interval (TI) 60 Seconds
UDP Payload Size 48 Bytes
Simulation Time 12 Hours

Table II: Zolertia One specifications.
Parameter Description
Micro-Controller Unit (MCU) MSP430 (2nd generation)
Architecture 16 bit RISC (Upgraded to 20 bits)
Radio Module CC2420
Operating MCU Voltage Range 1.8V<V <3.6V
CC2420 Voltage Range 2.1V<V <3.6V
Operating Temperature -40◦C<θ<+85◦C
Operating System Clock Frequency f<16MHz
MCU Active Mode Current @ Vcc = 3V (Ia) 2mA
MCU Low Power (Standby) Mode Current (Ilpm) 0.5µA
Off Mode Current 0.1µA
Radio Transmitting Mode Current @ 0dBm (Itr) 17.4mA
Radio Receiving Mode Current (Irc) 18.8mA
Radio IDLE Mode Current 426µA

rest are moving based on the exploited mobility model. The
RPL instance is contained of only a single sink, obliged to
control the DODAG, and collect the transmitted packets from
the network. The nodes are set to transmit UDP packets with
a 60 second transmission interval.

The deployed nodes in our simulation environment are
a group of COTS IoT platforms, known as Zolertia® One
(Z1), which employ the well-known Texas Instruments® low-
power MSP430 micro-controller, and the Chipcon® CC2420
radio transceiver. The major hardware specifications of Z1 and
its interior modules are extracted from their data-sheet and
illustrated in Table II. In our simulations, the nodes are set to
send their packets with a transmission power of 0dBm, as it
has been considered as the default value in many real-world
WSN and IoT applications [65]. Furthermore, according to
Table. I, the transmission and interference ranges of the Z1
nodes are set to 20 and 30 meters, respectively. Finally, as it
was mentioned earlier, as part of the sample frequency-based
estimating technique, in order to reach precise attachability
values in the steady state, all of the simulations were lasted
for 12 Hours, considering the network’s convergence time.
The movement pattern of the nodes in the area has a direct

impact on the performance of the routing policy and how it
responds to the frequent connections and disconnections of
the mobile nodes from their attachment point [4]. Therefore,
as part of our comprehensive evaluations, we have considered
four different types of mobility models in order to analyze the
effect of mobility models on the attachability of the routing
policies. These models include: 1) Random Way-Point (RWP)
[66], 2) Gauss-Markov (GMM) [67], 3) Manhattan (MMM)
[68], and 4) Boundless-Area (BSA) [19]. Furthermore, in order
to be able to fairly justify the outcome of the simulations,
we have simulated and illustrated the trajectory of the nodes
under the presence of each mobility model in Fig. 7. The
interested reader could get more details about the structure of
these mobility models in [4]. Finally, in order to evaluate the
pivotal impact of different routing policies on the attachability,
we have considered three different versions of RPL in our
simulations, including the original version of RPL (ORPL)
[12], and two mobility-aware extensions of this protocol,
known as MARPL [16], and REFER (also called OMARPL)
[17].

With considering the RWP mobility model, the amount of
provided attachability by ORPL, MARPL, and OMARPL has
been depicted in Fig. 8. As it could be observed, independent
from the routing policy, with increasing the number of de-
ployed nodes in the area (higher node density), the amount
of attachability will be enhanced. To get into more detail,
consider a soliciting node, which seeks to join or rejoin
a DODAG. Assume that the node may face two different
scenarios: 1) Existence of 10 surrounding neighbor nodes, and
2) Existence of only a single nearby node. Accordingly, in the
first case, there will be a higher probability of successfully
receiving at least one DIO message by the soliciting node
compared to the second scenario. Therefore, with deploying
more number of nodes in the area, the amount of attachability
will be significantly improved. As it has been depicted in
Figure. 8, the average amount of attachability in the 45 node
scenario has been increased by up to 73% compared with the
15 node scenario. This is the reason that we have previously
emphasised that the sidelong factors, such as the number of
the nodes, must be carefully selected to remove any side-
effects on the calculation of attachability. It should be also
mentioned that in case of low-density networks, e.g., Fig. 8:
(a), due to lack of path diversity in the DODAG, all of the
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Figure 8: Evaluation of Attachability for ORPL, MARPL, and OMARPL in Presence of Random Way-Point Model (RWP).
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Figure 9: Evaluation of Attachability for ORPL, MARPL, and OMARPL in Presence of Gauss-Markov Mobility Model (GMM).

routing policies are acting relatively the same. Because, due
to the presence of limited number of nodes in the transmission
range of the mobile nodes, the neighbor table of the nodes will
be composed of only a single or few candidates. In such cases,
the nodes may have no other option but to select the available
candidate as their preferred parent without considering the

routing policy. Therefore, different OFs would not be able
to get fully effective and they show the same amount of
attachability.

In addition to the linear scale representation of the graphs,
in order to provide a more clear picture of the attachability
alterations through the time in all of our simulations, the



IEEE TRANSACTIONS ON NETWORK AND SERVICE MANAGEMENT 14

Time (Seconds) 104
0 0.5 1 1.5 2 2.5 3 3.5 4

At
ta

ch
ab

ilit
y

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
ORPL
MARPL
OMARPL

(a) 15 Node Scenario: Linear Scale

Time (Seconds) 104
0 0.5 1 1.5 2 2.5 3 3.5 4

At
ta

ch
ab

ilit
y

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

ORPL
MARPL
OMARPL

(b) 25 Node Scenario: Linear Scale

Time (Seconds) 104
0 0.5 1 1.5 2 2.5 3 3.5 4

At
ta

ch
ab

ilit
y

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

ORPL
MARPL
OMARPL

(c) 35 Node Scenario: Linear Scale

Time (Seconds) 104
0 0.5 1 1.5 2 2.5 3 3.5 4

At
ta

ch
ab

ilit
y

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

ORPL
MARPL
OMARPL

(d) 45 Node Scenario: Linear Scale

102100 101 103 104

At
ta

ch
ab

ilit
y

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
ORPL
MARPL
OMARPL

Time (Seconds)

(e) 15 Node Scenario: Log Scale

102100 101 103 104

At
ta

ch
ab

ilit
y

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

ORPL
MARPL
OMARPL

Time (Seconds)

(f) 25 Node Scenario: Log Scale

102100 101 103 104

At
ta

ch
ab

ilit
y

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

ORPL
MARPL
OMARPL

Time (Seconds)

(g) 35 Node Scenario: Log Scale

102100 101 103 104

At
ta

ch
ab

ilit
y

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

ORPL
MARPL
OMARPL

Time (Seconds)

(h) 45 Node Scenario: Log Scale

Figure 10: Evaluation of Attachability for ORPL, MARPL, and OMARPL in Presence of the Manhattan Mobility Model
(MMM).
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Figure 11: Evaluation of Attachability for ORPL, MARPL, and OMARPL in Presence of the Boundless Mobility Model (BSA).

results have been also plotted in the logarithmic scale (Fig.
8: (e)-(h)). As it could be observed, at the beginning of the
DODAG creation, the attachability is relatively low; because
only a few nodes have joined the DODAG, and started their
communications. As the time passes, and we move towards

the steady-state, more number of mobile nodes will join the
DODAG, which results in more pervasive communications
and consequently higher attachability. Accordingly, in addition
to employing higher number of nodes in the area, it is
significantly important to report the provided attachability of
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a routing policy, when the DODAG reaches its steady-state
(end of the simulation time-line). Because in the middle of
the simulations, or in cases, where the simulation period has
been set to a short value, all of the mobile nodes will not have
the opportunity to join the DODAG, and the network would
not be completely created. Hence, due to lack of path diversity,
the multi-hop feature will be eliminated from the network, and
different routing policies will not be able to show their true
path selection distinctions, which is the key effective factor on
their attachability. According to Fig. 8, in case of having RWP
as the mobility model, the amount of provided attachability by
the original version of RPL (ORPL) could reach as high as
52%, while in case of having MARPL, and OMARPL, its
value could reach as high as 81%, and 90%, respectively.

The reason behind the improvement of attachability in
MARPL, and OMARPL against ORPL is the exploitation of
mobility-based metrics, adjustment of the trickle algorithm,
and also employment of mobility-aware neighbor table re-
placement policies, which enables them to better adjust with
the movement of the nodes in the DODAG. Meanwhile,
according to Fig. 8, in case of having the RWP mobility
model, OMAPRL has improved the amount of attachability
with an average value of 10% compared with MARPL, while
this amount of improvement could reach as high as 17% based
on the network density. The main reason for such an improve-
ment relies beneath the path selection policy in OMARPL.
According to [17], due to utilizing a novel neighbor table
replacement policy in OMARPL, every entry in the neighbor
table has been assigned with a leasing time, which unlike
the MARPL, enforces the mobile nodes to frequently check
the tables for purging the disconnected candidate parents, and
bring up free space for detecting and inserting high-quality
nearby candidate parents. In addition, since the selection of
stationary nodes as the preferred parent has a higher priority
than the mobile nodes, the general stability provided by the
OMARPL is higher than MARPL [17]. All of the mentioned
issues justify the better attachability provided by the OMARPL
against MARPL.

All of the mentioned justifications could be also extended to
other mobility models. As it has been depicted in Fig. 9, Fig.
10, and Fig. 11, in case of using any other mobility models
for the movement of the nodes, ORPL shows the minimum
amount of attachability, while the two other mobility-aware
versions of RPL have significantly improved the attachability.
Similarly, OMARPL has provided better attachability com-
pared with MARPL. On the other hand, with comparing the
results in all of theses figures, it could be observed that the
performance of the routing policy in terms of attachability,
also depends on the type of the nodes movement pattern. For
instance, with considering the OMARPL as our underlying
routing policy in the 45 node scenario, with 86%, the MMM
has lead into the lowest amount of routing attachability, while
the BSA has resulted the highest value with 91%. The main
reason relies beneath the structure of the nodes movement in
these models. For instance, based on the movement structure
of the nodes in MMM, due to the uniform distribution of the
nodes on the grid, along with the geographical restrictions,
which enforces the mobile nodes to move in horizontal and

vertical streets (Fig. 7(c)), nodes are faced with lower number
of available options as their candidate parents in their neighbor
table list [4]. Therefore, as it is expected, the amount of
attachability has been decreased compared with BSA, RWP,
and GMM models. On the other hand, due to the closed
torus-shaped simulation surface of the BSA, the nodes have
a smooth movement without having any long straight flights
(Fig. 7(d)). In addition, the nodes move around the same region
for a long time, which enables them to remain connected to
the same parent for a long period of time without requiring
to switch to a new attaching point [4]. Accordingly, it is also
important to consider the type of the movement pattern while
calculating the attachability of a routing policy.

A. Attachability and Packet Delivery Ratio (PDR)

In this section, the more elegant role of attachability against
PDR in determining the overall reliability of a routing mecha-
nism is discussed. Our goal here is to show that reporting the
reliability in terms of PDR will not specify the main cause
for a better or weaker routing policy than the other one. More
specifically, in addition to low attachability, there are few other
factors affecting the overall reliability of a routing mechanism,
e.g., congestion, and collision. When talking about PDR, it is
not clear why the routing mechanism has provided a certain
level of reliability. In other words, PDR is an opaque high-
level metric for reliability, while attachability is one of the key
low-level contributing factors affecting the overall reliability.
Considering the 45 node scenario, the amount of provided
PDR by different routing protocols is depicted in Fig. 12.

Although this figure is plotted in a continuous-time manner
to make a correspondence between attachability and PDR
figures, unlike attachability, PDR is not reported as a function
of time. As it could be found in all of the existing studies,
PDR is measured at the end of the simulation period. In other
words, based on the definition of PDR, it does not represent
the fluctuations of packet deliveries during the operation of the
network. For instance, according to Fig. 12, independent from
the mobility model, you can see that in some points of time,
PDR is ascending, while in some intervals it is descending.
Traditionally, with neglecting all of these alterations, the final
amount of PDR is reported after the entire simulation period
for every routing mechanism. For instance, in case of using the
Gauss-Markov mobility model, the average amount of PDR
for ORPL, MARPL, and OMARPL is 6%, 9%, and 12%,
respectively. In contrast, attachability could be reported at any
point of time making it a better, more informative, and more
precise metric.

According to the literature, PDR in a network is obtained
by dividing the number of successfully received packets by
the sink, to the total number of transmitted packets towards it
by the existing nodes. With assuming a constant, or variable
packet transmission rate for all of the nodes, as soon as
connecting to the DODAG, and beginning packet transmission,
every node initiates a counter for counting the total number
of transmitted packets, leading into higher denominator in the
above mentioned definition for PDR. This is the reason that
even if the PDR was reported in sequential time slots (similar
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Figure 12: Evaluation of PDR for ORPL, MARPL, and OMARPL in Presence of Different Mobility Models (Log Scale).

to Fig. 12), it was not possible to report it in intervals shorter
than the period between two consecutive packet transmissions.
On the other hand, even with enhancement of attachability,
which provides more connectivity in the network, and enables
having higher PDR, other factors such as congestion could
mitigate the amount of achievable improvement. Therefore,
as the simulation passes the network’s convergence time and
moves towards the end of the simulation, the slope of increase
in the number of successfully delivered packets will be equal
or lower than the slope of increase in the total number of
transmitted packets towards the sink. Accordingly, as it has
been depicted in Fig. 12, in long-term analysis, PDR is a
descending or constant function of time.

Generally speaking, with taking into consideration the re-
sults of attachability, and PDR, it could be concluded that in
order to have a high PDR, and reliability, it is necessary to
have a high attachability, but high attachability itself does not
guarantee high PDR. It is possible to have a network with high
amounts of attachability, but due to setting high transmission
rates for the nodes, and limited transceiver buffers in the
intermediate nodes, network becomes congested, and nodes
have no other option but to drop the packets, leading into
lower PDR [2]. Hence, in order to increase PDR and reliability
in a wireless network, in addition to employing efficient
flow-control techniques, the routing mechanism must also
provide high attachability. Based on the results of simulations,
among the three versions of RPL, OMARPL provided the
highest amount of attachability, while it has also provided the
highest amount of PDR in the network. On the other hand,
ORPL showed the lowest amount of attachability, while it
has provided the lowest PDR among the three versions. As
a final note, it could be mentioned that PDR is a useful metric
for comparing more than one routing mechanisms, while
attachability could be used for evaluating the performance of
a single or more number of routing mechanisms, especially in
mobile IoT, and WSN applications. This metric is believed as
one of the key factors in the overall reliability of a routing
policy, which should be considered in future studies.

B. Discussion about Power Consumption and E2E Delay

Two other important parameters in IoT, and WSN applica-
tions are the amount of consumed power by the nodes, and
the time it takes for a packet to be delivered to the destination.
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Figure 13: Power Consumption, and E2E Delay analysis for
the Routing Mechanisms in Presence of Different Mobility
Models.

These parameters are typically managed via routing policies.
According to Fig. 13, the average amount of consumed power
by the nodes, and the E2E delay are illustrated for all of the
routing policies, and mobility models. Based on the results,
we could observe that OMARPL has provided the minimum
amount of power consumption. As it was discussed earlier, this
routing mechanism is also providing the highest attachability.
With higher amount of attachability, more number of nodes
will be connected to the network. Therefore, less efforts would
be required for joining the network, and fewer control packet
is expected for having a stable connection. Furthermore, more
number of nodes will be engaged in the process of path
selection. Accordingly, the path diversity will be improved in
the network. As a result, the routing mechanism will have
more options to select the preferred parent, and optimize the
intended parameter in the network.

Providing higher attachability in one hand, and considering
the remaining energy and Estimated Life-Time (ELT) of the
nodes as two of the many routing metrics in its objective
function, OMARPL has been able to significantly reduce
the power consumption by up to 41%, and 22%, compared
with ORPL, and MARPL, respectively. In contrast, ORPL
showed a poor performance in terms of attachability in mobile
applications. Hence, in most of the time, the mobile nodes are
disconnected from the network trying to join it (more power
consumption will be imposed to the nodes). Nevertheless,
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when a node joins the DODAG, due to using ETX as its parent
selection metric, it selects a path with minimum number of at-
tempts for having a successful transmission. Therefore, ORPL
has provided faster packet delivery among the others. Based
on these experiments, we could conclude that selecting the
appropriate routing metric along with considering mobility-
aware aspects of the mobile applications could lead into a high
attachable routing mechanism, which optimizes the intended
metric.

VII. CONCLUSION AND FUTURE STUDIES

In this paper, we have introduced attachability; a novel
metric for evaluating the capability of routing protocols in
assisting the mobile or stationary nodes in joining the network,
and maintaining their connection via its routing policies.
It is believed that this newly defined metric, would have
a more pivotal role than the PDR in reporting the overall
reliability of a routing mechanism. Hence, in addition to
PDR, the attachability should be also considered as part of
the reliability calculation for a routing policy. The amount
of provided attachability by a routing protocol is measured
via Markov chain analysis and the sample frequency-based
estimation technique. Based on our evaluations, which have
been conducted on a mobile RPL-based IoT infrastructure,
attachability is highly dependent on the routing metrics, and
the path selection procedure of a routing policy. According
to our evaluations, among three versions of RPL, including
ORPL, MARPL, and OMARPL, OMARPL has been able to
improve the amount of attachability in mobile networks by
up to 42%, and 10% compared with ORPL, and MARPL,
respectively. Due to the direct relation between attachability
and path diversity in the network, employment of appropriate
metrics in the routing policy along with considering mobility-
aware aspects of the mobile applications could lead into a
high attachable routing mechanism, which could optimize the
intended metrics as much as possible. As a future study,
we need to extend the evaluation of attachability to more
number of routing mechanisms in IoT, and WSN, to pave the
way for developing and introducing novel attachable routing
mechanisms for emerging mobile wireless applications.
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