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Abstract—Classical Bonferroni mean (BM), defined by Bonferroni in 1950, assumes homogeneous relation among the attributes, i.e., each attribute $A_i$ is related to the rest of the attributes $A \setminus \{A_i\}$, where $A = \{A_1, A_2, \ldots, A_n\}$ denotes the attribute set. In this paper, we emphasize the importance of having an aggregation operator, which we will refer to as the extended Bonferroni mean (EBM) operator to capture heterogeneous inter-relationship among the attributes. We provide an interpretation of “heterogeneous inter-relationship” by assuming that some of the attributes, denoted as $A_i$, are related to a subset $B_i$ of the set $A \setminus \{A_i\}$ and others have no relation with the remaining attributes. We provide an interpretation of this operator as computing different aggregated values for a given set of inputs as interrelationship pattern is changed. We also investigate the behaviour of the proposed EBM aggregation operator. Further to investigate, a multi-attribute group decision making (MAGDM) problem with linguistic information we analyze EBM operator in linguistic 2-tuple environment and develop three new linguistic aggregation operators: 2-tuple linguistic EBM (2TLEBM), weighted 2-tuple linguistic EBM (W2TLEBM) and linguistic weighted 2-tuple linguistic EBM (LW-2TLEBM). A concept of linguistic similarity measure of 2-tuple linguistic information is introduced. Subsequently, a MAGDM technique is developed in which the attributes’ weights are in the form of 2-tuple linguistic information and experts’ weights information are completely unknown. Finally, a practical example is presented to demonstrate the applicability of our results.

Index Terms—Linguistic 2-tuple, extended Bonferroni mean (EBM), 2-tuple linguistic extended Bonferroni mean (2TLEBM), multi-attribute group decision making (MAGDM)

I. INTRODUCTION

MULTI-ATTRIBUTE group decision making (MAGDM) problem has been one of the major research fields in the decision sciences over the last few decades [1]–[13]. It is characterized by a set of experts whose aim is to find the most suitable alternative among the finite set of alternatives assessed on a finite set of attributes, both qualitative and quantitative. In the process of decision making, experts provide their judgments/opinions against the alternatives with respect to the attributes. However, in many situations due to lack or abundance of information, subjective estimation or vagueness, incomplete knowledge about the complex system experts’ preferences may not be assessed with both precision and certainty. Then more realistic approach is using linguistic terms instead of numerical values. In such scenario, a linguistic computational model is required to capture these linguistic terms within a mathematical framework and to facilitate the computation between linguistic terms. Several feasible and effective computational models have been suggested in literature from different perspectives [14]–[17]. We will focus on linguistic computational model based on an ordinal scale. This model is also called symbolic model which makes direct computations on linguistic labels using the ordinal structure of the linguistic term set [17]–[19]. Among different symbolic computation models, 2-tuple linguistic computational model has been found to be highly useful due to its simplicity in computation and its capability to avoid information loss during the aggregation of linguistic labels. Its justification and deeper discussion can be found in [20]. Thus, over the last decade, MAGDM problems under 2-tuple linguistic environment appear to be an emerging area of research.

The aim of this paper is not to cover all the range of MAGDM problems under linguistic environment, but merely to address the aggregation step. It is known that aggregation is an important step of MAGDM problem and in this step each alternative’s overall ratings are computed from alternative’s linguistic performances under different attributes by using suitable linguistic aggregation operators. In view of this, various aggregation operators have been proposed over the last several years for aggregating 2-tuple linguistic information. We will provide a brief overview of the existing 2-tuple linguistic aggregation operators in section 2, including the motivation of our approach considering heterogeneous relations among the attributes.

The paper is planned as follows. In section 3, a short survey of 2-tuple linguistic model is given, including the concept of linguistic similarity measure. In section 4, we define the proposed operator which we refer to as the extended Bonferroni mean (EBM) and we also discuss its variety in some special cases. In section 5, a 2-tuple linguistic extended Bonferroni mean (2TLEBM) is developed and its special cases are studied. This section also introduces two weighted form of 2TLEBM operators: weighted 2-tuple linguistic extended
Bonferroni mean (W2TLEBM) and linguistic weighted 2-tuple linguistic extended Bonferroni mean (LW-2TLEBM) operator. An approach for solving MAGDM problem with 2-tuple linguistic information is presented in section 6. To illustrate the working of the proposed MAGDM technique, a site location selection problem is presented in section 7. The results of the problem are also compared with the other existing aggregation operators, while section 8 concludes the discussion.

II. BRIEF OVERVIEW OF 2-TUPLE LINGUISTIC AGGREGATION OPERATORS AND MOTIVATION OF OUR APPROACH

As mentioned in introduction, several 2-tuple linguistic aggregation operators have been introduced in the literature. Based on arithmetic mean, Herrera and Martínez [17] developed 2-tuple averaging operator, 2-tuple weighted averaging operator, 2-tuple ordered weighted averaging operator. In [22], Jiang and Fan introduced 2-tuple weighted geometric operator and 2-tuple ordered weighted geometric operator. Wei [5] presented a MAGDM method based on extended 2-tuple linguistic weighted geometric operator and extended 2-tuple ordered weighted geometric operator. In [6], Wei proposed three new aggregation operators: generalized 2-tuple weighted average operator, generalized 2-tuple ordered weighted average operator and induced 2-tuple generalized ordered weighted average operator. Wan [8] developed several hybrid 2-tuple linguistic aggregation operators, such as, 2-tuple hybrid linguistic weighted average operator, extended 2-tuple hybrid linguistic weighted average operator. Park et al. [9] defined 2-tuple linguistic harmonic operator, 2-tuple linguistic weighted harmonic operator, 2-tuple linguistic ordered weighted harmonic operator and 2-tuple linguistic harmonic hybrid operator. In [7], Wei developed some dependent 2-tuple linguistic aggregation operators in which the associated weight only depends on the aggregated 2-tuple linguistic information. Mergó et al. [23] introduced induced 2-tuple linguistic generalized ordered weighted averaging operator. The common characteristic of all the aforementioned aggregation operators are that they emphasize on the importance of each input, but they cannot reflect any kind of interrelationships among the aggregated inputs.

However, in real-life decision making problems, there are interrelationship among the attributes of MAGDM problems and this interrelationship among the attributes has a reflection in the corresponding arguments. Thus, sometimes more conjunctions are required to take account in the aggregation process to model inherent connection among the aggregated arguments [24]. In view of this, by using Choquet integral, Yang and Chen [10] developed some new aggregation operators including 2-tuple correlated averaging operator, 2-tuple correlated geometric operator and generalized 2-tuple correlated averaging operator in which correlation between aggregated arguments are measured subjectively by expert. Based on power average operator, Xu and Wang [11] developed three new linguistic aggregation operators: 2-tuple linguistic power average operator, 2-tuple linguistic weighted power average operator and 2-tuple linguistic ordered weighted power average operator which allow the aggregated arguments to support each other in the aggregation process and on this basis weight vector of the aggregated arguments is determined. Both Choquet integral and power average operator focus on capturing the interrelationship among the inputs by adopting different strategies to generate the weights of the inputs. They directly do not address various conjunctions among the attributes.

In this respect, Bonferroni mean (BM) focuses on directly aggregated arguments to capture the interrelationships among them. BM was first introduced by Bonferroni [25] and was generalized by Yager [26] and other researchers [27]–[30]. Yager [26] interpreted BM as a composition of “anding” and “averaging” operator and generalized it by replacing simple averaging operator with other well known averaging operators, such as, ordered weighted aggregation operator and Choquet integral [31]. Beliakov et al. [27] explored the modelling capability of BM and depicted that it is capable of modeling any type of mandatory requirements in the aggregation process. Considering interrelationship among three arguments instead of two, Xia et al. [28] defined weighted generalized BM and geometric weighted generalized BM. Zhou and He [29] introduced normalized weighted form of BM. Combining BM with geometric mean, Xia et al. [32] developed geometric BM. To aggregate various types of uncertain information, BM have been further extended in intuitionistic fuzzy and hesitant fuzzy environments [24], [28]–[30], [32]–[34].

BM in its inherent structure assumes that each input is related to the rest of the inputs, i.e., while it is used for aggregating alternatives’ performances under different attributes, inherently it assumes that each attribute is related to the rest of the attributes. However, in real-life situations such homogeneous connection among the attributes may not always exist. There may arise situations in which some of the attributes are related to only a non-empty subset of the rest of the attributes and others have no relation with the remaining attributes. This analysis forms the background of our present study where we shall model such kind of heterogeneous connection among the attributes by extending the concept of BM and introduce extended Bonferroni mean operator (EBM). We provide the mathematical description of heterogeneous relation among the attributes in section IV. We also provide an example to illustrate the working nature of the proposed EBM operator in comparison with the other existing aggregation operators. After introducing the concept of EBM operator, we analyze the proposed operator in linguistic 2-tuple environment and subsequently, a MAGDM technique is developed by assuming heterogeneous interrelationships among the attributes.

III. 2-TUPLE LINGUISTIC COMPUTATIONAL MODELS

A. Brief review of 2-tuple linguistic computational models

Let \( S = \{ l_0, l_1, \ldots, l_h \} \) be a linguistic term set with the odd cardinality \( h + 1 \). Any term \( l_i \in S \) denotes a possible value for linguistic variable. The following properties should hold for the term set \( S \) [17], [21]:

- the set \( S \) should be ordered, i.e., \( l_i \geq l_j \) if \( i \geq j \)
- negation of any linguistic term \( l_i \in S : neg(l_i) = l_j \) such that \( j = h - i \)
- the maximum of any two linguistic terms \( l_i, l_j \in S \):
  \[ \max(l_i, l_j) = l_i \text{ if } l_i \geq l_j \]
- the minimum of any two linguistic terms \( l_i, l_j \in S \):
  \[ \min(l_i, l_j) = l_i \text{ if } l_i \leq l_j \]

The cardinality of linguistic term set \( S \) must be small enough so as not to impose useless precision to the users and it should be rich enough to allow discrimination of the performances of each criterion in a limited number of grades [3], [35]. In fact, the psychologists recommended the use of \( 7 \pm 2 \) labels, less than 5 being not sufficiently informative, more than 9 being too much for a proper understanding of their differences [36]. In view of this, a linguistic term set, \( S \) with seven labels can be defined as follows:

\[
S = \{l_0 = \text{very low (VL)}, l_1 = \text{low (L)}, l_2 = \text{moderately low (ML)}, l_3 = \text{normal (N)}, l_4 = \text{moderately high (MH)}, l_5 = \text{high (H)}, l_6 = \text{very high (VH)}\}
\]

Here, we have adopted 2-tuple linguistic representation model, which was developed by Herrera and Martínez [17], [21] based on the concept of symbolic translation. We recall that a symbolic aggregation operations \( H \) on scale \( S \) is any non-decreasing function \( H : S^n \rightarrow [0, h] \) such that \( H(l_0, l_0, ..., l_0) = 0 \) and \( H(l_0, l_0, ..., l_h) = h \). As typical symbolic aggregation operations, we recall the mean to the median of label indices.

**Definition 1:** Let us assume that \( \beta \in [0, h] \) be the result of symbolic aggregation operation on the indices of the labels of linguistic term set \( S = \{l_0, l_1, ..., l_h\} \). If \( i = \text{round}(\beta) \) and \( \alpha = \beta - i \), be two values such that \( i \in \{0, 1, ..., h\} \) and \( \alpha \in [-0.5, 0.5] \), then \( \alpha \) is called the symbolic translation.

On the basis of symbolic translation [17], [21], the linguistic information is represented by means of 2-tuple \((l_i, \alpha)\) where \( l_i \in S \) represents the linguistic label and \( \alpha \in [-0.5, 0.5] \) denotes the symbolic translation. In view of Definition 1, there are some important observations regarding the ranges of values of \( \alpha \) and \( \beta \) which are summarized below in the form of remark.

**Remark 1:** Observe that if \( \beta \in [0, 0.5] \) then \( i = 0 \) and \( \alpha = \beta \in [0, 0.5] \). On the other hand, if \( \beta \in [h - 0.5, h] \) then \( i = h \) and \( \alpha \in [-0.5, 0] \). Having in mind these constraints, we will still formally consider \( \alpha \in [-0.5, 0.5] \) for every \( \beta \in [0, h] \), to keep the notation as simple as possible. This convention may be applied also to the related scales. This observation clearly indicates that to cover the domain of \((l, \alpha)\) if we consider \( S \times [-0.5, 0.5] \) then it implies that we take the value of \((l, \alpha)\) from the domain \( S \times [-0.5, 0.5] \), which means in fact, that domain of \((l, \alpha)\) is \( \{l_0\} \times [0, 0.5] \cup \{l_1, l_2, ..., l_{h-1}\} \times [-0.5, 0.5] \cup \{l_h\} \times [-0.5, 0] \).

With the above observation at the background, the conversion of symbolic aggregation result into equivalent linguistic 2-tuple can be done by using the following function:

**Definition 2:** Let \( S = \{l_0, l_2, ..., l_h\} \) be linguistic term set and \( \beta \in [0, h] \) be the numerical value which is obtained from symbolic aggregation operation on the labels of \( S \), then the 2-tuple that conveys the equivalent information to \( \beta \) is given by the following function,

\[
\Delta : [0, h] \rightarrow S \times [-0.5, 0.5],
\]

\[
\Delta(\beta) = (l_i, \alpha)
\]

where \( i = \text{round}(\beta) \) is the usual round operation on label of index, i.e., \( i \) is the index of the considered label closest to \( \beta \), and \( \alpha \) is the value of symbolic translation given by

\[
\alpha = \begin{cases} 
\beta - i, & \alpha \in [-0.5, 0.5] \text{ if } i \neq 0, h \\
\beta, & \alpha \in [0, 0.5] \text{ if } i = 0 \\
\beta - h, & \alpha \in [-0.5, 0] \text{ if } i = h
\end{cases}
\]

**Example 1:** Assume that \( S = \{l_0, l_1, l_2, l_3, l_4, l_5, l_6\} \) represents a linguistic term set as described above and \( \beta = 2.7 \) is obtained from symbolic aggregation operation. Then from Definition 2, we can convert \( \beta = 2.4 \) into linguistic 2-tuple \( \Delta(2.7) = (l_3, -0.3) \) = (Normal, -0.3), which is presented in Fig. 1.

![Fig. 1. A 2-tuple linguistic representation](image)

When an expert expresses his/her judgment by linguistic 2-tuple \((l_0, \alpha_0)\), then \( l_0 \) denotes the nearest linguistic term in the predefined term set \( S \) and \( \alpha_0 \) represents expert’s deviation from that linguistic term. For example, a company thinks regarding a location that the possibility of its further extension is “almost very high”. In this scenario, location’s rating can be quantified by linguistic 2-tuple \((l_6, \alpha_0)\), i.e., the rating of the location is not exactly \( l_6 \), however little bit less than \( l_6 \), which can be modeled by alpha.

**Definition 3:** Let \( S = \{l_0, l_1, ..., l_h\} \) be a linguistic term set. For any linguistic 2-tuple \((l_i, \alpha_i)\), its equivalent numerical value is obtained by the following function:

\[
\Delta^{-1} : S \times [-0.5, 0.5] \rightarrow [0, h]
\]

\[
\Delta^{-1}(l_i, \alpha_i) = i + \alpha_i = \beta_i
\]

where \( \beta_i \in [0, h] \).

**Example 2:** Assume that \( S = \{l_0, l_1, l_2, l_3, l_4, l_5, l_6\} \) represents a linguistic term set and \((l_3, -0.3)\) be a linguistic 2-tuple. Based on Definition 3, the equivalent numerical value of \((l_3, -0.3)\) is \( \Delta^{-1}(l_3, -0.3) = 3 + (-0.3) = 2.7 \)

From Definition 2 and Definition 3, it is noted that any linguistic term can be converted into a linguistic 2-tuple as follows: \( l \in S \Rightarrow (l, 0) \).

The ordering of two linguistic 2-tuples \((l_m, \alpha_m)\) and \((l_n, \alpha_n)\) can be done according to lexicographic order as follows:

1. If \( m > n \) then \( (l_m, \alpha_m) > (l_n, \alpha_n) \).
2. If \( m = n \) then
B. A new concept of linguistic similarity measure of 2-tuples

In literature, similarity measure between linguistic 2-tuples was proposed in [7]. However, the existing similarity measure basically computes the similarity degree by an exact numerical value. As linguistic description is easily understood and interpretative by human beings even when concepts are abstract, a natural question at this stage is whether it is reasonable to represent the similarity between two linguistic terms by a precise value [37]. For example, suppose we want to develop a consensus support system (CSS) for decision making so that it can be useful for the customer who need not to be a knowledgeable person in computation of linguistic 2-tuple. In CSS it may be suggested that the experts whose opinions are “moderately similar” are in consensus. The customer can comfortably understand the suggestions, it is not required that he/she should know the concept lying behind the computation method of linguistic term “moderately similar”. In view of this, we are of the opinion that similarity between two linguistic opinions should be expressed in linguistic manner. This fact motivates us to define the concept of linguistic similarity measure between two linguistic 2-tuples information. Regarding the definition of linguistic similarity measure, from the axiomatic point of view, we are inspired by the idea of Bustince et al. [38]. Namely, the similarity should be symmetric, and the similarity of two identical linguistic 2-tuples should be maximum. On the other hand, the similarity of the most distinct pairs, namely of \((l_0,0)\) and \((l_0,0)\), should be minimal. Moreover, our similarity should possess a kind of monotonicity, namely, the similarity of linguistic 2-tuples \((l_i,\alpha_i)\) and \((l_k,\alpha_k)\) cannot be larger than the similarity of \((l_i,\alpha_i)\) and \((l_j,\alpha_j)\) whenever \((l_i,\alpha_i)\leq(l_j,\alpha_j)\leq(l_k,\alpha_k)\). Among several possible choices, we propose the next rather genuine definition of linguistic similarity measure.

**Definition 4:** Let \(S = \{l_0,l_1,...,l_h\}\) be a linguistic term set as defined in section 2. Consider a new linguistic term set \(S’ = \{s’_0,s’_1,...,s’_h\}\) whose term \(s’_i\) represents the linguistic evaluation of the similarity between any two linguistic terms \(l_p\) and \(l_r\), from \(S\) such that \([p-r]=h-i\). Then, linguistic similarity degree between any two linguistic 2-tuples \((l_p,\alpha_p)\) and \((l_r,\alpha_r)\) is given as follows:

\[
sim((l_p,\alpha_p),(l_r,\alpha_r)) = \Delta_S(h-|\Delta_S^{-1}(l_p,\alpha_p)-\Delta_S^{-1}(l_r,\alpha_r)|)
\]

Example 3: Assume that

\[
S’ = \{s’_0 = \text{perfectly dissimilar}, s’_1 = \text{close to perfectly dissimilar}, s’_2 = \text{moderately dissimilar}, s’_3 = \text{medium similar}, s’_4 = \text{moderately similar}, s’_5 = \text{close to perfectly similar}, s’_6 = \text{perfectly similar}\}
\]

be the linguistic term set to represent the similarity between two linguistic terms of \(S = \{l_0,l_1,l_2,l_3,l_4,l_5,l_6\}\). The similarity between two linguistic 2-tuple \((l_3,0.3)\) and \((l_4,-0.4)\) is

\[
sim((l_3,0.3),(l_4,-0.4)) = \Delta_S((6-|\Delta_S^{-1}(l_3,0.3)-\Delta_S^{-1}(l_4,-0.4)|))
\]

The above evaluation clearly indicates that linguistic similarity degree of \((l_3,0.3)\) and \((l_4,-0.4)\) is slightly less than “perfectly similar”.

Based on Definition 4, we can define the similarity between two collections of linguistic 2-tuples in the following way, again inspired by the idea proposed in [38].

**Definition 5:** Let \(A = (((l_{j_1},\alpha_{j_1}), (l_{j_2},\alpha_{j_2}),..., (l_{j_m},\alpha_{j_m}))\) and \(B = (((l_{k_1},\gamma_{k_1}), (l_{k_2},\gamma_{k_2}),..., (l_{k_m},\gamma_{k_m}))\) be the two collections of linguistic 2-tuples. Then, linguistic similarity between \(A\) and \(B\) is defined as follows:

\[
sim(A, B) = \Delta_S\left(\frac{1}{m} \sum_{i=1}^{m} \Delta_S^{-1}(\text{sim}((l_{j_i},\alpha_{j_i}), (l_{k_i},\gamma_{k_i})))\right)
\]

Note that, formally, similarity of linguistic 2 tuples (or collections of linguistic 2-tuples) can be expressed as a real value from the interval \([0, h]\). However, then the interpretation is out of the linguistic scope, which we believe to be preferable for the customers, and, thus, also we prefer to deal with the proposed concept of linguistic similarity.

IV. BONFERRONI MEAN AND ITS EXTENSION

In its original form BM is a mean type aggregation operator and it is analyzed by Yager [26]:

**Definition 6:** Let \((a_1,a_2,...,a_n)\), \(n \geq 2\) be a collection of non-negative real values. Assume \(p \geq 0\) and \(q \geq 0\). The general BM of the collection \((a_1,a_2,...,a_n)\) is defined as

\[
BM^{p,q}(a_1,a_2,...,a_n) = \left(\frac{1}{n(n-1)} \sum_{i,j=1}^{n} a_i^p a_j^q\right)^{\frac{1}{p+q}}
\]

BM has been mainly used in multi-attribute decision making (MADM) to assess the alternatives’ performances under the inter-related attributes. Here, our main purpose is to analyze BM in the context of MADM problem. In aim of this, the special case of BM is considered when \(p=q=1\). Then (3) becomes:

\[
BM^{1,1}(a_1,a_2,...,a_n) = \left(\frac{1}{n(n-1)} \sum_{i,j=1}^{n} a_i a_j\right)^{\frac{1}{2}}
\]

Here, \(a_j\) denotes the satisfaction degree of the alternative \(x\) with respect to the attribute \(A_j\) and product operation is used to implement an “anding” of attribute satisfaction. With this assumption in background, Yager [26] has provided an interpretation of BM as computing the average of the satisfaction of each pair of attributes \(A_i\ AND A_j\). Then, (4) is transformed by Yager [26] into the following equation:

\[
BM^{1,1}(a_1,a_2,...,a_n) = \left(\frac{1}{n} \sum_{i=1}^{n} a_i \left(\frac{1}{n-1} \sum_{j=1}^{n} a_j\right)\right)^{\frac{1}{2}}
\]
where \( \frac{1}{n-1} \sum_{j \neq i}^{n} a_j \) denotes the average satisfaction degree of all the attributes except \( A_i \) and \( a_i(\frac{1}{n-1} \sum_{j \neq i}^{n} a_j) \) models conjunction of the satisfaction \( A_i \) with the average of the satisfaction of the rest of the attributes.

The foregoing discussion shows that when BM is used to compute the alternative \( x \)'s performance with respect to the attribute \( A_i \), it assumes that each attribute \( A_i \) has relationship with rest of the attributes \( A \setminus \{ A_i \} \). This relationship can be depicted as in Fig. 2. However, in real-life MADM problems attributes may not always follow this kind of homogeneous interrelationship patterns. There may be some attributes \( A_i \) which are only related to a non-empty subset \( B_i \) of the set \( A \setminus \{ A_i \} \) and others have no relationship with the remaining attributes. So there is a need for an aggregation operator to enable the modelling of this kind of heterogeneous relationship among attributes. This is the aspect that inspired us to extend the concept of BM so that we can model interrelationship among the attributes in MADM scenario in a more intuitive manner.

![Fig. 2. Interrelationships among attributes where \( A_i - A_j \) represents that \( A_i \) is related to \( A_j \).](image)

A. Extended Bonferroni mean

Let \( A = \{a_1, a_2, ..., a_n\} \) be a collection of inputs related to the attributes \( A = \{A_1, A_2, ..., A_n\} \). Basically, \( a_i \)'s are non-negative real numbers. The attributes are heterogeneously related to each others. Based on their relationship pattern, they can be classified into two disjoint set \( C \) and \( D \), where each attribute \( A_i \) from \( C \) is related to a non-empty subset of attributes \( B_i \subset C(C \subset A) \setminus \{ A_i \} \) (therefore, attributes from \( C \) will be called dependent), while each attribute \( A_j \) from \( D \) is not related to any other attribute from \( A \setminus \{ A_i \} \) (therefore, attributes from \( D \) will be called independent). Let \( I_i \) denotes the set of indices of the attributes from \( B_i \). Let \( I^p \) denotes the indices of the attributes which are in \( D \), and the symbol \( card(I^p) \) means the cardinality of the set \( I^p \). With these assumptions and notations in background, the EBM of the collection of inputs \( \{a_1, a_2, ..., a_n\} \) is defined as follow:

**Definition 7:** For any \( p > 0 \) and \( q \geq 0 \), the EBM aggregation operator of dimension \( n \) is a mapping \( EBM : (\mathbb{R}^+)^n \rightarrow \mathbb{R}^+ \) such that

\[
EBM^{p,q}(a_1, a_2, ..., a_n) = \left( \frac{n - card(I^p)}{n} \right) \left( \frac{1}{n - card(I^p)} \sum_{i \in I^p} a_i^p \left( \frac{1}{card(I_i)} \right) \right)^{\frac{p}{q}} + \frac{card(I^p)}{n} \left( \frac{1}{card(I^p)} \sum_{i \in I^p} a_i^p \right)^{\frac{p}{q}}
\]

(6)

where the empty sum is 0 by convention, (i.e., if either \( card(I^p) = 0 \) this concerns the last sum, or if \( card(I^p) = n \) this concerns the first sum), and we have made the convention \( \frac{0}{0} = 0 \), [39]–[41] (in fact, we only need to define 0/0, its conventional real value is not important here).

The relationship between attributes is depicted in Fig. 3, where \( C = \{A_{h_1}, A_{h_2}, ..., A_{h_u}\} \) represents the set of the dependent attributes. The subset \( B_{h_i} = \{A_{h_1}, A_{h_2}, ..., A_{h_n}\} \) of \( C \) denotes the set of the attributes which are related to \( A_{h_i} \).

![Fig. 3. Heterogeneous interrelationships among attributes where \( A_{h_i} - A_j \) represents that \( A_{h_i} \) is related to \( A_j \).](image)

We shall first describe how we interpret EBM operator when modelling heterogeneous relationship among the attributes during the aggregation step of MADM process. For this purpose, we shall consider the particular case when \( p = q = 1 \). Let \( \{a_1, a_2, ..., a_n\} \) be the satisfaction degree of the alternatives against the attributes \( \{A_1, A_2, ..., A_n\} \). Then using the proposed aggregation operator (6), denoted as \( EBM^{1,1} \), we get as our aggregated value:

\[
EBM^{1,1}(a_1, a_2, ..., a_n) = \left( \frac{n - card(I^p)}{n} \right) \left( \frac{1}{n - card(I^p)} \sum_{i \in I^p} a_i \left( \frac{1}{card(I_i)} \sum_{j \in I_i} a_j \right) \right)^{\frac{1}{2}} + \frac{card(I^p)}{n} \left( \frac{1}{card(I^p)} \sum_{i \in I^p} a_i \right)
\]

(7)

It is important to note here that \( \frac{1}{card(I_i)} \sum_{j \in I_i} a_j \) indicates the average satisfaction degree of the subset of the attributes \( B_i \subset C \setminus \{ A_i \} \), which are related to \( A_i \). Then the expression \( a_i \frac{1}{card(I_i)} \sum_{j \in I_i} a_j \) models conjuction of the satisfaction of the attributes \( A_i \) with the average satisfaction
of its inter-related attributes $B_i$. Then, the evaluation of
\[
\left(\frac{1}{n - \text{card}(I')} \sum_{i \in I'} a_i \left(\frac{1}{\text{card}(I')} \sum_{j \in I'} a_j\right)\right)^{\frac{1}{q}}
\]
gives the satisfaction of dependent attributes by taking average of the evaluation of each statement: “satisfaction of $A_i$ and the average satisfaction of its inter-related attributes $B_i$”. On the other hand, \( \frac{1}{\text{card}(I')} \sum_{i \in I'} a_i \) indicates the total satisfaction degree of the independent attributes. Finally, by $EBM^{1,1}(a_1, a_2, ..., a_n)$ we compute average satisfaction degree of heterogeneously related attributes.

Depending on the nature of the set $I'$, in the present work, the proposed EBM operator is transformed into three particular cases:

1) if $\text{card}(I') = n$, i.e., if all input arguments are independent, we obtain power-root arithmetic mean as given below, independent of $q$:

\[
EBM^{p,q}(a_1, a_2, ..., a_n) = \left(\frac{1}{n} \sum_{i=1}^{n} a_i^p\right)^{\frac{1}{p}}
\]

2) if $\text{card}(I') = 0$ and each input argument is dependent on all other input arguments, Bonferroni mean $BM^{p,q}$ is recovered as follows:

\[
EBM^{p,q}(a_1, a_2, ..., a_n) = \left(\frac{n - 0}{n} \left(\frac{1}{n - 0} \sum_{i=1}^{n} a_i^p \left(\frac{1}{\text{card}(I_i)} \sum_{j \in I_i} a_j^q\right)\right)^{\frac{1}{q}} + 0\right)^{\frac{1}{p}}
\]

\[
= \left(\frac{1}{n} \sum_{i=1}^{n} a_i^p \left(\frac{1}{n - 1} \sum_{j \neq i} a_j^q\right)\right)^{\frac{1}{q}}
\]

\[
= \frac{1}{n(n-1)} \sum_{i,j=1}^{n} a_i^p a_j^q
\]

\[
= BM^{p,q}(a_1, a_2, ..., a_n)
\]

(8)

3) if $\text{card}(I') = 0$ and each input argument is dependent on some other, but not always all, input arguments, then (6) becomes:

\[
EBM^{p,q}(a_1, a_2, ..., a_n) = \left(\frac{1}{n} \sum_{i=1}^{n} a_i^p \left(\frac{1}{\text{card}(I_i)} \sum_{j \in I_i} a_j^q\right)\right)^{\frac{1}{q}}
\]

(9)

From construction of EBM operator, one may realize that the aggregated value computed by EBM depends on the interrelationship among the inputs. To support this idea, we present two examples, in which we provide the same set of inputs $B_1 = \{a_1, a_2\}$ and input $a_4$ is related to a subset of inputs $B_4 = \{a_1\}$, then $I_1 = \{2, 3, 4\}, I_2 = \{1, 3\}, I_3 = \{1, 2\}$ and $I_4 = \{1\}$. Clearly, all the inputs are dependent, i.e., $\text{card}(I') = 0$ and every input is dependent on some other, but not always all, inputs. Therefore, we can utilize (9) to compute the aggregated value of the inputs. For the sake of simplicity in computation, we take $p = q = 1$ in (9) and obtain the aggregated value of inputs as follows:

\[
EBM^{1,1}(0.5, 0.6, 0.4, 0.7) = \left(\frac{1}{4} \left[0.5 \left(\frac{0.6 + 0.4 + 0.7}{3}\right) + 0.6 \left(\frac{0.5 + 0.4}{2}\right) + 0.4 \left(\frac{0.5 + 0.6 + 0.4}{3}\right) + 0.7(0.5)\right]\right)^{\frac{1}{2}}
\]

\[
= \left(\frac{1}{4} \left(0.5 \times 0.57 + 0.6 \times 0.45 + 0.4 \times 0.55 + 0.7 \times 0.5\right)\right)^{\frac{1}{2}}
\]

\[
= 0.527
\]

Using BM operator (3) with $p = q = 1$, the aggregated value of the inputs can be calculated as follows:

\[
BM^{1,1}(0.5, 0.6, 0.4, 0.7) = \left(\frac{1}{4} \left[0.5 \left(\frac{0.6 + 0.4 + 0.7}{3}\right) + 0.6 \left(\frac{0.5 + 0.4}{2}\right) + 0.4 \left(\frac{0.5 + 0.6 + 0.4}{3}\right) + 0.7(0.5)\right]\right)^{\frac{1}{2}}
\]

\[
= \left(\frac{1}{4} \left(0.5 \times 0.57 + 0.6 \times 0.45 + 0.4 \times 0.55 + 0.7 \times 0.5\right)\right)^{\frac{1}{2}}
\]

\[
= 0.546
\]

Example 5: Let us consider the same inputs as in Example 4 with different relationship among input arguments. Suppose input $a_1$ is related to $\{a_3\}$, input $a_2$ is related to $\{a_3, a_4\}$, input $a_3$ is related to $\{a_1, a_2\}$ and input $a_4$ is related to $\{a_2\}$. As there are no independent attributes and every input is dependent on some other, but not always all, inputs, we can utilize (9) to aggregate the inputs as follows (for the sake of simplicity, we take $p = q = 1$ in (9)):

\[
EBM^{1,1}(0.5, 0.6, 0.4, 0.7) = \left(\frac{1}{4} \left[0.5(0.4) + 0.6 \left(\frac{0.7 + 0.4}{2}\right) + 0.4 \left(\frac{0.5 + 0.6}{2}\right) + 0.7(0.6)\right]\right)^{\frac{1}{2}}
\]

\[
= \left(\frac{1}{4} \left(0.5 \times 0.4 + 0.6 \times 0.55 + 0.4 \times 0.55 + 0.7 \times 0.6\right)\right)^{\frac{1}{2}}
\]

\[
= 0.541
\]

The aggregated value obtained by BM operator (3) with $p = q = 1$ is:

\[
BM^{1,1}(0.5, 0.6, 0.4, 0.7) = 0.546
\]

In examples 4 and 5, the same set of inputs is considered although the interrelationships among the input arguments are different. Obviously, BM results into the same aggregated.
values in both cases. Hence, the obtained result is not satisfactory. In this respect, there is a need to develop a more general aggregation operator. By EBM, we get different aggregated values for the given inputs. This observation clearly indicates that our approach to develop a new aggregation operator, in fact more intuitively model the interrelationship pattern among the inputs.

In order to explore the modeling capability of the proposed EBM operator in comparison with some well-known aggregation operators including BM, we provide another example. Consider Table I showing two locations with their satisfaction against four attributes evaluated by a multinational company. The company finds that the attributes have following relationships: \( A_1, A_2, A_4 \) are influenced by \( A_3 \), i.e., \( A_3 \) is interrelated with \( A_1, A_2 \) and \( A_4 \). However, \( A_1, A_2, A_3 \) have no interrelationship. If company employs BM for aggregating locations’ total satisfaction, \( L1 \) with total satisfaction 0.3125 (obtained by using Eq. (4) from \( L1 \)’s individual satisfactions as provided in Table I) would be more suitable even though the degree of satisfaction of inter-related attributes \( A_1A_3, A_2A_3, A_4A_3 \) (i.e., \( (0.3 \times 0.3, 0.45 \times 0, 0.5 \times 0) \) are zero. With the proposed operator, we can enforce that the satisfaction degrees of at least one pair among the inter-related pairs of attributes \( A_i \) and \( A_j \) will be above zero for a non-zero output. Thus, by using the proposed operator, we can model the exact relationship among the attributes. Before computing the total satisfactions of \( L1 \) and \( L2 \) by using proposed one, we can describe the relationship among the attributes more specifically as follows: \( A_1 \) is related to \( \{A_3\} \), \( A_2 \) is related to \( \{A_3\} \), \( A_3 \) is related to \( \{A_1, A_2, A_4\} \) and \( A_4 \) is related to \( \{A_3\} \). Now by employing the proposed EBM operator and individuals satisfactions values for the locations \( L1 \) (i.e., \( (0.3, 0.45, 0, 0.5) \) as provided in Table I) and \( L2 \) (i.e., \( (0.2, 0.3, 0.4) \) as provided in Table I), the total satisfactions of \( L1 \) and \( L2 \) are obtained as 0 and 0.245, respectively. Therefore, by using the proposed operator, we can capture the exact relationship among the attributes and can select \( L2 \) as more suitable location. From Table II, we can also find that if the company was to average satisfaction by using arithmetic mean, \( L1 \)’s zero satisfaction for \( A_3 \) would be compensated by the satisfactions for \( A_1, A_2 \) and \( A_4 \) neglecting their interrelationships. On the other hand, if the company was to average satisfaction by using geometric mean, they would be unable to differentiate between \( L1 \) and \( L2 \) as both possess zero average satisfaction. Thus, EBM shows certain advantage by capturing interrelationship among the aggregated arguments more intuitively than some of the existing aggregation operators.

Now, we investigate the desirable properties of EBM operator.

**Theorem 1**: (Idempotency) If all the input arguments are equal, i.e., \( a_i = a \) for all \( i \), then

\[
EBM^{p,q}(a, a, ..., a) = a
\]  

**Proof**: From (6), we have

\[
EBM^{p,q}(a_1, a_2, ..., a_n) = \left( \frac{n - \text{card}(I')}{n} \right) \left( \frac{1}{n - \text{card}(I')} \sum_{i \in I'} a_i^p \left( \frac{1}{\text{card}(I_i)} \sum_{j \in I_i} a_j^q \right) \right)^{\frac{1}{p+q}}
\]

\[
= \left( \frac{n - \text{card}(I')} {n} \right) \left( \frac{1}{n - \text{card}(I')} \sum_{i \in I'} a_i^p \right)^{\frac{1}{p}} \left( \frac{1}{\text{card}(I_i)} \sum_{j \in I_i} a_j^q \right)^{\frac{1}{q}}
\]

\[
= a
\]
It follows that
\[
\left( \frac{1}{n - \text{card}(I')} \sum_{i \in I'} a_i^p \left( \frac{1}{\text{card}(I_i)} \sum_{j \in I_i} a_j^q \right) \right)^{\frac{1}{p+q}} \leq \left( \frac{1}{n - \text{card}(I')} \sum_{i \in I'} b_i^p \left( \frac{1}{\text{card}(I_i)} \sum_{j \in I_i} b_j^q \right) \right)^{\frac{1}{p+q}} \tag{12}
\]
Clearly,
\[
\sum_{i \in I'} a_i^p \leq \sum_{i \in I'} b_i^p \text{ for all } p \geq 0 \tag{13}
\]
From (12) and (13), we obtain
\[
EBM^{p,q}(a_1, a_2, ..., a_n) \leq EBM^{p,q}(b_1, b_2, ..., b_n)
\]

**Corollary 1:** (Boundedness) Let \(a_u = \max_i a_i\) and \(a_l = \min_i a_i\). Then the aggregated value by EBM satisfies:
\[
a_l \leq EBM^{p,q}(a_1, a_2, ..., a_n) \leq a_u \tag{14}
\]

**Proof:** Boundedness is a consequence of idempotency and monotonicity, i.e., Theorems 1 and 2.

**V. 2-TUPLE LINGUISTIC EXTENDED BONFERRONI MEANS**

Based on (6), we define 2-tuple linguistic extended Bonferroni mean operator as follows:

**Definition 8:** Let \(S_T\) be the set of all linguistic 2-tuples on the linguistic term set \(S\) and \((g_i, \alpha_i)(i = 1, 2, ..., n)\) be a collection of linguistic 2-tuples. For any \(p > 0\) and \(q \geq 0\), 2TLEBM aggregation operator of dimension \(n\) is a mapping \(2TLEBM : (S_T)^n \rightarrow S_T\) such that

\[
2TLEBM^{p,q}((g_1, \alpha_1), (g_2, \alpha_2), ..., (g_n, \alpha_n)) = \Delta \left( \left( \frac{n - \text{card}(I')} n \right) \left( \frac{1}{n - \text{card}(I')} \sum_{i \in I'} (\Delta^{-1}(g_j, \alpha_j))^p \right)^{\frac{1}{p+q}} \right)
\]

\[
+ \frac{\text{card}(I')}{n} \left( \frac{1}{\text{card}(I_i)} \sum_{j \in I_i} (\Delta^{-1}(g_i, \alpha_i))^p \right)^{\frac{1}{p+q}} \tag{15}
\]

where \(\beta_i = \Delta^{-1}(g_i, \alpha_i)\).

It is important to note here that based on the cardinality of independent arguments, we can derive the following three particular cases:

1) if \(\text{card}(I') = n\), i.e., the arguments are independent, we obtain 2-tuple linguistic power-root arithmetical mean as given below:

\[
2TLEBM^{p,q}((g_1, \alpha_1), (g_2, \alpha_2), ..., (g_n, \alpha_n)) = \Delta \left( \frac{1}{n} \sum_{i=1}^n \beta_i^p \right)^{\frac{1}{p}} \tag{16}
\]

2) if \(\text{card}(I') = 0\), and each argument is dependent on all other arguments, 2TLEBM reduces to 2-tuple linguistic Bonferroni mean (2TLM):

\[
2TLEBM^{p,q}((g_1, \alpha_1), (g_2, \alpha_2), ..., (g_n, \alpha_n)) = \Delta \left( \frac{1}{n(n-1)} \sum_{i,j=1}^n \beta_i^p \beta_j^q \right)^{\frac{1}{p+q}} \tag{17}
\]

3) if \(\text{card}(I') = 0\) and each argument is dependent on some other, but not always all, arguments, then (15) becomes:

\[
2TLEBM^{p,q}((g_1, \alpha_1), (g_2, \alpha_2), ..., (g_n, \alpha_n)) = \Delta \left( \frac{1}{n} \sum_{i=1}^n \beta_i^p \left( \frac{1}{\text{card}(I_i)} \sum_{j \in I_i} \beta_j^q \right)^{\frac{1}{p+q}} \right) \tag{18}
\]

In the following list, let us consider some special cases of 2TLEBM operator by taking different values of the parameters \(p\) and \(q\):

1) when \(q = 0\), 2TLEBM operator, defined in (15) reduces to 2-tuple linguistic power arithmetical mean (the proof is given in Appendix A). In this case, no interrelationship is captured between 2-tuple linguistic information.

2) when \(p = 1\) and \(q = 0\), 2TLEBM operator defined in (15) reduces to 2-tuple linguistic arithmetical mean as follows:

\[
2TLEBM^{1,0}((g_1, \alpha_1), (g_2, \alpha_2), ..., (g_n, \alpha_n)) = \Delta \left( \frac{1}{n} \sum_{i=1}^n \beta_i \right) \tag{19}
\]

3) When \(p \rightarrow 0\) and \(q = 0\), 2TLEBM operator defined in (15) reduces to 2-tuple linguistic geometric mean operator as follows:

\[
\lim_{p \rightarrow 0} 2TLEBM^{p,0}((g_1, \alpha_1), (g_2, \alpha_2), ..., (g_n, \alpha_n)) = \Delta \left( \lim_{p \rightarrow 0} \left( \frac{1}{n} \sum_{i=1}^n \beta_i^p \right)^{\frac{1}{p}} \right) \tag{20}
\]

A. Properties of 2TLEBM

The desirable properties of the 2TLEBM aggregation operator are described in the following theorems (their validity follows from Theorem 1, Theorem 2 and Corollary 1):

**Theorem 3 (Idempotency):** If all the 2-tuples linguistic information are equal, i.e., \((g_i, \alpha_i) = (l, \alpha) (i = 1, ..., n)\) then,

\[
2TLEBM^{p,q}((g_1, \alpha_1), (g_2, \alpha_2), ..., (g_n, \alpha_n)) = (l, \alpha) \tag{21}
\]

**Theorem 4 (Monotonicity):** Consider the two collections of linguistic 2-tuples input arguments \(((g_1, \alpha_1), (g_2, \alpha_2), ..., (g_n, \alpha_n))\) and \(((g_1', \alpha_1'), (g_2', \alpha_2'), ..., (g_n', \alpha_n'))\) with \((g_i', \alpha_i') \leq (g_i, \alpha_i)\) for all \(i\). We further assume that both the input sets have same kind of interrelationship among the input arguments.
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Then

\[ 2TLEBM^{p,q}(g_1, g_2, \ldots, g_n) \leq 2TLEBM^{p,q}(g_1, g_2, \ldots, g_n) \] (21)

**Theorem 5 (Boundedness):** For any collection of linguistic 2-tuples \(((g_1, \alpha_1), (g_2, \alpha_2), \ldots, (g_n, \alpha_n))\) and weighted 2-tuple linguistic extended Bonferroni mean (2TLEBM) aggregation operator of dimension \(n\) is a mapping \(W2TLEBM : (S_T^p)^n \rightarrow S_T^p\) such that

\[ W2TLEBM^{p,q}(g_1, g_2, \ldots, g_n) = \Delta \left( \sum_{i=1}^n w_i \left( \frac{1}{1 - \sum_{i \in I'} w_i \sum_{i \in I'} w_j \Delta^{-1}(g_i, \alpha_i)^p} \sum_{j \in I} w_j \Delta^{-1}(g_j, \alpha_j)^q \right)^{\frac{1}{p+q}} \right) + \sum_{i \in I'} w_i \left( \frac{1}{1 - \sum_{i \in I'} w_i \sum_{i \in I'} w_j \Delta^{-1}(g_i, \alpha_i)^p} \sum_{j \in I} w_j \Delta^{-1}(g_j, \alpha_j)^q \right)^{\frac{1}{p+q}} \] (23)

where \(w_i (i = 1, 2, \ldots, n)\) indicates the relative importance of \((g_i, \alpha_i)\) \((i = 1, 2, \ldots, n)\) and satisfies the conditions: \(w_i \geq 0\) and \(\sum_{i=1}^n w_i = 1\).

When each \((g_i, \alpha_i)\) \((i = 1, 2, \ldots, n)\) has equal importance, i.e., \(w = \left( \frac{1}{n}, \frac{1}{n}, \ldots, \frac{1}{n} \right)^T\), then (23) becomes 2TLEBM operator (15) (the proof is given in Appendix B). When \(p = 1\) and \(q = 0\) (23) reduces to weighted 2-tuple linguistic arithmetic mean (W2TLM) (the proof is given in Appendix C).

2) **Linguistic weighted form of 2TLEBM:** In some situation, it is not always possible to determine the relative importance of the inputs in exact numerical values due to lack of information, time pressure and incomplete knowledge of the studied system. For example, in MADM, it may be difficult task for the experts to assign attributes’ weights in exact numerical values. Then, they may fully comfortably to provide the relative weights of inputs. In view of this, we define linguistic weighted form of 2TLEBM as follows:

**Definition 10:** Let \(((g_1, \alpha_1), (g_2, \alpha_2), \ldots, (g_n, \alpha_n))\) be a collection of linguistic 2-tuples and \((u_1, \theta_1)\) be a set of attributes’ weights. The weighted 2-tuple linguistic extended Bonferroni mean (W2TLEBM) aggregation operator of dimension \(n\) is a mapping \(W - 2TLEBM : (S_T^p)^n \rightarrow S_T^p\) such that

\[ L - 2TLEBM^{p,q}(g_1, g_2, \ldots, g_n) = \Delta \left( \sum_{i=1}^n w_i \left( \frac{1}{1 - \sum_{i \in I'} w_i \sum_{i \in I'} w_j \Delta^{-1}(g_i, \alpha_i)^p} \sum_{j \in I} w_j \Delta^{-1}(g_j, \alpha_j)^q \right)^{\frac{1}{p+q}} \right) + \sum_{i \in I'} w_i \left( \frac{1}{1 - \sum_{i \in I'} w_i \sum_{i \in I'} w_j \Delta^{-1}(g_i, \alpha_i)^p} \sum_{j \in I} w_j \Delta^{-1}(g_j, \alpha_j)^q \right)^{\frac{1}{p+q}} \] (24)

where \(w_i = \frac{\Delta^{-1}(u_i, \theta_i)}{\sum_{j=1}^n \Delta^{-1}(u_j, \theta_j)}\). Clearly, \(w_i \geq 0\) and \(\sum_{i=1}^n w_i = 1\).

As earlier, based on the cardinality of independent arguments, we derive three particular cases as follows:

1) if \(\text{card}(I') = n\), i.e., if the arguments are independent, we obtain linguistic weighted 2-tuple linguistic power-arithmetical mean given as below:

\[ W - 2TLEBM^{p,q}(g_1, g_2, \ldots, g_n) = \Delta \left( \sum_{i=1}^n w_i \beta_i^p \right)^{\frac{1}{p}} \] (25)

2) if \(\text{card}(I') = 0\), and each argument is dependent on all other arguments, LW-2TLEBM reduces to linguistic weighted 2-tuple linguistic Bonferroni mean (LW-2TLM):

\[ LW - 2TLEBM^{p,q}(g_1, g_2, \ldots, g_n) = \Delta \left( \sum_{i,j=1}^n w_{i,j} \beta_i^p \right)^{\frac{1}{p+q}} \] (26)
Moreover, it can be easily proved that numerical and linguistic weighted form of 2TLEBM satisfy idempotency, monotonicity, and boundedness properties of the aggregation operator.

VI. AN APPROACH FOR MAGDM WITH LINGUISTIC ASSESSMENTS

In this section, we propose a method for solving MAGDM problem with 2-tuple linguistic information. A MAGDM problem with linguistic information is depicted as follows.

There is a group of \( t \) experts \( \{J_1, J_2, \ldots, J_t\} \) and a set of \( m \) alternatives \( X = \{X_1, X_2, \ldots, X_m\} \). The experts’ aim is to choose the best alternative among \( m \) alternatives depending on \( n \) attributes \( A = \{A_1, A_2, \ldots, A_n\} \).

We further assume that attributes are heterogeneously interrelated, i.e., some of the attributes, denoted as \( A_i \), are related to a subset \( B_i \) of the set \( A \setminus \{A_i\} \) and others are independent. Each expert comes from different background and, possesses different level of knowledge and ability which makes their importances different in the decision making process. The weights of the experts are completely unknown here.

Assume that the experts provide the weight vector of the attributes in 2-tuple linguistic form. Let \( W_k = ((w_{1k}, \eta_{1k}), (w_{2k}, \eta_{2k}), \ldots, (w_{nk}, \eta_{nk})) \) be the 2-tuple linguistic weight vector of the attributes given by the expert \( J_k \) (\( 1 \leq k \leq t \)), where \( w_{jk}(1 \leq j \leq n) \) belongs to the predefined linguistic term set \( S \) and \( \eta_{jk} \in [-0.5, 0.5] \).

The \( k \)-th expert, \( J_k \), provides his/her rating of an alternative \( X_i (1 \leq i \leq m) \) with respect to the attribute \( A_j \) as a 2-tuple \( d_{ij}^k = (g_{ij}^k, \alpha_{ij}^k) \) where \( g_{ij}^k \) belongs to the predefined linguistic term set \( S \) and \( \alpha_{ij}^k \in (-0.5, 0.5) \). The expert \( J_k \)'s ratings of the alternatives is summarized in 2-tuple linguistic decision matrix \( D_k = (d_{ij}^k)_{m \times n} \) as follows:

\[
D_k = \begin{pmatrix}
A_1 & A_2 & \cdots & A_n \\
X_1 & (d_{11}^k, \alpha_{11}^k) & \cdots & (d_{1n}^k, \alpha_{1n}^k) \\
X_2 & (d_{21}^k, \alpha_{21}^k) & \cdots & (d_{2n}^k, \alpha_{2n}^k) \\
\vdots & \vdots & \ddots & \vdots \\
X_m & (d_{m1}^k, \alpha_{m1}^k) & \cdots & (d_{mn}^k, \alpha_{mn}^k)
\end{pmatrix}
\]

On the basis of the above decision inputs, an algorithm for solving MAGDM problem is presented here. The objective of the algorithm is two folds: (1) obtaining experts’ unknown weights by utilizing linguistic similarity measure; (2) selecting the best alternative from the alternative set \( X \) with respect to the attribute set \( A \). The steps of the proposed algorithm are as follows:

Step 1: From \( k \)-th expert’s 2-tuple linguistic decision matrix \( D_k = (d_{ij}^k)_{m \times n} \), alternative \( X_i \)’s overall performance value \( (r_{ij}^k, \alpha_{ij}^k) \) is calculated by utilizing LW-2TLEBM operator (24), which take the form of (27) as shown in the beginning of the next page. The parameters of (27) are as follows: \( \beta_{ij}^k = \Delta^{-1}(g_{ij}^k, \alpha_{ij}^k) \) and \( w_{jk}^k = \Delta^{-1}(w_{jk^1}, \eta_{jk^1})/\sum_{j=1}^n \Delta^{-1}(w_{jk^2}, \eta_{jk^2}) \). The above evaluation can be summarized in the matrix form as follows:

\[
O =
\begin{pmatrix}
J_1 & J_2 & \cdots & J_t \\
X_1 & (r_{11}^1, \alpha_{11}^1) & \cdots & (r_{1t}^1, \alpha_{1t}^1) \\
X_2 & (r_{21}^2, \alpha_{21}^2) & \cdots & (r_{2t}^2, \alpha_{2t}^2) \\
\vdots & \vdots & \ddots & \vdots \\
X_m & (r_{m1}^m, \alpha_{m1}^m) & \cdots & (r_{mt}^m, \alpha_{mt}^m)
\end{pmatrix}
\]

where \( k \)-th column \( (r_{i1}^k, \alpha_{i1}^k) \) \((r_{i2}^k, \alpha_{i2}^k) \ldots (r_{it}^k, \alpha_{it}^k) \) \( T \) of the matrix \( O \) represents expert \( J_k \)’s overall ratings about the alternatives, \( X_1, X_2, \ldots, X_m \).

Step 2: In this step, we construct similarity matrix. This matrix plays a key role in determining experts’ weights. The aim is to calculate the similarity between each pair of experts’ overall ratings about the alternatives. For this purpose, let us consider any two experts, \( J_{k_1} \) and \( J_{k_2} \) \((1 \leq k_1, k_2 \leq t) \) among the \( t \) experts. From the matrix \( O \), it can be said that the overall ratings of the alternatives provided by the experts \( J_{k_1} \) and \( J_{k_2} \) are \( r_{i1}^{k_1} = (r_{i1}^{k_1}, \alpha_{i1}^{k_1}), (r_{i2}^{k_1}, \alpha_{i2}^{k_1}), \ldots, (r_{in}^{k_1}, \alpha_{in}^{k_1}) \) \( T \) and \( r_{i1}^{k_2} = (r_{i1}^{k_2}, \alpha_{i1}^{k_2}), (r_{i2}^{k_2}, \alpha_{i2}^{k_2}), \ldots, (r_{in}^{k_2}, \alpha_{in}^{k_2}) \) \( T \), respectively. Since experts provide their assessments in linguistic terms, therefore, the similarity between these experts’ opinions may also be expressed in linguistic term.

In view of this, similarity between the overall opinions of \( J_{k_1} \) and \( J_{k_2} \) against the alternatives can be calculated by the proposed linguistic similarity measure (2) of linguistic 2-tuples. Let \( sm_{k_1k_2} \) be the linguistic similarity between the opinions of the experts \( J_{k_1} \) and \( J_{k_2} \), which can be derived as follows:

\[
sm_{k_1k_2} = sim(r_{i1}^{k_1}, r_{i1}^{k_2}) = \Delta_{S^r}\left(\frac{1}{m} \sum_{i=1}^m \Delta^{-1}_S(sim(r_{i1}^{k_1}, r_{i1}^{k_2}), (r_{i1}^{k_1}, r_{i1}^{k_2}))\right)
\]  

(28)

The evaluation of the linguistic similarity between each pair of experts can be presented in the matrix form as follows:

\[
S = \begin{pmatrix}
J_1 & J_2 & \cdots & J_t \\
J_2 & sm_{11} & sm_{12} & \cdots & sm_{1t} \\
\vdots & \vdots & \ddots & \vdots \\
J_t & sm_{t1} & sm_{t2} & \cdots & sm_{tt}
\end{pmatrix}
\]

Step 3: Calculate the average linguistic similarity of each expert \( J_k \) \((k = 1, 2, \ldots, t) \) with the rest of the experts as follows:

\[
sm_k = \Delta_{S^r}\left(\frac{1}{t-1} \sum_{k_1=1 \atop k_1 \neq k}^t \Delta^{-1}_S(sm_{k_1k})\right)
\]  

(29)

Step 4: Determine the relative importance, i.e. the weight of the each expert \( J_k \) as follows:

\[
\lambda_k = \Delta_{S^r}\left(\frac{\Delta^{-1}_S(sm_k)}{\sum_{u=1}^t \Delta^{-1}_S(sm_u)}\right)
\]  

(30)

clearly, \( \lambda_k > 0 \) and \( \sum_{k=1}^t \lambda_k = 1 \).

Step 5: Finally, for each alternative \( X_i \)(\( i = 1, 2, \ldots, m \)), calculate the group overall rating \( \alpha_i = (r_i, \alpha_i) \)(\( i = 1, 2, \ldots, m \))
The attributes are as follows:

\[ \alpha_i = \frac{1}{1 - \sum_{j \in I'} w'_{j,i,k}} \left( \sum_{j \in I'} w'_{j,i,k} \delta_{ij} \right) \]

We also note that each attribute is dependent on only a subset of the attribute set. In this scenario, LW-2TLEBM (26) may be more intuitively handle the interrelationship pattern among the attributes and, therefore, to compute the alternatives’ overall performances, we will utilize (26) further.

We next present a real-life example to illustrate the proposed MADM technique.

VII. A PRACTICAL EXAMPLE

A U.S. based major bicycle manufacturer company is planning to expand their business in the Asian market due to high demand of their products in this region and possibility of further growth of the company. Currently, the company is facing difficulty to meet the overseas demand as company has only one production unit in U.S. Owing to the lower production cost in Asia and the potential of high growth, the management of company has decided to open a new production unit in Asia. After initial screening, the management of company has found four possible potential locations in four different Asian countries to set up their production unit. In order to identify the best suitable location, the management of company has formed a committee, which consists of three experts, J1, J2 and J3. Analyzing all possible factors, the management of company has found a set of seven attributes to evaluate the alternatives, i.e., the four locations X1, X2, X3 and X4. The attributes are as follows:

- A1: Market
- A2: Business climate
- A3: Labor Characteristic
- A4: Infrastructure
- A5: Availability of raw materials
- A6: Investment cost
- A7: Possibility for further expansion

The attributes are inter-related and interrelationship among them is presented in Fig. 4. From Fig. 4, we observe that all the attributes are dependent, i.e., there is no independent attributes. We also note that each attribute is dependent on only a subset of the attribute set. In this scenario, LW-2TLEBM (26) may be more intuitively handle the interrelationship pattern among the attributes and, therefore, to compute the alternatives’ overall performances, we will utilize (26) further.

As the information is highly uncertain, experts are unable to give their preferences in numerical values. They decide to provide their preferences by using 2-tuple linguistic information according to the following linguistic terms set:

\[ \mathcal{S} = \{ l_0 = \text{very low (VL)}, l_1 = \text{low (L)}, l_2 = \text{moderately low (ML)}, l_3 = \text{normal (N)}, l_4 = \text{moderately high (MH)}, l_5 = \text{high (H)}, l_6 = \text{very high (VH)} \} \]

The linguistic assessments of the four locations given by the experts with respect to all the attributes are presented in Tables III-V.

Experts also use the linguistic variables from the above linguistic term set, \( \mathcal{S} \) to assess the relative importance of the attributes. The weight vectors of the attributes provided by the experts are summarized in Table VI. Now, the proposed MAGDM method can be applied for the selection of the best location.

### Table III

<table>
<thead>
<tr>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>A4</th>
<th>A5</th>
<th>A6</th>
<th>A7</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>(l3, 0)</td>
<td>(l4, 0)</td>
<td>(l2, 0)</td>
<td>(l5, 0)</td>
<td>(l3, 0)</td>
<td>(l2, 0)</td>
</tr>
<tr>
<td>X2</td>
<td>(l1, 0)</td>
<td>(l5, 0)</td>
<td>(l4, 0)</td>
<td>(l4, 0)</td>
<td>(l2, 0)</td>
<td>(l3, 0)</td>
</tr>
<tr>
<td>X3</td>
<td>(l4, 0)</td>
<td>(l5, 0)</td>
<td>(l5, 0)</td>
<td>(l5, 0)</td>
<td>(l4, 0)</td>
<td>(l5, 0)</td>
</tr>
<tr>
<td>X4</td>
<td>(l5, 0)</td>
<td>(l4, 0)</td>
<td>(l3, 0)</td>
<td>(l3, 0)</td>
<td>(l4, 0)</td>
<td>(l5, 0)</td>
</tr>
</tbody>
</table>

### Table IV

<table>
<thead>
<tr>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>A4</th>
<th>A5</th>
<th>A6</th>
<th>A7</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>(l2, 0)</td>
<td>(l5, 0)</td>
<td>(l3, 0)</td>
<td>(l4, 0)</td>
<td>(l5, 0)</td>
<td>(l3, 0)</td>
</tr>
<tr>
<td>X2</td>
<td>(l2, 0)</td>
<td>(l4, 0)</td>
<td>(l5, 0)</td>
<td>(l2, 0)</td>
<td>(l1, 0)</td>
<td>(l2, 0)</td>
</tr>
<tr>
<td>X3</td>
<td>(l1, 0)</td>
<td>(l4, 0)</td>
<td>(l6, 0)</td>
<td>(l4, 0)</td>
<td>(l4, 0)</td>
<td>(l3, 0)</td>
</tr>
<tr>
<td>X4</td>
<td>(l4, 0)</td>
<td>(l5, 0)</td>
<td>(l3, 0)</td>
<td>(l4, 0)</td>
<td>(l5, 0)</td>
<td>(l6, 0)</td>
</tr>
</tbody>
</table>
Step 3: The average linguistic similarity of each expert is computed by (29) as given below.

\[ sm_1 = (s_6', -0.21), \quad sm_2 = (s_6', -0.22), \quad sm_3 = (s_6', -0.14). \]

Step 4: Experts’ weight vector is derived by using (30) as follows:

\[ \lambda^T = (0.3324, 0.3318, 0.3358) \]

Step 5: The group overall ratings of the alternatives are computed by using the weight vector of the experts (obtained in Step 4), and (31) as follows:

\[
\begin{align*}
(r_1, \alpha_1) &= (l_3, 0.17),
(r_2, \alpha_2) &= (l_4, 0.06),
(r_3, \alpha_3) &= (l_4, -0.29), \quad (r_4, \alpha_4) = (l_4, -0.30)
\end{align*}
\]

Step 6: According to the overall rating values, the ranking order of the alternatives is \( X_3 > X_1 > X_2 > X_4 \). Hence, the best suitable location to set up new production unit is \( X_3 \).

There are some important observations in the results of the above problem depending on the values of the parameters \( p \) and \( q \) which we would like to present below:

In the above computation we have taken the values of the parameters \( p \) and \( q \) as one. But if we take \( p = 1 \) and \( q = 3 \) then we obtain the group overall ratings against the alternatives as follows:

\[
\begin{align*}
(r_1, \alpha_1) &= (l_3, 0.13),
(r_2, \alpha_2) &= (l_3, 0.14),
(r_3, \alpha_3) &= (l_4, -0.19), \quad (r_4, \alpha_4) = (l_4, -0.23).
\end{align*}
\]

The new evaluation produces a new ranking order of the alternatives as: \( X_4 > X_3 > X_2 > X_1 \). Hence, \( X_4 \) is the most desirable alternative. This ranking result is slightly different from the ranking order of the alternatives obtained by taking the parameters \( p = q = 1 \). That is, the ranking order of the pairs \( X_3 \) and \( X_4 \), and \( X_2 \) and \( X_1 \) are reversed. Hence, the ranking result may be different for different values of \( p \) and \( q \).

In general, \( p \) and \( q \) can take any values between zero to infinity.

In the above example, the alternatives’ group overall ratings are changing with respect to different values of the parameters \( p \) and \( q \) in between zero to infinity, and the results are depicted in Fig. 5. From aforementioned example and figures, we observe that the values obtained by LW-2TLEBM also depend on the values of the parameters \( p \) and \( q \).

A. Comparison of performances with the others existing aggregation operators

To further illustrate the applicability of the proposed operator, we solve the above location selection problem by using five existing linguistic aggregation operators: weighted 2-tuple linguistic arithmetic mean (W2TLAM) operator, weighted 2-tuple linguistic geometric mean (W2TLGM) operator, weighted 2-tuple linguistic harmonic mean (W2TLHM) operator, 2-tuple linguistic weighted power arithmetic mean (2TLWPAM) and weighted 2-tuple linguistic Bonferroni mean (W2TLBM).

---

TABLE V

<table>
<thead>
<tr>
<th>A₁</th>
<th>A₂</th>
<th>A₃</th>
<th>A₄</th>
<th>A₅</th>
<th>A₆</th>
<th>A₇</th>
</tr>
</thead>
<tbody>
<tr>
<td>X₁</td>
<td>(l₄, 0)</td>
<td>(l₅, 0)</td>
<td>(l₂, 0)</td>
<td>(l₅, 0)</td>
<td>(l₄, 0)</td>
<td>(l₂, 0)</td>
</tr>
<tr>
<td>X₂</td>
<td>(l₃, 0)</td>
<td>(l₅, 0)</td>
<td>(l₄, 0)</td>
<td>(l₃, 0)</td>
<td>(l₂, 0)</td>
<td>(l₄, 0)</td>
</tr>
<tr>
<td>X₃</td>
<td>(l₄, 0)</td>
<td>(l₅, 0)</td>
<td>(l₂, 0)</td>
<td>(l₄, 0)</td>
<td>(l₅, 0)</td>
<td>(l₁, 0)</td>
</tr>
<tr>
<td>X₄</td>
<td>(l₄, 0)</td>
<td>(l₅, 0)</td>
<td>(l₄, 0)</td>
<td>(l₃, 0)</td>
<td>(l₅, 0)</td>
<td>(l₁, 0)</td>
</tr>
</tbody>
</table>

TABLE VI

<table>
<thead>
<tr>
<th>A₁</th>
<th>A₂</th>
<th>A₃</th>
<th>A₄</th>
<th>A₅</th>
<th>A₆</th>
<th>A₇</th>
</tr>
</thead>
<tbody>
<tr>
<td>W₁</td>
<td>(l₄, 0)</td>
<td>(l₅, 0)</td>
<td>(l₄, 0)</td>
<td>(l₅, 0)</td>
<td>(l₄, 0)</td>
<td>(l₅, 0)</td>
</tr>
<tr>
<td>W₂</td>
<td>(l₃, -0.5)</td>
<td>(l₅, -0.5)</td>
<td>(l₄, 0)</td>
<td>(l₄, -0.3)</td>
<td>(l₅, 0)</td>
<td>(l₄, 0)</td>
</tr>
<tr>
<td>W₃</td>
<td>(l₄, 0)</td>
<td>(l₄, 0)</td>
<td>(l₄, 0)</td>
<td>(l₅, 0)</td>
<td>(l₅, 0)</td>
<td>(l₅, 0)</td>
</tr>
</tbody>
</table>

TABLE VII

<table>
<thead>
<tr>
<th>J₁</th>
<th>J₂</th>
<th>J₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>X₁</td>
<td>(l₃, 0.18)</td>
<td>(l₃, 0.11)</td>
</tr>
<tr>
<td>X₂</td>
<td>(l₃, -0.30)</td>
<td>(l₃, 0.15)</td>
</tr>
<tr>
<td>X₃</td>
<td>(l₄, -0.41)</td>
<td>(l₄, -0.24)</td>
</tr>
<tr>
<td>X₄</td>
<td>(l₄, -0.45)</td>
<td>(l₄, -0.06)</td>
</tr>
</tbody>
</table>

TABLE VIII

<table>
<thead>
<tr>
<th>J₁</th>
<th>J₂</th>
<th>J₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>J₁</td>
<td>(s₆', 0)</td>
<td>(s₆', -0.28)</td>
</tr>
<tr>
<td>J₂</td>
<td>(s₆', -0.28)</td>
<td>(s₆', 0)</td>
</tr>
<tr>
<td>J₃</td>
<td>(s₆', -0.14)</td>
<td>(s₆', -0.16)</td>
</tr>
</tbody>
</table>
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In order to compare performance of W2TLEBM with the aforementioned aggregation operators, we compute alternatives’ overall performances from each expert’s decision matrix $D_k$ by using these aggregation operators and following the same steps as in the proposed decision making process, alternatives’ group overall performances are calculated. The result of each case is summarized in the Table IX. Based on the alternatives’ group overall performances, ranking order of the alternatives in each case are presented in Table X.

It is clear from the Table IX that the ranking orders of the alternatives obtained by these existing operators are significantly different from the ranking result obtained by using W2TLEBM operator. W2TLEBM operator identifies $X_3$ as the most desirable location to set up the production plant whereas other aggregation operators choose $X_4$ as the best location. The main reason behind the significant differences in the ranking order is that the W2TLEBM operator can model the exact relationships among the attributes while in other aggregation techniques there is no such scope of modeling this kind of interrelationship among the aggregated arguments.

VIII. Conclusion

In this paper, we have proposed an aggregation operator which we refer to as the EBM. The proposed operator is able to more intuitively handle interrelationship pattern among the attributes. Semantically, EBM can model heterogeneous connections among the attributes where BM captures homogeneous relationships among the attributes. Furthermore, we have examined that for a certain input set, the aggregated values, computed by EBM, varies depending on the interrelationship pattern of the input arguments. We have discussed variety of special cases of EBM operator. Moreover, EBM operator satisfies the properties of mean-type aggregation operator, such as, idempotency, monotonicity, boundedness. Further to deal with linguistic information, we have extended it to 2-tuple linguistic environment and proposed 2-tuple linguistic extended Bonferroni mean (2TLEBM) operator. The desirable properties of 2TLEBM have been studied in details. Taking different values of the parameters $p$ and $q$, we have shown that 2-tuple linguistic arithmetic mean and geometric mean are special cases of 2TLEBM. Based on the weighted form of 2TLEBM and linguistic similarity measure, a technique for solving MAGDM problems has been developed. Finally by the help of site selection problem, we have shown that W2TLEBM is capable to capture the specific interrelationships among the attributes while other existing linguistic aggregation operators including BM fail to reflect the exact interrelationship among the attributes.

The main advantages of the proposed MAGDM technique can be pointed out as follows: (1) by taking conjunction of satisfaction of only inter-related attributes, the proposed linguistic EBM operator, not only can model the heterogeneous connection among attributes, but also can avoid the effect of conjunction of unrelated attributes during the aggregation of the alternatives’ performances under different attributes; (2) by interpreting similarity between 2-tuple linguistic information using linguistic terms, the proposed similarity measure helps the experts to understand it more intuitively than numerical value representation (3) linguistic weights of the attributes help the experts to express their uncertainty in weight information more comfortably.

In further research, other type of interrelationship among the attributes and its reflection in aggregation process needs to be explored by introducing new types of aggregation operators.
From (23), we have

\[
\begin{align*}
2\text{TLEBM}^{p,0}((g_1, \alpha_1), (g_2, \alpha_2), \ldots, (g_n, \alpha_n)) &= \Delta \left( \frac{n - \text{card}(I')}{{n}} \right) \\
& \quad + \frac{1}{{n}} \sum_{i \in I'} \beta^p_i \left( \frac{1}{{\text{card}(I_i)}} \right) \\
& \quad + \frac{1}{{n}} \sum_{j \in I} \beta^g_j \left( \frac{1}{{\text{card}(I_j)}} \right) \\
& = \Delta \left( \frac{1}{{n}} \sum_{i \in I'} \beta^p_i \right) + \frac{1}{{n}} \sum_{i \in I'} \beta^g_i \\
& = \Delta \left( \frac{n}{n} \sum_{i=1}^n \beta^g_i \right)
\end{align*}
\]

**APPENDIX B**

DEDUCTION OF 2TLEBM FROM W2TLEBM

From (23), we have

\[
\begin{align*}
W\text{TLEBM}^{p,q}((g_1, \alpha_1), (g_2, \alpha_2), \ldots, (g_n, \alpha_n)) &= \Delta \left( \frac{n - \text{card}(I')}{{n}} \right) \\
& \quad + \frac{1}{{n}} \sum_{i \in I'} \beta^p_i \left( \frac{1}{{\text{card}(I_i)}} \right) \\
& \quad + \frac{1}{{n}} \sum_{j \in I} \beta^q_j \left( \frac{1}{{\text{card}(I_j)}} \right) \\
& = \Delta \left( \frac{1}{{n}} \sum_{i \in I'} \beta^p_i \right) + \frac{1}{{n}} \sum_{i \in I'} \beta^q_i \\
& = \Delta \left( \frac{n}{n} \sum_{i=1}^n \beta^q_i \right)
\end{align*}
\]

**APPENDIX C**

DEDUCTION OF WEIGHTED 2-TUPLE LINGUISTIC ARITHMETIC FROM W2TLEBM

From (23), we obtain

\[
\begin{align*}
W\text{TLEBM}^{1,0}((g_1, \alpha_1), (g_2, \alpha_2), \ldots, (g_n, \alpha_n)) &= \Delta \left( \frac{n - \text{card}(I')}{{n}} \right) \\
& \quad + \frac{1}{{n}} \sum_{i \in I'} \frac{w_i}{\text{card}(I_i)} \sum_{j \in I} w_j \beta^\alpha_j \\
& \quad + \frac{1}{{n}} \sum_{j \in I} w_j \left( \frac{1}{{\text{card}(I_j)}} \right) \\
& = \Delta \left( \sum_{i \in I'} \frac{w_i}{\text{card}(I_i)} \right) + \frac{1}{{n}} \sum_{i \in I'} w_i \beta^\alpha_i \\
& = \Delta \left( \frac{n}{n} \sum_{i=1}^n \beta^\alpha_i \right)
\end{align*}
\]
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