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Abstract—In this paper, we present a system for detection and tracking of tubular molecules in images. The automatic detection and characterization of the shape, location, and motion of these molecules can enable new laboratory protocols in several scientific disciplines. The uniqueness of the proposed system is twofold: At the macro level, the novelty of the system lies in the integration of object localization and tracking using geometric properties; at the micro level, in the use of high and low level constraints to model the detection and tracking subsystem. The underlying philosophy for object detection is to extract perceptually significant features from the pixel level image, and then use these high level cues to refine the precise boundaries. In the case of tubular molecules, the perceptually significant features are antiparallel line segments or, equivalently, their axis of symmetries. The axis of symmetry infers a coarse description of the object in terms of a bounding polygon. The polygon then provides the necessary boundary condition for the refinement process, which is based on dynamic programming. For tracking the object in a time sequence of images, the refined contour is then projected onto each consecutive frame.

I. INTRODUCTION

Object detection and tracking has been a major area of research in the computer vision community. Typical applications include target tracking, autonomous navigation, process control, and scientific data analysis. In this paper, we focus on a specific tracking problem for scientific applications. The main thrust in such scientific applications is either to gain new insights about the behavior of an object or to establish and verify certain hypotheses [16], [5]. We constrain our domain to objects that are elongated, maintain parallel symmetries, and are terminated at both ends. In this paper, we illustrate the performance of our approach through an implementation that detects and tracks DNA molecules (a class of tubular objects) obtained through epi-fluorescence microscopy [4].

An epi-fluorescent microscope is a typical scientific imaging device that operates at the extreme limits of the optical system and at the photo-conversion limits of the receptor system [16], [5], [4]. The main novelty of our system lies in its use of high level geometric features for object detection and the subsequent use of this information in the localization of individual molecules, followed by the reuse of this information for tracking. High level constructs are extracted from incomplete low level information, and then used to refine and complete the low level results. In the application domain, the high level constructs, or the most perceptually significant features, are ribbon-like structures defined by a collection of substructures called U-shapes and antiparallel segments. These isolated segments are grouped with respect to the object model where a coarse description of the molecule is obtained in terms of a bounding polygon. This global representation is then refined using local pixel activities. The refinement is achieved through dynamic programming that ensures global optimality. The refined contour is then projected and updated in every consecutive frame. In this context, the detection is only performed in the first frame as an initialization scheme. Furthermore, to facilitate subsequent quantitative analysis, the refined contour is represented by its axis of symmetry. This representation is then used to study the motion and mechanical properties of the mole cules. The general architecture of this system is shown in Fig. 1, and consists of detection, tracking, and shape representation subsystems. In the next section, we briefly review the relevant work in the area, and point out to the similarities as well as unique aspects of our system with respect to previous work. Then, in Sections III and IV, we outline the details of the detection and tracking subsystems and provide examples to demonstrate their performance on real data. Finally, we conclude our paper in Section V by discussing the strengths and weaknesses of our approach.

Fig. 1. System architecture: The detection is performed only in the first frame to localize the approximate boundaries of individual molecules.

II. PAST WORK

Most of the previous papers in the vision literature aim at either detection or tracking of objects of interest in the scene. However, very little attention has been given to combining these techniques for real world applications. From this perspective, several papers have dealt with detection of ribbons [8], generalized cones [3], and more recently, generalized tube model [7]. A brief review follows.

Huertas et al. [8] developed a system to detect runways in aerial images. They used a hypothesis-and-verification strategy to achieve their goal. The initial hypotheses are obtained by detecting peaks in the histogram of edge orientation images. The underlying idea is that such man-made objects will have a global orientation. Local hypothesis formation is initiated by detecting antiparallel segments from low level edge information. These isolated antiparallel segments, referred to as apars, are then joined based on their continuity, collinearity, and consistency with global orientation and certain knowledge about airport engineering. Brooks [3] developed a system called ACRONYM, which has been influential in several vision systems. A typical application of this system is to identify airplanes in aerial images of airfields. In this system, objects are modeled as subpart hierarchies in terms of generalized cones (which are two dimensional...
shapes, and consist of a cross section swept across a spine). More recently, Huang and Stockman [7] introduced the generalized tube model, where the tube model is locally similar to GC. Their tube model combines contour- and shading-based techniques in a unique fashion. The contour information is used to hypothesize local tubes that are verified by matching their shading properties with dynamically generated optimal filters. The recognition step then sweeps across locally verified tubes using a best fit constraint.

In the context of tracking, most of the previous work is based on a variation of the Snake model [9]. This model assumes that an initial contour, defined interactively, is placed near the desired boundaries by means of a closed polygon or spline. This initial contour is then refined using a cost function that integrates internal and external energies, i.e.,

$$E_{snake} = \alpha E_{external} + \beta E_{internal}$$

where the external energy is measured by image forces such as gradients or zero crossings, and the internal energy is measured by the amount that the contour is being stretched or bent. Several refinement strategies based on relaxation [17], variational calculus [9], [10], and dynamic programming [2] have been proposed. The relaxation technique optimizes a local cost function, whereas the other two aim at global optimization of the cost function. There are some numerical anomalies in the variational approach that can be side-stepped by the other two techniques. Recent approaches to tracking of non-rigid objects [13], [14], [11], [1] assume that the object motion is not totally unstructured and can be modeled based on the physical properties of the object. However, in our particular application domain, i.e., tracking of molecules, such parameters as mass, damping and stiffness are not always known in advance. Furthermore, these parameters are also affected by the medium in which the molecules are being studied, i.e., viscosity of the fluid and the strength of the external stimulus.

Our system operates on the 2D flat world, and in some ways has been influenced by the work of Brooks [3] and Huertas et al. [8]. Its similarity to ACRONYM is in the use of an object model to drive the search process. And its commonality with Huertas’s work is in the use of high level features for grouping. Still, our formulation for the particular application is unique in terms of the consistent labeling of the high level features. Yet, because of the fluorescent nature of our imaging modality, the shading information cannot be used effectively as it has been in [7]. The detection phase of our system provides a coarse approximation, in terms of a bounding polygon, for each molecule. The facts that this description is very close to the actual boundary of the molecule, and that the motion of each molecule between consecutive frames is only several pixels, have enabled us to design a simple tracking mechanism that significantly limits the scope of search during refinement. Furthermore, our cost function is simpler than traditional Snake model; it does not rely on the rectangular tessellation of the pixel layout to compute the corresponding energy function, and it eliminates the scaling parameters for the internal and external forces.

### III. DETECTION SUBSYSTEM

In this section we summarize different components of the detection process as shown in Fig. 1, and we present intermediate results for each important step of the process. The edge detection is based on Canny’s approach [6], which is inherently a gradient operator. The resulting edges are linked, curve segments are extracted, and polygon representation of these curve segments are obtained. The edge gradient and directions are computed at a coarse and fine scale. The coarse scale information is used in the detection phase for better noise immunity, and the fine scale information is used in the tracking phase for better localization. In general, due to noise and variation in contrast, the edge detection technique produces broken and undesirable curve segments. The objective is to group these curve segments such that the individual objects can be extracted from background. This is accomplished by representing curve segments by richer representations which are referred to as “ribbons” in the computer vision literature. A ribbon is a polygon formed by a set of antiparallel segments or U-shapes. These local ribbons correspond to local symmetries that provide the foundation for grouping them into a larger structure based on a suitable object model. The ribbon representation is difficult to compute, but it simplifies the process of high level reasoning.

#### A. Local Symmetries

Local symmetries are identified from either U-shapes or antiparallel segments. U-shapes correspond to the ends of a molecule or points of maximum curvature, and antiparallel segments correspond to the main body of the molecule.

An antiparallel line is a pair of parallel line segments with opposite directions that can be projected onto one another. This construct is sometime referred to as an “aps” in the literature [8]. There are two types of antiparallel lines in our system. These are the antiparallel lines formed by line segments that belong to the same curve segment, and the antiparallel lines that are formed by the line segments from different curve segments. The reason for this partitioning is that antiparallels formed by the same curve segment also infer a U-shape. If the antiparallel segments occur between different pieces of the same curve segments then the search process (for antiparallel) is initiated from the position of the U-shape. On the other hand, if an antiparallel segment occurs between different curve segments, then they can only be discovered by scanning normal to a line segment and forming a correspondence histogram as suggested in [8].

#### B. Grouping

We express the grouping problem as a function of three entities:

$$DNA = \text{Group}(\text{features}, \text{object model}, \text{geometric constraints})$$

In this formulation, features correspond to nodes with labels, some attributes where a label can be either a U-shape or antiparallel, and the attributes that encode its invariant geometric measures. The object model represents the relationship between the nodes of an idealized DNA model as described by U-shapes and antiparallels. The geometric constraints encode the rules by which the nodes can be linked together. The goal of the grouping is to connect high level features, represented as nodes of a disconnected graph, in such a way that labeling of these nodes remains consistent with respect to the object model subject to the geometric constraints. In this approach, the grouping function is self-correcting since a single node might be mislabeled due to various perturbations in the lower level processes, and errors can be corrected as the grouping process continues. We now provide a summary description of the object model, geometric constraints, and the grouping strategy to link a disconnected graph in a coherent fashion. More details can be found in [12].

#### B.1. A Model for Tubular Molecules

The object model is based on our a priori knowledge about the occurrence of objects in an image that may include shape, texture and context. A tubular molecule is distinguished by its symmetric-elongated shape with the following features:

1. every DNA has two U-shapes, one at each end;
2. there are antiparallel lines between these two U-shapes;
3. the variation in the width of a DNA is small; and
4. if we represent the U-shapes and antiparallels as nodes, and the
relationships between them as a link, then the links must be consistent.
We refer to this as "link consistency". We represent the relationship between the nodes of a DNA object as a graph as shown in Fig. 2.

B.2. Geometric constraints
The goal of the grouping process is to connect high level features in such a way that labeling of these features remains consistent with the geometric constraints of the object model. These geometric constraints can be described as:

1) **Multiple-overlapping ribbons cannot be formed by the same line segments:**
   This constraint is implied by the DNA model, and is used to filter out irrelevant high level features and reduce the search space.

2) **Ribbons share a common curve segment:**
   Ribbons that are formed by the same curve segment are likely to belong to the same object; and hence, they can be included in the same group.

3) **Ribbons are collinear with each other:**
   Object boundaries can be broken due to noise or other inadequacies of the low-level processes. Even after joining them on the basis of continuity, fragmentation may persist. However, as indicated by the DNA model, fragmented ribbons of a linear DNA (as opposed to a curved one) should still be collinear, i.e., they are mutually supportive and can be grouped together.

4) **Ribbons have uniform width:**
   In general, the variation in the width of a DNA is small. If a particular symmetry has a width that is significantly different from other ribbons, then we conclude that it is not in the same group.

These geometric constraints, together with the object model and high level features, establish the basis for the grouping process.

B.3. Geometric Grouping
This step of the computational process attempts to assign a tag (unique ID) to each DNA object. This is accomplished by utilizing the geometric constraints in a stepwise fashion. However, the labeling consistency constraint defined by the model may not be guaranteed in this process. Hence, a set of verification steps are required to ensure the labeling consistency.

1) **U-shape consistency verification:**
   Every DNA has only two U-shapes and these are located at its ends. If a set of curve segments form more than two U-shapes, then some of these U-shapes must be erroneous. We distinguish these false U-shapes by a width property that is inconsistent with the width of other U-shapes.

2) **Linking consistency checking:**
   The two U-shapes must be connected by antiparallel lines. We call this the "link consistency constraint," which is used to remove false U-shapes that are generated by erroneous linking of edgels obtained from the Canny edge operator.

The grouping strategy is very similar to [8], and more details can be found in our earlier paper [12].

C. Example
We illustrate the result of our system on an image that is noisy and has a hot spot in its lower center of Fig. 3. In this example, the first image corresponds to edges and local symmetries; the second image corresponds to global symmetries; and the third image represents the inferred polygons. Note that for the curved molecule, there is no local symmetry where the molecule bends. In this case, a local symmetry is inferred to maintain continuity.

![Fig. 2. The model for a tubular molecule.](image)

![Fig. 3. (a) Edges and local symmetries for multiple molecules; (b) global symmetries; and (c) inferred polygons.](image)

IV. TRACKING SUBSYSTEM
The detection subsystem provides the initial contours in the form of bounding polygons for the first frame. This initial contour is then refined in the first frame, and projected onto the next frame so that tracking takes place. In this context, detection of tubular molecules occurs only in the first frame for the purpose of initialization, as shown in Fig. 1. The contour refinement algorithm uses a cost function that is optimized by using dynamic programming. The cost function encodes the desirable properties of the refined contour in terms of high and low level feature activities. The low level features refer to pixel level information, such as local edge magnitude and direction. In our system the high level constraints, derived from the bounding polygon, affect the contour refinement in two ways. The first is a geometric constraint, discussed later; the second limits the scope of the search. This is accomplished by smoothing the initial polygon with a Gaussian kernel and bounding the refined contour to lie in a small neighborhood as defined by the normal lines to the smooth curve. The rationale for Gaussian smoothing is that the

1. In our system, the functionalities of refinement and tracking are both achieved with this algorithm.
bounded polygon, as shown in Fig. 3, is not smooth and the normal lines may not intersect the actual boundary of molecules. However, by smoothing the bounding polygon, the normal lines scan the molecule along its real boundary smoothly. The relationships between the smooth bounding polygon, normal lines, and the refined contours are shown in Fig. 4.

Conceptually, each point on the refined contour should have high gradient and good continuity with both the low and high level features. This is reflected in the cost function in terms of making a decision for a particular path. The cost function indicates the accumulation of decisions to link two points from two consecutive normal line segments as shown in Fig. 5.

We formulate the cost function in such a way that the gradient is maximum, directional differences are small and the deviation for a particular path from the bounding polygon (high level constraint) is also small. In other words, the desired path should maximize the following cost function:

$$\text{MAX}_{i,j} \sum_{k} \sum_{l} \frac{1}{w_{ij}} e^{-s(\eta_{ij})} \cos(\theta_{ij})$$

Where $k$ is the length of the contour, $i$ and $j$ are the pixel locations on normal line to the smooth polygon, and $s$ is a parameter that controls the amount of deviation from the high level contour (it is set to "2" in our program). This formulation indicates that:

1) when $\gamma \approx \pi$, the local cost function goes to zero, i.e., the local edge direction has an opposite direction to the direction of the smooth curve from the high level constraints,

2) if $\theta_{ij} > \frac{\pi}{4}$, then the local cost will be negative and this particular subpath will be inhibitive in the search process, and

3) by expressing the cost function as a product of internal and external energies, as opposed to the sum in (1), we have eliminated scaling coefficients that are used in the Snake formulation.

The above cost function is optimized with the dynamic programming principle [15], [2], [12].

Let:

1) $g_{i}$ be the gradient magnitude for a point $p_{i}$ on line $L_{i},$

2) $\theta_{i}$ be the local edge direction at location $p_{i}$. We define the local edge direction as the direction that is normal to the direction of maximum rate of change of the local gradient,

3) $\Delta \theta_{i}$ be the difference between the direction of gradient for points $p_{i}$ and $p_{i}$

4) $\gamma_{i}$ be the angular difference between local edge direction and local direction of high level constraint. This is obtained by representing a local segment of the high level constraint, expressed by the smooth polygon, as a vector, and imposing that this vector should be codirectional with the local edge direction along the corresponding normal line,

5) $\eta_{i}$ be the angle between the local edge direction at point $p_{i}$ and the vector connecting point $p_{i}$ to $p_{j}$,

6) $w_{ij}$ be the distance between points $p_{i}$ and $p_{j}$ located on two consecutive normal line segments, and

7) $\alpha_{ij}$ be the directional deviation between two consecutive points defined as $\text{MAX}(\Delta \theta_{ij}, \eta_{ij}).$

A. Examples

Two examples are given in this section. The first one shows the result of tracking of a single molecule over 140 frames. This molecule is unhooking at a pivot point and its mechanical properties are of significant interest to structural biologists. Six frames of this sequence are shown in Fig. 6. Note that the curved molecule stretches, and eventually becomes linear under electric field forces. The second example, in Fig. 7, shows tracking of several molecules over four frames.
frames of a video sequence, where each of these frames are roughly 120ms apart in time. These molecules are deformed as they are perturbed by an electric field. Note that some of the molecules lie very near each other, yet the tracking subsystem continues to track them without any interference.

V. CONCLUSION

In this paper, we have shown a system for the detection and tracking of tubular molecules. We now summarize the limitations in the performance of our system, with special emphasis on the tracking algorithm.

The most crucial parameters in the detection subsystem are the thresholds that are used prior to thinning in the Canny edge detector. If these thresholds\(^3\) are set too high, then the result will have many missing edges that could lead to fragmentation in the grouping process. In other words, we assume that the local symmetries are correctly computed. In this sense, the system is unable to probe the image further and infer additional missing local symmetries. In our application domain, we have certain knowledge about the image history and the parameters associated with the imaging modality. This knowledge is used to set the corresponding parameters in the Canny edge detection for desirable performance. We have performed sensitivity analysis on these parameters by as much as 30%; no changes in the grouping have been observed.

The results of the tracking subsystem were shown on several hundred frames in the previous section on a single molecule and with multiple molecules. The technique assumes that the lines normal to the smooth polygon intersect the actual boundary of the molecule. If the object deforms rapidly, then the tracking subsystem will not compute the correct boundary along the length of the molecule. From a qualitative perspective, the refinement process has a tendency to round sharp corners. Nevertheless, this is a characteristic of most snake-based techniques since they impose some form of the smoothness constraints on the results. From a quantitative perspective, we have tested the performance of the refinement algorithm under controlled environment with ground-truth information. This is accomplished by creating a synthetic thin bar image (a suitable model for a tubular molecule), adding Gaussian noise at different standard deviation, and measuring the error in the refinement. This is shown in Fig. 8. The refinement error is measured as a function of total angular changes along the contour. We represent each pair of adjacent points as a vector, and then accumulate the angle between adjacent vectors over the entire contour. This sum should be equal to \(2\pi\), and any deviation from it specifies the refinement error in radians.\(^4\) In Fig. 8, we manually created an initial bounding polygon on the image and then used the prescribed algorithm for refinement. The error in the refinement is correlated with noise, and it is mainly due to abrupt changes in the value of edge gradient. In the second experiment, we created 10 different initial contours, and measured the mean and standard deviation in the refinement algorithm as a function of the noise. The results are tabulated in the following table.

<table>
<thead>
<tr>
<th>S.D. of the noise in the image</th>
<th>10</th>
<th>25</th>
<th>47</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean of the refinement error</td>
<td>1.2</td>
<td>5.7</td>
<td>13.5</td>
<td>22.5</td>
</tr>
<tr>
<td>S.D. of the refinement error</td>
<td>5</td>
<td>2.5</td>
<td>15.6</td>
<td>20</td>
</tr>
</tbody>
</table>

The analysis reveals the effect of noise on the refined contour in terms of mean and standard deviation. It is clear that as the amount of noise is increased, the position of the refined contour becomes more unpredictable as a function of the placement of the initial contour. This was an expected result, which has been quantified in our studies.

\(\text{Canny uses soft thresholding by means of a high and low threshold.}\)

\(\text{\footnotesize\(4\) We also looked at measuring the proximity of the points on the contour to their ideal position. However, we believe that the angular difference encodes error more effectively, since the length of the contour remains approximately the same.}\)
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Finding Waldo, or Focus of Attention
Using Local Color Information

François Ennesser and Gérard Medioni

Abstract—We present a method to locate an "object" in a color image, or more precisely, to select a set of likely locations for the object. The model is assumed to be of known color distribution, which permits the use color-space processing. A new method is presented, which exploits more information than the previous Backprojection Algorithm of Swain and Ballard at a competitive complexity. Precisely, the new algorithm is based on matching local histograms with the model, instead of directly replacing pixels with a confidence that they belong to the object. We prove that a simple version of this algorithm degenerates into Backprojection in the worst case. In addition, we show how to estimate the scale of the model.

Results are shown on pictures digitized from the famous "Where is Waldo" books. Issues concerning the optimal choice of a color space and its quantization are carefully considered and studied in this application. We also propose to use co-occurrence histograms to deal with cases where important color variations can be expected.

Index Terms—Object recognition, focus of attention, color images, color quantization, color histograms.

I. INTRODUCTION

Many known algorithms are able to locate an object in a complex scene (see [6] for a recent overview). However, most of them require expensive processing of the entire scene (see, for example, [4]). Such algorithms do not solve the focus of attention problem, where the only place of interest to the observer lies around the object itself, allowing the greatest part of the scene to be quickly discarded.

To address the focus of attention problem, new indexing algorithms have been proposed that allow for much faster processing, assuming that the object of interest has a known color distribution (see [1]).

The original Backprojection algorithm of Swain and Ballard [1], analyzed in Section II, performs a point-by-point processing, relying only on statistical information relative to the entire scene. Since its performance depends on the color space used and its quantization, these issues are treated in detail. In Section III, we present an algorithm that exploits more information than backprojection at a competitive cost by directly matching local sub-images with the model. Since this new method still appears to be sensitive to color variations, we address this issue in Section IV.

The reliability of the new method is demonstrated by extensive testing performed on three Waldo pictures (see Fig. 1. a-c): the Beach, Castle Siege, and Pirates images. These images were obtained by scanning the printed copy of the book "Where is Waldo: The Magnificent Poster Book" by Martin Hanford (with permission), on an Optometrics scanner, using three different color filters, and a scanning spot size of 400µ on the 20cm x 20cm portion of the beach image and 200µ on the 10cm x 10cm portions of the other pictures. This process is guaranteed to introduce a significant amount of half-tone noise to the images. Furthermore, these images are specifically designed to fool the observer by "hiding" the target, offering instead many lures and significant occlusion. The model was a 32 x 80 image extracted from the Beach picture, digitized with a pixel size of 100µ (see Fig. 1. d). Satisfactory results were also obtained on digitized video images, despite variations in scale and lighting conditions.
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