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Abstract

Image processing tasks have traditionally involved the use of square operators on regular rectangular image lattices. For many years the concept of using hexagonal pixels for image capture has been investigated, and several advantages of such an approach have been highlighted. Therefore, we present a design procedure for hexagonal gradient operators, developed within the finite element framework, for use on hexagonal pixel based images. In order to evaluate the approach we generate pseudo hexagonal images via resizing and resampling which also allows us to present results visually without the use of hexagonal lattice capture or display hardware. We provide comparative results with existing gradient operators, both rectangular and hexagonal.

1. Introduction

Conventionally, images are digitised and stored as a rectangular array of values. The image is sampled at each point on a two dimensional grid storing intensity and implicit location information for each sample. The rectangular grid is by far the most dominant of any grid structure in image processing although the hexagonal structured pixel grid is considered to be superior to the rectangular grid system in many respects, including greater angular resolution [8]. Use of hexagonal grids to represent digital images has been studied for more than 40 years [8, 17, 20], with recent improvements in charged coupled device (CCD) technology making hexagonal sampling attractive for practical applications and development of new interests in this area [10]. However, only recently have attempts been made to apply processing techniques directly to hexagonal images [10].

In machine vision, feature detection is often used to extract salient information from images. Image content often represents curved structures, which increase the complexity of the information being processed. With the use of most well known existing operators on a conventional rectangular lattice, limitations occur when detecting edges, most commonly due to methods on rectangular structures processing images principally in the horizontal and vertical directions. Potentially image information is excluded or lost due to failure to represent curves accurately [17]. One method to improve the treatment of curves objects is the use of compass operators to rotate feature detection masks to successfully detect diagonal edges [13]. Another approach would be to increase the image resolution if possible [11]. This does help to balance the loss of information, but the increase in image resolution generally leads to an increase in computational cost. To overcome this problem, an alternative sampling lattice, i.e. hexagonal, can be introduced.

There are a number of reasons why hexagonally structured images are considered beneficial. One of the major advantages is the consistency available in terms of neighbouring pixel distances when tiling an image plane. In a rectangular grid, the distance $d$ between neighbouring pixel centres depends on whether the neighbour is vertically/horizontally adjacent, (with $d=1$), or diagonally adjacent (with $d=\sqrt{2}$) as illustrated in Figure 1(a).

(a) Square lattice
(b) Hexagonal lattice

Figure 1. Pixel Lattices

In a hexagonal lattice, the distances between all neighbouring pixels are equal, i.e., $d=1$ in all cases, as shown in Figure 1(b). This creates a condition that will facilitate the implementation of circular symmetric kernels that is associated with an increase in accuracy when detecting edges, both straight and curved [2]. The accuracy of circular and near circular image processing operators has been demonstrated in [5, 6].

On a rectangular grid there are two possibilities that constitute a neighbourhood: the 4-neighbourhood structure, with horizontal and vertical neighbouring pixels only; or the 8-neighbourhood structure, which additionally uses the four diagonal pixels. On a hexagonal grid, neighbourhoods are simplified by consistently having six pixels in a neighbourhood, all equidistant from the centre pixel and sharing one edge and two corners with each adjacent pixel. Hexagonally shaped pixels are also advantageous as they utilize the
oblique effect in human vision [11]. A human viewing an image will be less sensitive to edges in diagonal directions compared with edges vertical and horizontal directions [10].

Sampling on a hexagonal grid has proven to achieve greater efficiency than on a square lattice and to incur less aliasing [9]. Vitulli [18] concluded that the sampling efficiency of hexagonal sampling exceeds that of square sampling, as approximately 13% less pixels are needed to obtain the same performance as obtained using square sampling. With 13% fewer pixels needed to represent a hexagonal image with the same information, less storage in memory will be needed for the image data, and hence less potentially computational time to process the image.

In recent work Coleman et al. [5] have focussed on the design and implementation of scalable and adaptive derivative operators through the use of a finite element framework, with results proving successful compared with well-known intensity image feature detection operators [4, 14]. In addition, the framework has also been used to design and implement novel near circular derivative operators [5, 15] that have been shown to improve edge orientation angular error. This paper builds on this finite element framework to facilitate hexagonally structured images. We present a gradient operator, developed using the finite element framework, for use directly on hexagonal grids. In order to obtain hexagonal pixel based images, regular rectangular images must be resampled to a hexagonal lattice, and techniques to do so are presented in Section 2. Sections 3 and 4 discuss how hexagonal pixels are represented in an image, giving a brief overview of how finite elements are used on a hexagonal grid. Section 5 shows how to compute an edge detection operator specifically for hexagonal images. Section 6 presents the techniques with which we compare our proposed technique, and in Section 7 presenting visual comparative results. Section 8 provides a summary and details of future work to be undertaken.

2. Resampling techniques

Although there are obvious benefits with hexagonal based images, one of the main reasons for the lack of use of the hexagonal lattice is the absence of availability of hardware: both sensors that enable the capture of hexagonal images and devices that enable their display. In order for research to advance in this area a resampling technique must be incorporated to enable the processing and display of hexagonal images using existing square lattice hardware.

To date, within the area of hexagonal image processing, conversion of, or resampling of, regular square tiled images to hexagonal tiled images is typically necessary. The main techniques used to simulate a hexagonal grid based on the use of an original square grid are those in [7, 12, 17, 19, 20].

Rosenfeld [12] resampled images by shifting every second row of square pixels by a half pixel, resulting in a brick wall effect. As the pixel shape is square, both the vertical and horizontal sampling distances are equal; however, the equidistant property of the hexagon is not achieved, as the distance to diagonal neighbours is $2/\sqrt{3}$. Staunton [17] resolved this issue by resampling the original image using rectangular pixels, with a horizontal length of 1 but a vertical length of $\sqrt{3}/2$. Combining this new pixel structure with the half pixel shift, the hexagonal property of equidistance between all neighbouring pixels is satisfied. Using rectangular pixels in this way also satisfies the angular resolution property which requires $60^\circ$ between the six neighbouring pixels in the resampled image.

He [7] created an imitative hexagonal structure in which each hexagonal pixel consists of four square pixels with its intensity level taken as the average of the four square pixel values. Again every second row has a shift of half the width of the new sampled pixel, which is equivalent to the width of an original pixel. This resampled structure again encounters a loss in image resolution and also does not comply with the equidistance property needed for true hexagon representation. Wu [20] proposed taking a square image and converting it to a virtual spiral architecture. This architecture exists only for image processing calculations. This virtual structure is created in computer memory to allow processing algorithms to be implemented in a virtual space. The result of this processing is then mapped back to a rectangular architecture for display purposes. The main advantages of this resampling technique are the retention of image resolution and lack of distortion to the image. As this method is implemented on a virtual architecture, the isotropic properties of the hexagonal structure are fully satisfied. Wuthrich [19] proposed a method of creating a pseudo hexagonal pixel, known as a hyperpel from a cluster of square pixels. Although this does not create a perfect representation of a hexagon, it creates a hexagon-like shape that complies with the main hexagonal properties.

The resampling technique that we use is that of Wuthrich [19], an overview of which is provided by Figure 2. We have modified this technique slightly by representing each pixel by a $n \times n$ pixel block, as in [11], in order to create a sub-pixel effect to enable the sub-pixel clustering illustrated in Figure 3; this limits the loss of image resolution. Each pixel of the original image is represented by a $7 \times 7$ pixel block of equal intensity in the new image [11]. This creates a resized image of the same resolution as the original image with the ability to display each pixel as a group of $n \times n$ sub pixels.
The motivation for image resizing is to enable the display of sub pixels, which is not otherwise possible. With this structure now in place, a cluster of sub pixels in the new image, closely representing the shape of a hexagon, can be created that represents a single hexagonal pixel in the resized image. Selection of the number of sub pixels to be clustered for each hexagonal pixel is based on two principle issues: the arrangement must allow a tessellation with no overlap and no gaps between neighbouring hexagonal pixels; and the cluster must closely resemble a hexagon i.e. six sides of approximately equal length. Two possible choices of hexagonal pixel representations are shown in Figure 3. Both cases represent a hexagonal pixel adequately with no overlap or gaps when tiling; however the cluster illustrated in Figure 3(b) is used as it is slightly superior in its ability to represent a hexagon in terms of having sides of near equal length [3].

Using this resizing and resampling enables us to display the resampled hexagonal image before and after image processing techniques have been applied.

3. Hexagonal image representation

With reference to the resized hexagonal image, it is possible to represent the image by using an array of samples of a continuous function \( u(x,y) \) of image intensity on a domain \( \Omega \). Figure 4 represents hexagonal pixels with nodes placed in the centre of each pixel. These nodes are the reference points for the computation of finite element techniques throughout the domain \( \Omega \).

4. Hexagonal operator design

We propose an operator for use on a hexagonal pixel based image as illustrated in Figure 4. The operator design procedure is based on the use of a "virtual mesh" illustrated in Figure 5, consisting of equilateral triangular elements, which overlays the pixel array shown in Figure 4.
compact subset of six elements. Denoting by $D_i^\sigma$ the set of nodes contained in or on the border of $\Omega_i^\sigma$, we may approximately represent the image $u$ over the neighbourhood $\Omega_i^\sigma$ by a function

$$U(x, y) = \sum_{j \in D_i^\sigma} U_j \phi_j(x, y)$$

(2)

in which the parameters $\{U_j\}$ are mapped from the hexagonal image intensity values. The approximate image representation is therefore a simple piecewise linear function on each element in the neighbourhood $\Omega_i^\sigma$ and having intensity values $\{U_j\}$ at nodes $j \in D_i^\sigma$.

As in [4, 5, 16], we formulate operators that correspond to weak forms of operators in the finite element method [4, 16]. Operators used for smoothing may be based simply on a weak form of the image function. In this case it is assumed that the image function $u = u(x, y)$ belongs to the Hilbert space $H^2(\Omega)$; that is, the integral $\int_{\Omega} u^2 \, d\Omega$ over $\Omega$ is finite.

Edge detection and enhancement operators are often based on first or second derivative approximations, for which it is necessary that the image function $u = u(x, y)$ belongs to the Hilbert space $H^1(\Omega)$; i.e., the integral $\int_{\Omega} (|\nabla u|^2 + u^2) \, d\Omega$ over $\Omega$ is finite, where $\nabla u$ is the vector $(\partial u/\partial x, \partial u/\partial y)^T$.

We are currently concerned only with first order derivative operators and therefore to obtain a weak form of the first directional derivative $\partial u/\partial b = b^T \nabla u$ the derivative term is multiplied by a test function $v \in H^1$, and the result is integrated on the image domain $\Omega$ to give

$$E(u) = \int_{\Omega} b^T \nabla u v \, d\Omega$$

(3)

where $b = (\cos \theta, \sin \theta)$ is the unit direction vector. This enables us to design our hexagonal operator using a Cartesian coordinate system or the three axes of symmetry of the hexagon. Our current operator design uses the Cartesian coordinate system as the three axes of symmetry introduces redundancy. However, the symmetric hexagonal coordinate system has advantages when applied to tasks such as rotation that involve a large degree of symmetry [10], and hence may be used in future work.

In the finite element method a finite-dimensional subspace $S^h \subset H^1$ is used for function approximation; in our design procedure $S^h$ is defined by the virtual finite element mesh in Figure 5. Although we are not addressing the issue of scale at this stage, our general design procedure incorporates a finite-dimensional test space $T_i^\sigma \subset H^1$ that explicitly embodies a scale parameter $\sigma$, enabling scale to be addressed in future work. The test space $T_i^\sigma$ comprises a set of Gaussian basis functions $\psi_i(x, y), i = 1, \ldots, N$ of the form

$$\psi_i(x, y) = \frac{1}{2\pi\sigma^2} e^{-\frac{1}{2\sigma^2} ((x-a_i)^2 + (y-b_i)^2)}$$

(4)

Each test function $\psi_i(x, y)$ is restricted to have support over the neighbourhood $\Omega_i^\sigma$, centred on node $i$. In general the size of $\Omega_i^\sigma$ may be explicitly related to the scale parameter $\sigma$ [7]. However, in the current work $\Omega_i^\sigma$ is a simple six element hexagonal neighbourhood as illustrated in Figure 6.

![Figure 6. Hexagonal operator structure](image)

The sets of test functions $\psi_i(x, y), i = 1, \ldots, N$, are then used in the weak forms of the first derivative in (3). In particular we note that the integrals need to be computed only over the neighbourhood $\Omega_i^\sigma$, rather than the entire image domain $\Omega$, since $\psi_i$ has support restricted to $\Omega_i^\sigma$. Hence the approximate image representation over $\Omega_i^\sigma$ may be used, providing the functional

$$E_i^\sigma(U) = \int_{\Omega_i^\sigma} b^T \sum \psi_i \nabla u_i \, d\Omega_i$$

(5)

5. Operator implementation

To illustrate the implementation of the first order hexagonal operator on a virtual mesh as shown in Figure 5, a general equilateral triangular element, as shown in Figure 7, will be used. Here one of the nodes $a, b, \lambda$, is a central node $i$ of a neighbourhood $\Omega_i^\sigma$. The neighbourhood $\Omega_i^\sigma$ covers a set of six elements $\{e_m\}$; where a Gaussian basis function $\psi_i^m$ is associated with the central node $i$ which shares common support with the surrounding seven basis functions $\phi_j$. Hence $E_i^\sigma(U)$ needs to be computed over the six elements in...
the neighbourhood $\Omega_e$. Substituting the image representation in (2) into the functional $E^e(U)$ in (5) yields

$$E^e(U) = b_0 \sum_{j=1}^{N} K^e_{ij} U_j + b_1 \sum_{j=1}^{N} L^e_{ij} U_j$$

(6)

where $K^e_{ij} = \sum_{m=1}^{m} K^e_{ijm}$ and $L^e_{ij} = \sum_{m=1}^{m} L^e_{ijm}$

(7)

and $K^e_{ij}$ and $L^e_{ij}$ are the element integrals,

$$K^e_{ij} = \int \frac{\partial \phi_i}{\partial \xi} \psi_j d\xi d\eta$$

(8)

and

$$L^e_{ij} = \int \frac{\partial \phi_i}{\partial \eta} \psi_j d\xi d\eta$$

(9)

In order to calculate $K^e_{ij}$ and $L^e_{ij}$, a local co-ordinate reference system for a equilateral triangle is introduced as illustrated in Figure 7, with co-ordinates $\xi$ and $\eta$ such that $\xi \geq 0$, $\eta \geq 0$ and $1 - \xi - \eta \geq 0$. Mapping these global co-ordinates to local co-ordinates can be obtained by means of a co-ordinate transformation from $e_m$ to $e$ defined by (10) and (11).

$$x = (x^n_2 - x^n_3) \xi + (x^n_3 - x^n_1) \eta + x^n_1,$$

(10)

$$y = (y^n_2 - y^n_3) \xi + (y^n_3 - y^n_1) \eta + y^n_1.$$

(11)

![Figure 7. Local co-ordinate reference for equilateral triangle](image)

6. Feature detection techniques

The basic assumption used in most feature detection techniques is that edges in images are detected by a significant change in intensity of neighbouring pixels. Hence, the first derivative at the edge location will be at a maximum perpendicular to an edge. For comparison, we use three other gradient operators, Prewitt [11], the near circular Gaussian operator in [5] and the hexagonal Prewitt operator [10].

The Prewitt edge detector [11] is an example of a conventional rectangular gradient based detector. It approximates the gradient by the use of two 3×3 masks, aligned along both the horizontal and vertical axes. Generally, the Prewitt operator is considered to be a poor edge detector for standard images [10]. This is due to the fact that the masks compute a weak approximation to the gradient and fail to take into consideration the unequal inter-pixel distance in the 8-neighbour structure on which they operate. Despite these limitations, the Prewitt operator is still widely used due to its ease of implementation and low computational cost. The near circular (NC) operator [13] is a scalable operator that is based on the finite element framework. For fair comparison, we use only the regular rectangular 3×3 NC operator, again aligned along the Cartesian x- and y-axes.
The Prewitt hexagonal operator differs from the other operators as it is applied to a hexagonal lattice rather than a square lattice. The approach in Middleton [10] used to create these operators is based closely on the Prewitt square operator. The Prewitt hexagonal operator comprises three masks, rather than two, each aligned along one of the three axes of symmetry of the hexagonal lattice. The three masks are shown in equation (18)

\[
\begin{pmatrix}
1 & 1 & 0 \\
0 & 0 & 0 \\
-1 & -1 & 0
\end{pmatrix}
\begin{pmatrix}
0 & 1 & 0 \\
1 & 0 & 1 \\
-1 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & -1 \\
0 & -1 & 0
\end{pmatrix}
\]

(18)

We can readily see the introduction of redundancy in (18) as \( h_i = h_i - h_j \). Also, it should be noted that using this three axes framework, the gradient magnitude, \( M \), is computed as

\[
M = \sqrt{h_i^2 + h_k^2 + h_l h_j}
\]

7. Experimental results

In order to compare the proposed hexagonal operator with the operators outlined in Section 6, three synthetic images containing a disc of radius 20, 50 and 90 pixels respectively, were used. Each image was represented using both a square and a hexagonal lattice to enable not only comparison of outputs from different hexagonal operators, but also to compare the output obtained from images using different pixel shapes. The edge maps are generated for each disc image, and for illustration purposes, slightly more than a quarter segment of each image is shown to enable close examination over all edge orientation. The images and corresponding edge maps are shown in Figures 8, 9 and 10 respectively.

In each figure, we see that the hexagonal image representation provides a smoother disc edge than the square pixel based image regardless of the disc’s radius. Figure 8 illustrates that the hexagonal operators provide a more smoothly curved edge map, with the output from our proposed method (Figure 8(f)) being slightly better that the equivalent output from the Prewitt hexagonal operator (Figure 8(d)).

Figure 9 and Figure 10 present similar results to Figure 8 for the discs of radius 50 and 90 pixels. In both figures the hexagonal operators (Figures 9(d), 9(f), 10(d) and 10(f)) generated a more smoothly curved edge map than the corresponding regular square operators (Figures 9(c), 9(e), 10(c) and 10(e)).

From a visual comparison of the outputs from the hexagonal operators, we see that the proposed hexagonal operator provides a more smoothing curved edge map (Figures 9(f) and 10(f)) than the Prewitt hexagonal operator (Figures 9(d) and 10(d)); this is particularly apparent where the orientation of the disc edge is near vertical.

In order to compare our proposed hexagonal operator with the Prewitt hexagonal operator, we compute the Figure of Merit value [1] over a range of noise levels using synthetic curved edges rather than the standard synthetic horizontal and vertical edges. Figure 11 presents the Figure of Merit results for each operator and it can be seen that at each signal to noise ratio the proposed hexagonal operator detects the curved edge more accurately than the Prewitt operator.

For further comparison, each operator was applied to real images: both square pixel and hexagonal pixel based and outputs for Lena are shown in Figure 12. The visual results presented are promising and demonstrate advantages of hexagonal images with respect to detecting curved edges. Additional analysis is required to provide quantitative evaluation of the use of such hexagonal images and operators in comparison...
8. Summary

We have presented a new hexagonal gradient operator for use on hexagonal pixel based images, created within the finite element framework. We have presented qualitative results that illustrate that the use of such hexagonal operators and images provides visual improvements with respect to detecting curved edges compared with the equivalent regular square gradient operators on a standard rectangular lattice. Further work will involve a thorough quantitative analysis for the proposed hexagonal operator, using straight and curved edges which will require the development of an extended Figure of Merit performance technique of curved edges. The hexagonal operator framework will also be extended to generate scalable hexagonal operators via the use of the virtual spiral architecture in [7].
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Figure 12. Edge detection results - Lena image