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Abstract: Automatic speaker verification (ASV) technology now reports a reasonable level of accuracy in its applications in voice
based biometric systems. However, it requires adequate amount of speech data for enrollment and verification, otherwise the
performance becomes considerably degraded. For this reason, the trade-off between the convenience and security is difficult to
maintain in practical scenarios. The utterance duration remains a critical issue while deploying a voice biometric system in real-
world applications. A large amount of research work has been carried out to address the limited data issue within the scope of
speaker verification. The advancements and research activities in mitigating the challenges due to short utterance have seen a
significant rise in recent times. In this paper, we present an extensive survey of speaker verification with short utterances consid-
ering the studies from recent past and include latest research offering various solutions and analysis. The review also summarizes
the major findings of the studies of duration variability problem in ASV systems. Finally, we discuss a number of possible future
directions promoting further research in this field.

1 Introduction

Speech signal conveys information associated with the physiologi-
cal properties of a speaker [1, 2], as it reflects the distinctive size
and shape of vocal-tract, mouth, nasal cavity etc. It also contains
information related to behavioral aspects of a speaker like accent,
involuntary transforms of acoustic parameters etc. Hence, voice
samples are often used as a biometric in real-world. Speaker recog-
nition is the process of automatically recognizing a speaker from
his/her voice samples. Speaker recognition activity can be divided
into two principle tasks, speaker identification (SI) and speaker ver-
ification (SV). Speaker identification is to identify a speaker from
a given set of speakers from the input speech signal [3]. Auto-
matic speaker verification (ASV) addresses the authentication issue
of a claimed identity of a person from his/her voice samples. ASV
systems can broadly be categorized into text-dependent (TD) [4]
and text-independent (TI) [1] types, based on the lexical content
of the spoken voice. The TD-ASV requires the same lexical con-
tent for both enrollment and testing. In case of TI-ASV, it posses no
restriction on the text/phonetic content of speech.

The present ASV systems are gaining acceptance for improv-
ing security in different sectors like finance, banking, surveliance,
etc. [1, 2], where voices are being used as biometric [5, 6]. The
state-of-the-art ASV systems exhibit satisfactory performance with
adequately long speech data. However, the requirement of signifi-
cant amount of speech for training or testing, especially with large
intersession variability has limited the potential of its widespread
practical implementations. An ASV system, in real-world, is con-
strained on the amount of speech data. Though the requirement in
training utterance duration can somehow be taken care of by col-
lection of adequate speech data, it is not always feasible to procure
the same in verification. In case of forensic application of speaker
verification systems, it is less likely to get sufficient data even for
enrollment [7]. In access control type cases, average utterance length
is restricted to a few seconds only [8]. Hence, it is important to take
up research efforts to get reliable ASV performance in short duration
condition.

Over the years, the effort to develop an ASV system suitable for
real-world implementation has experienced a significant progress.

Rigorous reviews on ASV systems, presented in [1, 2, 9], considered
overall issues and techniques in ASV and also mentioned limited
duration as one of the problems in ASV. However, in recent times,
a considerable amount of research in ASV focuses on the short
utterance issue, which is more challenging in practical scenarios.
Hence, an extensive and systematic review can help to summarize
the published research works in this area and to explore further
opportunities. We discuss the issue with the short utterances in dif-
ferent components of ASV. This paper surveys the contemporary
approaches to address the research problems related to ASV espe-
cially with short utterances. A systematic study is presented in this
paper that focuses on the performance studies and analysis, trends,
major challenges for the advancements of ASV in degraded and
challenging conditions. The research articles published so far are
categorized into different groups considering the type of work, and
the methods proposed for improvements. As mentioned before, there
exists a number of very useful review articles on speaker verification
in general [1, 2, 9, 10]. Unlike earlier studies, this work provides
extensive review of the speaker verification focusing on the most
relevant short utterance problem.

The rest of the paper is organized as follows: Section 2 illustrates
a brief overview of the commonly used ASV systems: GMM-
UBM [11] and modern i-vector [12]. Section 3 discusses the short
utterance issues and challenges in the existing ASV systems. The
Section 4 presents the rigorous literature review of the published
works on this topic. We summarize the findings in Section 5. We fur-
ther discuss the future scopes in Section 6 and conclusion is drawn
in Section 7.

2 Brief Overview of Automatic Speaker
Verification

An ASV system includes three fundamental modules [1, 2]: a
feature extraction unit, which transforms the speech signal in a com-
pact form, a statistical modeling unit to characterize the extracted
features, and finally a classification module to classify a test speech.
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2.1 Feature extraction approaches

The state-of-the-art ASV systems uses three major types of fea-
ture extraction techniques: sub-segmental, segmental and supra-
segmental analysis. Speech signals, analyzed using the frame size
and shift in the range of 3-5 ms is known as sub-segmental analysis
[13]. Studies made in [14–16] revealed that speaker-specific excita-
tion source information captured using the sub-segmental analysis
contains considerable speaker specific information.

In case of segmental analysis, speech is windowed with frame
size and shift in the range of 10-30 ms to extract the speaker infor-
mation mainly characterizing the vocal tract. The speaker-specific
vocal tract information can be assumed to be stationary for practi-
cal analyses and processing when frames of size and shift is kept in
the range of 10-30 ms. Studies conducted in [17–23] used segmen-
tal features to extract the vocal tract information for verification of
speakers.

In supra-segmental feature extraction, speech is truncated using
the frame size and shift in the range of 100-300 ms. Primarily, this
technique is utilized to analyze and extract characteristics of behav-
ioral traits of the speaker. These incorporates the information of word
duration, intonation, speaking rate, accent, etc. The relevant research
work done in [14, 24–26] demonstrated that some behavioral traits
can be captured using supra-segmental analysis which proved to be
effective for speaker verification.

State-of-the-art ASV systems mostly use short-term spectral fea-
tures. Mel-frequency cepstral coefficients (MFCC), perceptual linear
prediction (PLP) and linear predictive cepstral coefficients (LPCC)
are widely used feature extraction techniques due to their consider-
able performance and lower-computational complexity [1, 9, 19, 23,
27–29].

2.2 Classification approaches

The major advancements in speaker verification research is due to
the improvements in classifier domain. The primitive speaker ver-
ification systems were developed using vector quantization (VQ),
dynamic time warping (DTW) [30] approach. Later on, with the
introduction of Gaussian mixture model (GMM) [31], ASV research
has evolved in past two decades with more focus on channel com-
pensation, data variability, etc. GMM with the universal background
model (UBM) [11] was proposed with significant improvement over
independently trained GMM using maximum likelihood approach
[31]. The latent variable approach has introduced another new
paradigm in ASV technology. For example, factor analysis (FA)
based approaches were proposed to model the inter-session vari-
ability in the context of GMM supervector [32]. Motivated by the
success of Joint FA (JFA), i.e, speaker factors directly as features for
classification, Dehak et al. introduced single total-variability sub-
space based modeling of the speakers, unlike separate subspaces
for speakers and channels in JFA [12]. Recent speaker verifica-
tion technology focused on total variability modeling, also known
as i-vector. The i-vector space is further modeled using a separate
speaker and channel dependent subspaces with Gaussian probabilis-
tic LDA (GPLDA) [33], and this approach efficiently handles the
intersession variability. Current ASV technology uses this i-vector
approach which provides an elegant framework to obtain a fixed
dimensional representation of variable length speech utterances. In
recent times, deep learning based approaches has attracted much
attention and caused extensive interests in various domains[34].
For speaker verification, the studies applied DNN models trained
for speech recognition to build UBM like acoustic models, so
that rich information in phones can be employed to develop more
efficient background models [35–37]. DNNs are also successfully
implemented to extract features of speaker information [38, 39].

Here, we briefly review two widely used modeling techniques
for speaker recognition: classical GMM-UBM and state-of-the-art
i-vector, for the completeness of the study. A schematic block dia-
gram of i-vector and GMM-UBM based ASV system is presented in
Fig 1.

2.3 GMM-UBM system

The GMM-UBM system is a straightforward generative approach for
ASV task. In this framework, training phase is preceded by estima-
tion of a speaker-independent universal background model (UBM),
using a sufficiently large speech data of several hours from multiple
sources [11]. The UBM is represented as
λUBM = {wi,µi,Σi}Ci=1,
whereC is the number of Gaussian components,wi is the prior or

weight of the i-th Gaussian component, µi represents the mean and
Σi is the co-variance matrix of the i-th Gaussian component. The
parameter wi satisfies the constrain

∑C
i=1 wi = 1. Each speaker is

represented as a GMM derived by maximum-a-posteriori (MAP)
adaptation from UBM. For this purpose first, sufficient statistics
of the features from speaker’s enrollment utterances are computed.
Then relevance MAP approach is used to estimate the weights,
means and covariances of the target speaker model, λtarget. During
test or verification, average log-likelihood ratio Λ(X) is estimated
using feature vectors from T speech frames of test utterance X =
{x1,x2, . . . ,xT } against both target speaker model and the UBM.
We can express this as,

Λ(X) = log p(X|λtarget)− log p(X|λUBM) (1)

Where p(X|λ) is the likelihood of test feature vector computed
for the model λ. Finally, a decision threshold is used to determine
whether a test utterance will be accepted or rejected.

2.4 i-vector system

The ASV systems based on i-vector represent the high dimensional
GMM supervector in a total variability (TV) space which reduces the
supervector into low dimensional factors [12]. In TV space, GMM
supervector i.e., the concatenated means of GMM components, is
projected as

M = m + Φy (2)

where Φ is a low-rank factor loading matrix and m is channel and
speaker independent supervector, (same as GMM-UBM supervec-
tor). M represents the supervector of the speech utterance with
feature vectors X. Total variability factors y are assumed to be
normally distributed [N (0, I)] random variables.

Channel compensation in i-vector subspace is accomplished
through probabilistic LDA (PLDA) modeling approach. For this
purpose deferent variants of PLDA exists [41] and simplified Gaus-
sian PLDA (GPLDA) approach is commonly used [33]. GPLDA
approach models the inter-speaker variability of total variability sub-
space using a full co-variance with residual. The generative model
for s-th speaker and j-th recording in projected variability space is
given by

ys,j = η + Ψzs,j + εs,j (3)

where η is the speaker and channel independent i-vector, Ψ repre-
sents eigenvoice subspace, ε represents the variability not captured
by the latent variables and zs,j is the vector of latent factors.
GPLDA based i-vector system uses log likelihood ratio as verifica-
tion score [33]. For a projected enrollment and verification i-vector
ztarget and ztest respectively, the log-likelihood ratio ΛGPLDA(X)
can be calculated as follows,

ΛGPLDA(X) = log
p(ztarget, ztest|H1)

p(ztarget|H0) p(ztest|H0)
(4)

where H1 is the hypothesis for the i-vectors belonging to the same
speaker and H0 is the hypothesis for the i-vectors belonging to
different speakers.

3 Problems with Short Segments

The state-of-the-art ASV systems show considerable verification
accuracy but with a large amount of speech data. Typically, the NIST
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Fig. 1: Block representation of state-of-the-art i-vector and GMM-UBM based ASV system [40]
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Fig. 2: Performance of speaker verification accuracy in terms of
EER (%) for test with segments of different length using core-
condition of NIST SRE 2010 corpus. The short test segments are
created by truncating the original speech data. The training duration
is fixed at ∼ 2.5 min.

speaker recognition evaluation corpus (SRE), which are widely used
in ASV research, consists speech segments of nearly ∼2.5 minute
duration. A few NIST SRE corpora like NIST SRE 2010, NIST SRE
2008 introduced specific tasks where short duration of nearly 10
sec segments were used [43, 44]. There is no standard definition of
short duration in ASV. However, We observed that most of the pub-
lished literatures considered segments of duration 5-10 sec as short
utterances for experimental evaluation and analysis [7, 45].

The performance of the ASV systems degrades drastically with
the reduction in speech duration in training or testing. Figure 2
shows the performance in terms of equal error rate (EER) for GMM-
UBM and i-vector-GPLDA system to show the effect of duration
of test segments. The performance of i-vector based system drops
from 3.48% to 22.09% EER when the verification segment dura-
tion was shortened from ∼2.5 min to 2 seconds [40]. The main
challenge in achieving high performance with short duration is the
increase in intra-speaker variability of estimated parameters. This
is due to the dependency of the parameters on the lexical content
and for unconstrained setup (i.e., for text-independent), they are
considerably different over different short segments [8].

The faulty recordings also reduce a major part of voice for glitches
and chirps, thereby leaving a little amount of intelligible speech
for further processing. In i-vector based ASV systems, utterance
length is directly related to the uncertainty of i-vector point estima-
tion [46, 47]. With a reduction in speech duration, uncertainty of
i-vector estimation increases and vice-versa. The uncertainty can be
estimated by computing the inverse of the trace of covariance matrix
of the i-vector posterior distribution. When speech duration is longer,
the covariance of the posterior distribution becomes smaller [48].
On the other hand, when utterance is short, the covariance becomes
larger. As a consequence, the i-vectors are poorly estimated for short
segments.

In order to observe the impact of duration on state-of-the-art i-
vector system, we have performed analysis on i-vectors for different
duration conditions, e.g., 2 sec, 10 sec and 20 sec in Fig. 3. Scat-
ter plots of principal component projected i-vectors from truncated
speech segments of 2 speakers from NIST SRE 2008 corpora are

presented in Fig. 3. Short utterances show higher variability, and this
variability decreases with the increase in utterance duration. More-
over, the inter-speaker variability is reduced in short duration. In a
recent study, we have shown that the variability in i-vectors is due to
the variability in estimated sufficient statistics required for i-vector
computation [49].

The source of variability seems to be largely related to the lin-
guistic content of the short section of the utterance used for i-vector
extraction [22]. In traditional longer utterance i-vector extraction,
this linguistic variation is averaged over a large amount of speech
content, and the local variations is ignored. But in short duration
condition, it plays an important role by increasing the intra-speaker
variability [22]. To study the consequences of short duration utter-
ances on the phonetic distribution, the work in [42] collected tele-
phone recordings from the SRE’04,05 and 06 corpora and English
phonemes were detected for different duration viz. 2, 5, 10, 20 and
40 seconds, using the work [50]. Fig. 5 shows that average num-
ber of unique phonemes reduces exponentially with duration of the
segment. This partially indicated one of the causes of performance
degradation in an exponential manner [51]. Histograms of phone
from a single utterance in its full duration, and their truncated ver-
sions are depicted in Fig. 4. The effect of number of samples of
unique phonemes and presence of unique phonemes in train and test
phase of speaker verification requires a deeper investigation [42].

4 Research in ASV on Short Utterances

The short utterance has been an open challenge to the ASV research
community for decades. There has been numerous attempts to miti-
gate the issue. The relevant works concentrated on different aspects
of ASV e.g, feature extraction techniques, intermediate parameter
estimation, speaker model generation, score normalization tech-
niques etc. to compensate the duration variability issue. The research
dealing with the feature extraction, classification sub-systems of
ASV to mitigate the issue of short utterance are presented here-
after. A diagrammatic representation of short utterance research is
presented in the Fig. 6.

4.1 Feature extraction from short utterance

The feature extraction techniques are supposed to characterize the
physiological aspects of speech production system including vocal
tract and source. The ASV systems dealing with short duration chal-
lenge mostly concentrate on sub-segmental cepstral features. Some
of the work also analyze the wavelet-based approaches. Here, we dis-
cuss the research efforts that deal with short duration issue in ASV
from feature extraction perspective.

The work in [52] proposed an algorithm for noise separation
based on constrained non-negative matrix factorization (CNMF),
especially in limited duration condition. The speech data were seg-
regated to high and low quality classes using differences detection
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Fig. 3: 2-D scatter plot of principal component analysis (PCA) projected i-vectors for different truncated segments of 2 sec, 10 sec and 20 sec
for two speakers from NIST SRE 2008. The truncated segments are created from long duration segments of approximately ∼2.5 min.

Fig. 4: Histogram of phonemes detected from an utterances in five different truncated conditions: 5 s, 10 s, 20 s, 40 s and full duration [42].

Fig. 5: Number of unique phonemes detected from varying dura-
tion utterances. The figure is obtained by averaging over 19167
utterances from NIST SRE’04,05,06 gender-mixed telephone data
[42].

and discrimination algorithm (DDADA), amalgamating groups of
features with GMM-UBM two-stage classification model to utilize
limited information maximally.

Motivated by the analysis of multiple different scales, notably in
short duration, the work in [53] proposed a multi-resolution time

frequency feature (MRTF) extraction technique. The technique in
[53] performed a multi-scaled 2-D DCT operation on the time fre-
quency spectrogram matrix and then selecting and combining to the
final multi-scaled transformed elements. In contrast to the traditional
MFCC features, the proposed feature extraction technique can bet-
ter use multi-resolution time-frequency information which could be
useful for short utterance condition.

The paper [54] fused features based on amplitude spectrum,
phase spectrum and combined amplitude phase spectrum espe-
cially in short utterance. The MFCC, multi-taper MFCC (MMFCC)
and Linear frequency cepstral coefficients (LFCC) were used in
the amplitude-based feature category. The phase-based features,
used here, are: LP residual phase cepstra (LPRPC), stabilized
weighted LP-GDCC (SWLP-GDCC), linear prediction-group delay
cepstral coefficients (LP-GDCC), modified group delay cepstral
coefficients (MGDCC). Combined amplitude-phase-based feature
category includes Product spectrum-based MFCC (PS-MFCC). The
combination of these features showed encouraging performance
in short utterance. The work in [55–57] explored mel power dif-
ference of spectrum in sub-band (M-PDSS), residual MFCC, and
discrete cosine transform (DCT) of the integrated linear prediction
(LP) residual (DCTILP) for ASV under constrained duration. The
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Fig. 6: Diagrammatic representation of different methods used in three sub-system levels of ASV to mitigate the problem of short utterance.

aforementioned three source features were found to capture vari-
ous attributes of source information, such as, periodicity, smoothed
spectrum information, and shape of the glottal signal, respectively.

4.2 VQ on short utterance

Simple vector quantization (VQ) models, also termed as centroid
model [58, 59], are often used as computational speed-up tech-
niques [60] and lightweight practical implementations. Here, we
briefly discuss the modification on VQ model to address the short
duration challenge.

In the work [61], a statistical model based on VQ was developed
to represent the multi-modal distribution of the features. However,
the study in [62] introduced a combined speaker recognition sys-
tem based on VQ discrete hidden Markov model (HMM), which
was designed to cope with limited number of training repetitions
of vocabulary of spoken computer commands. The report [63] com-
pared ASV systems based on a VQ distortion method and ergodic
HMM, emphasizing robustness against duration variability. It sub-
sequently showed that a continuous ergodic HMM is considerably
robust as a VQ distortion method in longer speech duration. How-
ever, a continuous ergodic HMM outperformed a discrete ergodic
HMM [63] in limited data. In VQ based ASV systems, the mini-
mum of overall average distortion rule could be a criterion to classify
a given speech segment to a speaker model, i.e, the codebook [64].
In the work [64] a decision rule had been introduced based on fuzzy
c-means clustering. A bunch of membership functions related with
vectors of codebooks were used to characterize as discriminant func-
tions. Moreover, the maximum overall average membership function
rule was used more effectively in short duration [64]. A score nor-
malization and selection strategy was introduced to handle the poor
performance with short utterances in VQ based ASV system in
[65]. This work described a normalization of classification scores
that depends on the means and variances of scores of short sam-
ples, matched to different models of many speakers. The selection
procedure discarded a portion of a speech sample of poor speaker
discrimination ability[65].

4.3 GMM on short utterance

Merlin et al. proposed an explicit feature space for speaker infor-
mation representation to overcome the omnipresent intra-speaker
variability coming from imbalance in phonetic structure of utter-
ances [66]. The transformed space is believed to lead to a more
stable model estimates due to less ambiguity and variability with
limited enrollment data [66]. The work in [67] presented approach
for mathematical modeling of duration patterns. In this approach,
each word and/or phone was represented by a feature vector con-
sisting of either the duration of individual phonemes making up the
word, or the states of HMM making up the phonemes.

However, Larcher et al. criticized the GMM-UBM system tar-
geting its incompetency in mobile applications for its larger data
requirements [68]. Their approach incorporated the information of
temporal structures (i.e. word dependency) and also multi-modal
system (video) to compensate limited duration. Vogt et al. also used
a technique based on factor analysis to develop subspace models
that supposed to work efficiently with short duration and enabled
to be combined seamlessly with the optimal speaker model using

GMM-UBM with sufficient data [69]. The subsequent work sug-
gested to estimate intervals of confidence for ASV performance
scores, leading towards considerable accuracy with only 2-10 sec-
onds of evaluation data [70, 71]. The work in [72] presented the
dimension-decoupled GMM approach to handle short (enrollment
and test) utterances in ASV. For limited data, the DD-GMM came
up with more reliable results. Moreover it is computationally effi-
cient irrespective of speech duration. This approach is seamlessly
integrable with other approaches, allowing synergetic effects, and
can be implemented directly in any form of GMM. The paper [73]
attempted to study the influence of speech duration is evaluated in
text-independent GMM and SVM framework. It is shown that the
optimal frame selection exhibits a dependency on overall duration.
The paper [74] highlighted the relevance of a well-tuned speech
detection front-end. It considered a well-established GMM as well as
SVM (on GMM mean super-vectors), showing their limitations and
alternatives simultaneously. Specifically, the benefits of eigen-voice
modeling in context of short duration condition was focused. Sub-
sequently, it demonstrated fusion potential between the presented
techniques and significant gains when compared to the classical
standalone GMM.

The paper in [75] systematically analyzed performance measures
in accordance with the duration of verification utterances used for
background, score normalization and session compensation train-
ing cohorts. This work highlighted the importance of matching the
speech duration of utterances in cohorts to the expected evalua-
tion conditions. It showed the ASV performance to be sensitive
particularly to the speech length in the dataset of the background.
Moreover, the work in [75] found that nuisance attribute projec-
tion (NAP) approach, used for session compensation often degrades
performance over other methods when speech duration remains
limited.

The work in [76] subsequently introduced an artificial feature
addition method for speaker identification in limited data. In the
work [77], a Fisher-voice based feature fusion strategy incorpo-
rating PCA and LDA was utilized, where several commonly used
features, such as MFCC, PLAR and LPCC, were concatenated, and
subsequently projected onto a subspace with lower-dimensionality .

In context of mobile devices, ASV engines are susceptible to suf-
fer from limited computing resources and ergonomic constraints. A
GMM-UBM extension was prescribed in [78] to compensate the
situations characterized by constrained amount of enrollment data
and computation facility, typically available on hand-held mobile
devices. The key contribution was influenced from the idea of
incorporation of temporal structure information of speech using
pass-phrases customized by the client and new Markov model struc-
tures in addition to it. Moreover, additional temporal information
was utilized to increase discrimination with Viterbi decoding.

The work in [79] proposed a multi-scale kernel (MSK) learn-
ing approach to address the problem in GMM-SVM framework.
It constructs a series of kernels with different scales, and combine
them through multiple kernel learning (MKL) optimization. The
robustness and scalability of the system can be enhanced with this
approach.
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Table 1 Summary of previous works on i-vector speaker verification with short utterances.

Year #Ref. Work Done Methodology

2011
[45] Performance Evaluation JFA, i-vector CSS, WCCN, LDA, NAP, SDNAP, GPLDA

[7] Calibration Evaluation Linear calibration, cosine kernel, normalized cosine kernel

2012

[80] Performance Evaluation Inclusion of short utterances in development data-set.

[51] Performance Evaluation An ad-hoc fusion system of different total variability spaces.

[81] Evaluation of Phoneme effects Adding phonetic information, WCCN and eigen factor radial (EFR)

[82] Adding of Phonetic information Vowel Categories (VC’s), Universal Background VC Models (UBVCM)

[83] Adding of Syllable information Syllable Categories, Universal Background Syllable Models

2013

[42] Analysis on phoneme distribution Score calibration with log duration as QMF, synthetic i-vectors.

[84] Analysis of phonetic content TD-ASV, Multiple enrollment, Used speaker and phonetic content.

[85] Analysis on Confusion errors Finding speaker-specific phonemes, formulate text using unique phonemes.

[21] Analysis on Score Calibration QMFs, Stacked Scores, Shared Scaling, Extrapolation

[86] Performance Analysis Total Variability, PLDA

[87] Source and Utterance-Dur. Norm. SUN-LDA, LDA, WCCN, CSS, SN-LDA

[46] BW statistics estimation Minimax [88] strategy to estimate the BW statistics (zeroth and 1st order)

2014

[22] Source and Utterance-Var. Norm. LDA, SUN-LDA, SNLDA, SUVN, WCCN, GPLDA

[89] Feature-level phone normalization phone/speaker adaptive training (PAT/SAT), constrained MLLR

[90] Combining Source and System info. DCT of the integrated LP residual (DCTILPR), Score Fusion

2015

[54] Amplitude and Phase-based features LFCC, M-MFCC, MGDF, All pole GDF, LP phase-residual

[91] Evaluation of Feature Dimensionality Feature Dimension reduction, Discrete Karhunen-Love transform (DKLT)

[40] Performance Comparison GMM-UBM, i-vector GPLDA

[56] Parallel system based on source feature M-PDSS, DCTILPR, Score Fusion

[92] i-vector subspace projection Modified-prior PLDA, Score Calibration, QMF

[93] Calibration and quality of speech signal QMFs from duration + SNR, Stacked, Matched/Mismatched calibration

2016

[94] Phonetic match between train and test
WCCN, Eigen Factor Radial (EFR), interactive voice response system

(IVRS)

[95] Factor Analysis on i-vector domain. Acoustic Factor Analysis (AFA), WCCN, LDA, GPLDA, Score level Fusion

[96] Phonetic content compensation Max. Likelihood-acoustic factor analysis (ML-AFA), SUVN, Score Fusion

[97] Phonetic Analysis Modeling speech unit classes

[98] Normalize BW statistics Compensation for feature sparsity in BW statistics

[99] Bootstrapped i-vectors Truncate from test segment and integrating speaker similarities

2017

[100] Development data with short utterance WCCN-LDA, SN-LDA, SN-WLDA, GPLDA

[101] inter/intra-speaker variability A transform to map i-vectors onto a duration invariant latent subspace

[102] i-vector length normalization DNN based length normalization of i-vectors using principal components

4.4 i-vector on short utterance

The i-vectors, whether through the simplistic cosine similarity
scoring (CSS), or more advanced length-normalization technique
GPLDA are regarded as the de-facto standard for modern speaker

verification research. A summary of major researches on short utter-
ance with i-vector based ASV system is presented in Table 1. Some
results of comparison and advancements on i-vector based ASV
techniques in short-duration condition are presented in Table 2 for
better understanding.
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4.4.1 Analytical studies: Here we attempt to present the
researches which studied and investigated the short duration problem
of i-vector based ASV system from different perspectives.

The work in [45] investigated ASV performance when vari-
ous intersession variability compensation techniques such as within
class covariance normalization (WCCN), LDA and NAP were used
in conjunction with i-vectors, including a short investigation of
scatter-difference NAP (SDNAP). Moreover, it compared the above
combination of methods with GPLDA [33].

The report in [7] conducted a systematic performance study on
forensic applications. The classification performance and calibration
cost of the i-vector system was evaluated along with the significance
of normalization techniques in the cosine kernel. The report [7]
highlighted the normalization of the cosine kernel which provided
improved performance metrics across different speech durations
compared to that of the unnormalized kernel.

The work in [51] explored i-vector based ASV systems to train
development parameters when target speakers were trained and
tested on mismatched speech durations. It was found that short
speech segments are optimal for training system model parame-
ters when target speakers are enrolled and tested on short segments.
However, in case of target speakers training on long speech segments
and tested on either full (i.e. long) or short speech segments, it is
more appropriate to use long speech segments for training system
model parameters.

A wide analysis on short utterances was conducted in [86] which
explored the limitations of the i-vector systems especially in short
duration condition. However, it showed that due to the final dimen-
sionality reduction, dimension of the i-vector systems designed
with complex or heavy i-vector extractors (high number of Gaus-
sian, i-vector dimension) are likely to provide advantages over
complementary lighter ones.

The work in [40] rigorously presented a comparative study of dif-
ferent ASV systems with utterance duration variability. The ASV
system, considered here, were based on i-vector and classical GMM-
UBM. This study revealed that the relative improvement of i-vector
system over GMM-UBM drastically degraded with the reduction
in test utterance duration. It was noticed that for the speaker mod-
els, trained with longer training data, simplistic GMM-UBM system
performed better over i-vector system in very short verification
segments.

4.4.2 i-vector estimation and normalization: Here we
have presented the research works which concentrated on modifi-
cations and analysis of core i-vector estimation and normalization
approach. Some of results of different methods in this context are
presented in Table 2.

In ASV, when the number of the feature vectors is relatively small,
uncertainty in the representation of i-vector as a point estimate of
the linear-Gaussian model is considerably tricky [46]. It is evident
that the zeroth and first order sufficient BW statistics, given the
hyper-parameters, entirely represents the extracted speaker depen-
dent i-vectors. The study in [46] introduced a minimax strategy to
estimate the intermediate BW sufficient statistics efficiently in order
to enhance the robustness of i-vector based speaker model.

The work in [22] identified the phonetic content mismatch as
an additional source. The work introduced a short utterance vari-
ance normalization (SUVN) strategy and a short utterance variance
(SUV) modeling approach to compensate the introduced session
and duration variability at the i-vector feature level. A system-
atic combination of SUVN with LDA and SN-LDA was further
used effectively. Moreover, an alternative approach was introduced
using PLDA to directly model the SUV which showed that for
the combination of mentioned techniques, the information of utter-
ance variation needs to be supplemented additionally to full-length
i-vectors for modeling of PLDA.

The work in [90] analyzed the PLDA modeling with limited
development data. The work scrutinized the effectiveness of the
median as the central tendency of a speaker’s i-vector represen-
tation, and the effectiveness of weighted discriminative methods
on the performance of length normalized GPLDA systems. The
presented studies showed that the median (using a median fisher

discriminator (MFD)) obtained a better representation of speakers
when the number of representative i-vectors available during devel-
opment was lowered. Furthermore, usage of the pairwise weight-
ing approach in weighted LDA and weighted MFD yielded more
efficient performance.

In [54], the authors proposed to combine amplitude and phase
based features for improving speaker verification with short utter-
ances for text-dependent speaker verification. The work presented
in [91] demonstrated that reduction of the feature dimensions with
the discrete Karhunen-Love transform (DKLT), considerably helped
improving performance over the baseline MFCC features. Moreover,
particularly short length speech frames, i.e, with utterance length
less than 1 sec, the performance of truncated DKLT representation
outperformed conventional MFCC.

Subsequently, in [100] a number of techniques, including source-
normalized weighted LDA (SN-WLDA) projections and utterance
partitioning are implemented. They found that when development
of statistical model parameters are only restricted to short utterance
data, GPLDA system achieves best performance with a relatively
low UBM components. This in turn, significantly reduced the com-
putational complexity of ASV system. The work proposed a simplis-
tic utterance-partitioning technique successfully with the conjecture
that the improvement was due to apparent enhancement in the num-
ber of sessions by partitioning technique which accompanied better
estimation of GPLDA parameters.

The study in [95] illustrated that combination of two methods,
acoustic factor analysis (AFA) [103] and i-vector [12]) can lead to a
much upgraded ASV system to mitigate the issue of short utterances.
MFCC features are projected onto a lower dimensional subspace
using factor analysis based in the AFA technique. The AFA sys-
tem alone outperformed the i-vector based system in limited data
condition. Further improvement using score level fusion of the two
systems while having more weightage towards AFA in limited verifi-
cation data condition. A different AFA approach is also used in [96].
An i-vector based SV system using maximum likelihood - acous-
tic factor analysis (ML-AFA) technique for speaker modeling was
introduced in the work. Furthermore, it used short utterance variance
normalization (SUVN) technique to enhance the phonetic content of
extracted i-vectors in short utterances.

The work in [98] analytically and experimentally demonstrated,
that feature imbalance sparsity emphatically persists in short utter-
ances. The work presented an improved i-vector extraction algorithm
with a systematic analysis of adaptive first-order BW statistics
(AFSA). The algorithm attempted to compensate the deviation from
first-order BW statistics caused by feature sparsity and imbalance in
short utterance. A compensation technique was introduced in [101]
to normalize the distribution mismatch caused by duration varia-
tion in the i-vector space. The mentioned approach involves the use
of two factor analyzers, tied together, to share latent variables for
a given speaker as the underlying generative model of the i-vector
space.

The work in [102] proposed a method to transform short-utterance
feature vectors to adequate vectors using deep neural network archi-
tecture, which compensate the variability appeared in short utter-
ances. For the dimensionality reduction of search space, the principal
components are applied from the residual vectors between every
long utterance i-vector in a development set and its truncated short
segment i-vector version. An i-vector of the network is transformed
by linear combination of these directions.

4.4.3 Phonetic Analysis: The work in [81] showed that the
ASV performance of state-of-the-art i-vector technique can consid-
erably be enhanced using the information of the underlying phonet-
ics. Moreover, it showed the potential of further improvements by
taking opportunity to use phonetic information in the normalization
stage. The study systematically compared two score normalization
methods, eigen factor radial (EFR) and WCCN, both depending on
parameters estimated with same development data. The comparison
suggested that WCCN is more efficient to data mismatch but less
effective than EFR when the development speech utterances have
more similarity with the verification speech.
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Table 2 Results and comparison of i-vector based ASV techniques and advancements in short-duration condition.

#Ref. Modeling Methodology Feature
Database

Task
Length EER min

(SRE) Train-Test [%] DCF

[45]

JFA

MFCC NIST ’08 short2-short3 10s - 10s

21.17 0.0738

TV+LDA+WCCN 21.56 0.0741

TV+SDNAP+WCCN 20.84 0.0737

TV+GPLDA 20.34 0.0762

[7] Normalized i-vector MFCC NIST ’10 core-core 10s - 10s 14.68 0.063

[80]
TV+GPLDA matched dev. data

MFCC NIST ’08 Short2-short3 10s - 10s
16.04 0.0679

TV+HTPLDA matched dev. data 13.67 0.0639

[51]

TV+GPLDA (dev data: 10s segments)

MFCC NIST ’08 core 10s - 10s

10.70 0.0518

TV+GPLDA (dev data: full segments) 11.77 0.0657

TV+GPLDA (dev data: 10s+full segments) 9.79 0.0462

TV+GPLDA (Fusion: 10s, full, 10s+full) 8.19 0.0442

[46]
TV+GPLDA (max. likelihood)

MFCC NIST ’10 8conv-10sec Long-10s
9.89 -

TV+GPLDA (minimax) 7.99 -

[90]

TV+GPLDA

MFCC NIST ’08 short2-short3 10s - 10s

15.07 0.0673

TV+WCCN+GPLDA 14.99 0.0674

TV+WCCN+LDA+GPLDA 15.80 0.0664

TV+WCCN+SNLDA+GPLDA 15.40 0.0661

TV+SUVN[LDA]+GPLDA 14.75 0.0618

TV+SUVN[SNLDA]+GPLDA 14.73 0.0620

[92]
TV+GPLDA

MFCC NIST ’10 core-core Long - 10s
10.4 0.0438

TV+GPLDA (Modified Prior) 9.9 0.0464

[40]
TV+GPLDA

MFCC NIST ’08 short2-short3 10s - 10s
13.47 0.0635

GMM-UBM 16.62 0.0700

[94] TV+LDA+WCCN

MFCC

NIST ’03 evaluation plan Long - 10s

5.81 0.1090

MPDSS+MFCC 5.56 0.1048

RMFCC+MFCC 5.78 0.1087

DCTILPR+MFCC 5.33 0.0971

[95]

TV+LDA+WCCN

MFCC NIST ’03 evaluation plan Long - 10s

5.81 0.1090

AFA+LDA+WCCN 4.92 0.0882

Fusion: AFA, TV 4.29 0.0802

The paper [82] introduced an approach of using vowel categories
(VC). After recognizing and extracting the phonemes, extracted
vowels are divided into VC’s to generate Universal Background
VC Models (UBVCM) for each VC. A similar approach to GMM-
UBM approach was utilized for enrollment and verification. It
was shown that vowels contained significant speaker discrimina-
tive information, which remained placid when vowels categorization
was deployed. A similar approach but with syllable category based
speaker verification in short utterance was conducted in [83].

The work in [42] analyzed the effect of duration variation on
distributions of phonemes present in speech utterances and corre-
sponding i-vector length. It demonstrated that, as utterance length

was reduced, the i-vector length and the number of unique phonemes
approached zero in a non-linear and logarithmic fashion, respec-
tively. Assuming duration variability as an additive noise in the i-
vector space, it introduced experimentally verified in publicly avail-
able corpus three different compensation strategies given hereafter
[42]:

• multi-duration training in PLDA
• score calibration with log of duration as a Quality Measure
Function (QMF)
• PLDA model training with artificially synthesized i-vectors in
short duration.
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The work in the paper [84] evaluated the performance of i-vector
with PLDA in a text-dependent environment. It showed that the use
of class definitions of both speaker and phonetic content can sig-
nificantly improve ASV system performance. Moreover, the study
rigorously compared four score computing models with multiple
enrollment segments and showed that intrinsic scoring of PLDA
yielded enhanced performance in short duration. This study sug-
gested that the optimization of scoring regime can help improve the
system performance especially in case of short utterance [84]. The
work in [85] introduced a strategy to minimize the confusion errors,
by finding speaker-specific phonetic distribution and subsequently
generate a text using the subset of unique phonemes.

The work in [94] projected the significance of phonetic similar-
ity between test and train segment for a TI environment under short
utterance condition. The framework recommended to implement a
speaker model with constrained text estimated using limited data of
around 10 sec. The similar content of phonemes is supposedly spo-
ken by the end-user during authentication. It showed that the text
constrained model based topology worked far efficiently especially
in limited duration. Moreover, it was shown that presence of simi-
lar phonetic content of the verification session in enrollment, helped
outperform the baseline system.

The work in [97] argued that the short duration problem in ASV
can mostly be ascribed to the mismatched prior distributions of
the speech data used for training. The paper in [97] introduced an
approach that distributed speech signals into a multitude of acoustic
subregions, defined by models speakers and phonetic units within the
subregions. To avoid data sparsity, an approach, driven by data, was
used for clustering speech unit classes, based on estimated models
of subregions. Furthermore, it successfully implemented a synthetic
modeling approach based on MLLR inclusively with no-data speech
unit classes.

4.4.4 Score Calibration: The paper [21] investigated the
effect of calibration on short duration condition. A calibration
approach was introduced using quality measure functions (QMFs)
to incorporate duration information in final verification score. In this
work extensive experiments highlighted the importance of consid-
ering the metrics of speech quality like duration for calibrating the
scores of ASV. Incorporation of additional information via quality
measure could significantly help improve the ASV performance in
short utterance. In extension to this work, the paper [93] investigated
the consequences of short duration and noisy speech. The work pro-
posed simple speech Quality Measure Functions (QMFs) of duration
and measured signal-to-noise-ratio (SNR).

5 Summary

In this section, we summarize the major achievements and con-
tributions made so far to address the short utterance challenge in
ASV.

• Major researches attempted to compensate the effect of short
utterance by reducing the mismatch of duration occurred in statis-
tical modeling of speakers [12, 39, 90, 97].
• The state-of-the-art i-vector and GMM-UBM based ASV systems
use sufficient statistics of feature vectors computed from speaker-
independent feature space. Improved estimation of this statistics and
its alternative estimation considering parameters such as duration
have been done [46].
• The existing work mostly concentrated with publicly available
databases (NIST SRE, WSJ etc.), which consist of more than 2.5
minutes of speech. Though some database have evaluation condi-
tion with speaker verification task in short utterance, most of the
researches work is done by truncating the longer version of speech
signal of core evaluation condition [21, 22, 45, 46, 55].
• Studies have shown that in very short duration cases, the classi-
cal GMM-UBM based approach worked better with respect to the
modern i-vector based approach [40]. Fusion of multiple classifiers
yielded considerable improvements over the standalone approaches
[104].

• Research in short utterance problem in ASV has seen efforts to
accommodate phonetic distribution for speaker modeling [57, 97].
This approach resulted significant improvements in the relevant
problem.
• Calibration and normalization of classification scores successfully
attempted in many work to reduce the duration variability effect in
short utterances [22, 93, 100]. Inclusion of additional information
such as quality or intelligibility metric of speech played an important
role [21, 105]. In this regard, variability modeling as a compensation
strategy seems to be useful [22].

The extensive discussions in Section 4 show that the published
works in speaker verification with short duration address one of
shortcomings as a results of limited speech. The works presented
in Section 4, use different speech corpus and different ASV sub-
conditions for analysis and evaluation of proposed techniques. As a
consequence, the benchmarking of the effectiveness of the proposed
techniques is not straightforward. In spite of lack of comparative
experimental results, we observe that the post processing of i-vectors
with duration-matched development data gives considerable gain in
verification accuracy over baseline [22]. Moreover, this approach
does not add additional computational overhead and provides a
simple solution suitable for real-world application.

6 Future Research Directions

The state-of-the-art techniques in ASV research are primarily suit-
able for a large amount of speech in training and test. ASV tech-
niques, which are best suited with a sufficiently large amount of
data, may be inappropriate for a smaller amount of speech. Future
investigations should be carried out considering the general limita-
tions of short utterances. Here we highlight some possible research
directions for solving this very important and challenging real-world
problem.

• Deep Neural Network (DNN) based approaches can be
employed for discovering features. There are successful efforts in
recent past for such ASV systems [106, 107]. In contemporary lit-
eratures, DNNs have been incorporated in different stages of ASV
system. A speech-based DNN is used to extract bottleneck (BN) fea-
tures from an inner layer restricted in dimensionality [108–112]. The
estimation of BW statistics from traditional GMM is replaced by a
DNN performing resembling tasks [35]. BN features were first pro-
posed for large vocabulary speech recognition in conjunction with
conventional acoustic features, such as MFCC [113], and have more
recently shown similar improvement in language and speaker identi-
fication applications [108, 111, 112]. DNN-based speaker modeling
architectures successfully attempted to accommodate phonetic gran-
ularity at different levels [107]. Recently, DNN-based end-to-end
system has been explored for text-dependent speaker recognition
with a fixed pass-phrase [114]. These successful application of
DNNs in speaker verification encourage further study in this field
for further advancements in short utterance speaker verification.
• Metric Learning Technique The present state-of-the-art ASV
systems uses log likelihood of GPLDA projected i-vectors to cal-
culate the ASV scores [80, 90]. The reports indicates that the per-
formance for ASV can be improved considerably with better projec-
tion of speaker-model vectors and score calculation. Although few
attempts on specialized speaker-model vector projection for short
duration segments has been done [22, 90, 95, 98, 100], but compar-
atively less effort has been made in improving score computation
[93].

Different distance or similarity metrics can be explored to mea-
sure the score of i-vector representation of speech utterances [115].
The idea here is to find a distance metric function which minimizes
the distances between i-vectors of the same speakers and maximizes
the distances between different speakers. The development data with
short speech segments can be used to train the metric and subse-
quently, the learned metric can be used for measuring the similarity
of i-vectors in a pairwise manner. Previous studies in distance met-
ric method in speaker verification do not focus on short utterance
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problem [116, 117], however, the approach could be explored fur-
ther to investigate the similarity between i-vectors of small speech
segments.
• Sparse methods The limited data conditions in speaker verifi-
cation leads to sparsity in sufficient statistics estimation which is
successively used in i-vector estimation [49, 98]. Methods devel-
oped to handle the sparsity issue such as dictionary learning [118],
sparse representation [119] can be investigated to effectively process
and represent the speech data for short utterances. Previously, these
techniques were successfully applied for the classification of partial
data (e.g., partial face image), and for this reason, sparse methods
are potentially useful for short utterance speaker verification.
• Dimensionality reduction techniques In speaker verification
with i-vectors, LDA or variant of PLDA is used for reducing the
dimension of i-vectors. This process, by nature, removes redundant
information, for example, session variability effects. The research
in dimensionality reduction studies is much more extensive than its
application in ASV context [120]. Recently, generalized discrimi-
nant analysis is investigated as an alternative of standard LDA [121].
The dimensionality reduction process requires further investigation
as the currently used techniques are not necessarily optimal for
i-vectors, estimated from short utterances with larger uncertainty.
• Miscellaneous Opportunities Conventional short-term spectral
features capture time-localized snapshot of speech production sys-
tem which is highly dependent on the spoken text or phonetic
information. To address the short duration issue, we need a fea-
ture extraction approach invariant to the underlying phonetic content.
For example, investigation of speaker-specific information with less
dependency on the acoustic class or spoken content could be useful
in this context.

ASV performance with short segments in presence of noise is an
important concern for the deployment of ASV systems in real-life
situations. So far, only a few studies are available with short utter-
ance speaker verification in noisy conditions which opens up scopes
for future research in this very relevant problem [122, 123].

Most of the research in speaker verification dwell on the ASV
performance on a given speech corpus consisting data for train and
test. However, less study has been conducted to investigate whether
a given speech segment is adequate for enrollment or test. Investi-
gation on the reliability of speech segments for confidence measure
in ASV task should be carried out to assist the decision making pro-
cess in recognition systems by providing an objective quality of the
speech data under consideration. Standardization of the amount of
training and verification data for achieving satisfactory ASV perfor-
mance remains another challenging problem in speaker verification
task.

7 CONCLUSION

The research effort to tackle the problem of short utterance for
speaker verification context has been significantly increased in
recent years. The problem is addressed in different subsystem lev-
els of ASV framework like feature extraction, speaker modeling,
score normalization, score calibration, etc. In this paper, we provide
a detailed literature review of the related research work emphasiz-
ing the recent studies. This extensive review can help the interested
researchers to identify the key challenges of the duration variabil-
ity in ASV systems and to choose the efficient methods, specific to
a subsystem level development. Moreover, this review will be use-
ful in promoting further research in several potentially interesting
directions.
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