STEREOVISION-BASED FUZZY OBSTACLE AVOIDANCE METHOD
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This work presents a stereovision-based obstacle avoidance method for autonomous mobile robots. The decision about the direction on each movement step is based on a fuzzy inference system. The proposed method provides an efficient solution that uses a minimum of sensors and avoids computationally complex processes. The only sensor required is a stereo camera. First, a custom stereo algorithm provides reliable depth maps of the environment in frame rates suitable for a robot to move autonomously. Then, a fuzzy decision making algorithm analyzes the depth maps and deduces the most appropriate direction for the robot to avoid any existing obstacles. The proposed methodology has been tested on a variety of self-captured outdoor images and the results are presented and discussed.
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1. Introduction

Robotics often replicate human modalities in order to achieve autonomous behaviors. Above all, vision is the most important sense to humans; moreover, we have structured our environments based on this fact. It comes, therefore, naturally that robots can be greatly benefited by employing vision methods. In this work, a vision-based fuzzy obstacle avoidance algorithm is presented that is suitable for autonomous mobile robots. The development of an efficient and solely vision-based method for mobile robot navigation is still an active research topic. Towards this direction, the first step is to ensure that any collisions will be avoided through vision. However, systems placed on robots have to conform to the restrictions imposed by them. Autonomous robot navigation requires almost real-time frame rates from the responsible algorithms. Furthermore, computing resources are strictly limited onboard a robot. Thus, avoiding the use of popular but calculation intensive obstacle
detection techniques such as the v-disparity image calculation, which afterwards require Hough-transformations, would be highly appreciated. Instead, simple and efficient solutions are demanded.

In order to achieve reliable obstacle avoiding behavior, many popular methods involve the use of artificial stereo vision systems. As affirmed by its biomimetic origin, stereo vision can be effectively used in order to derive the depth map of a scene. The three-dimensional position of the depicted objects can be obtained by two simultaneously captured and slightly misplaced views of a scene. Mobile robots can take advantage of stereo vision systems as a reliable method to extract information about their environment. Despite the fact that stereo vision provides an enormous amount of information, most of the mobile robot navigation systems use complementary sensors in order to navigate safely. The use of lasers, projectors, and various other range finders is a commonplace. The goal of this work is to develop a real-time obstacle avoidance algorithm based only on a stereo camera, for autonomous mobile robots. The core of the presented approach can be divided into two separate and independent algorithms:

- **The stereo vision algorithm**: It retrieves information about the environment from a stereo camera and produces a dense depth image, i.e. disparity map, of the scene.
- **The fuzzy decision making algorithm**: It analyzes the data of the previous algorithm and decides the best direction for the robot to move, so as to avoid any existing obstacles, based on a simple fuzzy inference system (FIS).

This section serves as an introduction referencing previously published related works and giving a brief overview of the proposed new method. The rest of the article is organized as follows: Sec. 2 describes the custom-developed stereo correspondence algorithm, Sec. 3 presents the FIS used for the obstacle analysis and the direction decision, Sec. 4 presents experimental results obtained using the proposed method, and finally Sec. 5 concludes this work highlighting the most interesting points.

1.1. **Related works**

Autonomous robots’ behavior greatly depends on the accuracy of their decision-making algorithms. In the case of stereo vision-based navigation, the accuracy and the refresh rate of the computed disparity maps are the cornerstone of its success. Dense local stereo correspondence methods calculate depth for almost every pixel of the scenery, taking into consideration only a small neighborhood of pixels each time. On the other hand, global methods are significantly more accurate but at the same time more computationally demanding, as they account for the whole image. However, since the most urgent constraint in autonomous robotics is the real-time operation, such applications usually utilize local algorithms. Muhlmann et al. describe a local method that uses the sum of absolute differences (SAD) correlation measure for RGB color images. Applying a left-to-right consistency check,
the uniqueness constraint and a median filter, it can achieve 20 fps, for 160 × 120 pixel images. Another fast local AD-based algorithm is presented by Di Stefano and his colleagues.\textsuperscript{11} It is based on the uniqueness constraint and rejects previous matches as soon as better ones are detected. It achieves 39.59 fps for 320 × 240 pixel images with 16 disparity levels and the root mean square error for the standard Tsukuba pair is 5.77. The algorithm reported by Yoon achieves almost real-time performance.\textsuperscript{12} It is once more based on SAD but the correlation window size is adaptively chosen for each region of the picture. Apart from that, a left-to-right consistency check and a median filter are utilized. The algorithm is able to compute 7 fps for 320 × 240 pixel images with 32 disparity levels. Another possibility in order to obtain accurate results in real-time is to utilize programmable graphic processing units (GPU). A hierarchical disparity estimation algorithm is presented.\textsuperscript{13} This method can process either rectified or noncalibrated image pairs using a local SAD-based bidirectional process. This algorithm is implemented on an ATI Radeon 9,700 Pro GPU and can achieve up to 50 fps for 256 × 256 pixel input images. On the other hand, an interesting but very computationally demanding local method is presented by Yoon.\textsuperscript{14} It uses varying weights for the pixels in a given support window, based on their color similarity and geometric proximity. However, the execution speed of the algorithm is far from being real-time. The running time for the Tsukuba image pair with a 35 × 35 pixels support window is about one minute. The error ratio is only 1.29%, 0.97%, 0.99%, and 1.13% for the Tsukuba, Sawtooth, Venus, and Map image sets accordingly. A detailed taxonomy and presentation of dense stereo correspondence algorithms can be found by Scharstein and Szeliski.\textsuperscript{8} Additionally, the recent advances in the field as well as the aspect of hardware implementable stereo algorithms are covered.\textsuperscript{15}

As far as obstacle avoidance techniques are concerned, a wide range of sensors and various methods have been proposed in the relevant literature. Some interesting details about the developed sensor systems and proposed detection and avoidance algorithms can be found.\textsuperscript{16,17} Movarec has proposed the certainty grid method\textsuperscript{18} and Borenstein has proposed the virtual force field method\textsuperscript{19} for robot obstacle avoidance. Then, the elastic strips method was proposed\textsuperscript{20,21} treating the trajectory of the robot as an elastic material to avoid obstacles. Moreover, Choi has presented a modified elastic strip method for mobile robots operating in uncertain environments.\textsuperscript{22} Reviews of popular obstacle avoidance algorithms covering them in more detail can be found.\textsuperscript{23,24} Finally, the concept of using fuzzy logic for obstacle avoidance purposes was covered by Reignier, but only up to a theoretical level.\textsuperscript{25}

The obstacle avoidance systems found in literature involve the use of one or a combination of ultrasonic, laser, infrared (IR), or vision sensors. The use of ultrasonic, laser, and IR sensors is well studied and the depth measurements are quite accurate and easily available. However, such sensors suffer either from achieving only low refresh rates,\textsuperscript{26} or being extremely expensive. On the other hand, vision sensors, either monocular, stereo, or multicamera ones, can combine high frame rates and appealing prices.
Stereo vision is often used in vision-based methods, instead of monocular sensors, due to the simpler calculations involved in the depth estimation. Regarding stereo vision systems, one of the most popular methods for obstacle avoidance is the initial estimation of the so-called v-disparity image. This method requires plenty of complex calculations and is applied in order to confront the noise in low quality disparity images. However, if detailed and noise-free disparity maps were available, less complicated methods could have been used instead. Considering the above as a background, the contribution of this work is the development and experimental testing of a lightweight fuzzy algorithm for obstacle avoidance with the sole use of a stereoscopic camera. The use of only one sensor and especially of a stereoscopic camera diminish the complexity of our system and can also be easily integrated and interact with other stereo vision tasks such as object recognition and tracking.

1.2. Proposed method overview

The proposed method processes each pair of stereoscopic images and indicates an obstacle-avoiding direction of movement for a robot, such as the one shown in Fig. 1(a) or any humanoid robot as long as it is equipped with a stereo camera. First, the stereo image pair is given as input to a stereo vision algorithm and a depth map of the scene is obtained. This depth map is thereafter used as input of the fuzzy obstacle analysis and direction decision module. This fuzzy module indicates the proper direction of movement. The direction of movement ranges from $-30^\circ$ to $+30^\circ$, considering $0^\circ$ as the direction the robot is heading to. This angle range is dictated by the used stereo camera, i.e. a Bumblebee2 stereo camera manufactured by Point Grey Research, having a 60$^\circ$ horizontal field of view (HFOV). Furthermore, in cases when the scene is full of obstacles or the depth map is too noisy to conclude safely a “move backwards” signal is foreseen. Figure 1(b) presents the mobile robot, shown as the “R” in the center, and the possible positions after the application of the proposed algorithm, shown by the bold regions of the outer circle.

![Fig. 1. (a) Stereo camera-equipped mobile robotic platform and (b) floor plan of the robot’s environment.](image-url)
The outcome of this work is a computationally effective, solely based on vision, and, at the same time, reliable fuzzy obstacle avoidance method for use in autonomously moving robots. Furthermore, the proposed method is independent of the robotic platform used. No complex sensory arrangement is required. The sole presence of a stereo camera sensor, which is available in most of the humanoid robots, serves the purposes of this work effectively, as it happens in nature with humans.

2. Stereo Vision

Contrary to most of the stereo algorithms, which directly use the camera’s images, the proposed stereo algorithm uses an enhanced version of the captured images as input. The initially captured images are processed in order to extract the edges in the depicted scene. The utilized edge detecting method is the Laplacian of Gaussian (LoG), using a zero threshold. This choice produces the maximum possible edges. The LoG edge detection method smoothes the initial images with a Gaussian filter in order to suppress any possible noise. Then, a Laplacian kernel is applied that marks regions of significant intensity change. Actually, the combined LoG filter, with standard deviation equal to 2, is applied at once and the zero crossings are found. The extracted edges are, afterwards, superimposed to the initial images. The steps of the aforementioned process are shown in Fig. 2. The outcome of this procedure is a new version of the original images having more striking features and textured surfaces, which facilitate the following stereo matching procedure.

The depth maps are computed using a three-stage local stereo correspondence algorithm. The utilized stereo algorithm combines low computational complexity with sophisticated data processing. Consequently, it is able to produce dense disparity maps of good quality in frame rates suitable for robotic applications. The main attribute that differentiates this algorithm from the majority of the other ones is that the matching cost aggregation step consists of a sophisticated

![Fig. 2. Image enhancement steps of the proposed stereo algorithm.](image)
Gaussian-weighted rather than a simple summation. Furthermore, the disparity selection step is a winner-takes-all (WTA) choice, as the absence of any iteratively updated selection process significantly reduces the computational payload of the overall algorithm. Finally, any dedicated refinement step is also absent for speed reasons.

The matching cost function utilized is the truncated absolute differences (AD). AD is inherently the simplest metric of all, involving only summations and finding absolute values. The AD are truncated if they exceed the 4% of the maximum intensity value. Truncation suppresses the influence of noise in the final result. This is very important for stereo algorithms that are intended to be applied to outdoor scenes. Outdoor pairs usually suffer from noise induced by a variety of reasons, e.g., lighting differences and reflections. For every pixel of the reference (left) image, AD are calculated for each of its candidate matches in the other (right) image.

\[
AD(x, y, d) = |I_{\text{left}}(x, y) - I_{\text{right}}((x - d), y)|,
\]

where \(I_{\text{left}}\) and \(I_{\text{right}}\) denote the intensity values for the left and right image respectively, \(d\) is the value of the disparity under examination ranging for 0 to \(D - 1\), and \(x, y\) are the coordinates of the pixel on the \(i, j\) plane.

The computed matching costs for every pixel and for all its potential disparity values comprise a 3D matrix, usually called as disparity space image (DSI). The DSI values for constant disparity value are aggregated inside fix-sized square windows. The dimensions of the chosen aggregation window play an important role in the quality of the final result. Generally, small dimensions preserve details but suffer from noise. On the contrast, large dimensions may not preserve fine details but significantly suppress the noise. This behavior is highly appreciated in outdoor robotic applications where noise is a major factor, as already discussed. The aggregation windows dimensions used in the proposed algorithm are \(19 \times 19\) pixels. This choice is a compromise between real-time execution speed and noise cancelation. The AD aggregation step of the proposed algorithm is a weighted summation. Each pixel is assigned a weight depending on its Euclidean distance from the central pixel. A 2D Gaussian function determines the weights value for each pixel. The center of the function coincides with the central pixel. The standard deviation is equal to the one-third of the distance from the central pixel to the nearest window-border. The applied weighting function can be calculated once and then be applied to all the aggregation windows without any further change. Thus, the computational load of this procedure is kept within reasonable limits.

\[
DSI(x, y, d) = \sum_{i=-w}^{w} \sum_{j=-w}^{w} \text{gass}(i, j) \cdot AD(x, y, d),
\]

where, the pixel ranges \([-w, w]\) define the weighted aggregation window.

Finally, the optimum disparity value for each pixel, i.e. the disparity map, is chosen by a simple and noniterative WTA step. In the resulting disparity maps,
smaller values indicate more distant objects, while bigger disparity values indicate objects lying closer.

\[ \text{disp}(x, y) = \arg\left(\min(DSI(x, y, d))\right). \]  

(3)

As a result, the disparity maps are equivalent to depth maps of the depicted scene and can be used directly for the subsequent obstacle analysis.

3. Fuzzy Obstacle Analysis and Direction Decision

The previously calculated depth maps are used to extract useful information about the navigation of the robot. In contrast to many implementations that involve complex calculations upon the disparity maps, the proposed decision-making algorithm is focused on computational efficiency. This is feasible due to the absence of significant noise in the produced disparity maps. The goal of the obstacle analysis module is to assess the traversability of three possible directions of movement, i.e. forward, left, and right. In order to achieve that the developed method divides each disparity map into three equally sized windows, as in Fig. 3.

The division of the disparity map excludes the boundary regions, in this case a peripheral frame of 20 pixels width, because the disparity calculation in such regions is often problematic. In each window, the pixels \( p \) whose disparity value \( D(p) \) is greater than a defined threshold value \( \text{Thres} \) are enumerated. The enumeration results are normalized toward the widow’s pixels population and then examined. The more traversable the corresponding direction is the smaller the enumeration result should be. Thus, the traversability of the left, central, and right window, respectively \( T_L, T_C, \) and \( T_R \), is assessed.

The values of the parameter \( \text{Thres} \) play an important role to the algorithm’s behavior. Small values of \( \text{Thres} \) favor hesitancy in moving forward, ensuring obstacle...
avoidance but at the same time being susceptible to false alarms due to noise. On the other hand, the opposite scenario is less susceptible to false alarms but may be proven risky for the robot. In this work, the value \( \text{Thres} = 120 \) was chosen after exhaustive experimentation as a fair compromise between the two extreme behaviors.

The results of the traversability estimation for the three windows, i.e. the left, central, and right one, are used as the three input values of an FIS that decides the proper direction of movement for the robot. The outputs of the FIS are the angle of the direction that the robot should follow and an indicator that the robot should move backwards. Figure 4 shows the membership functions (MF) for the three inputs (all having identical MF, which is shown in Fig. 4(a)) and the two outputs (Figs. 4(b) and 4(c)).

A direction angle of 0° indicates forward movement, negative angles indicate movement toward left, and positive angles indicate movement toward right. The second output variable indicates that the robot should move backwards in order to acquire a broader view of the scene. This should happen if all the possible directions within the robot’s field of view are, or at least seem, nontraversable.

The set of fuzzy rules that were used for the FIS is:

- IF (“\( T_L \)” is “Large” AND “\( T_C \)” is not “Large” AND “\( T_R \)” is not “Large”) THEN “Angle” is “Left.”
Stereovision-Based Fuzzy Obstacle Avoidance Method

- IF ("T_L" is not "Large" AND "T_C" is "Large" AND "T_R" is not "Large")
  THEN "Angle" is "Forward."
- IF ("T_L" is not "Large" AND "T_C" is not "Large" AND "T_R" is "Large")
  THEN "Angle" is "Right."
- IF ("T_L" is not "Large" AND "T_C" is not "Large" AND "T_R" is not "Large")
  THEN "move backwards" is "Large."

This small set of simple rules is enough to ensure that the robot will adapt its direction of movement so as to avoid any obstacles in its way. Experimental validation of the proposed system indicated that the option to move back should actually be adopted when the “move backwards” output of the FIS is larger than 0.65 (see Fig. 4(c)). Of course, this value was determined empirically and smaller or bigger values could be used instead, resulting in more “brave” or hesitant behaviors respectively.

4. Experimental Results

The presented method was tested on image pairs acquired by the robot shown in Fig. 1(a). The image pairs were captured in real-life outdoor environments under natural lighting conditions. The experimental results presented in this section cover various situations of different complexity that the robot had to deal with. For each case, the two stereo input images and the computed disparity map are given. Subsequently, the values of the FIS’s input and output variables are also given in respective tables.

Figure 5 shows cases where the robot has decided to move exactly forward. This decision was taken even in the cases of Figs. 5(a), 5(e)–5(g), 5(i), and 5(l). Such cases where there is an obvious obstacle in the robot’s way may lead vision-based obstacle avoidance algorithms to nonoptimal decisions. The minimum distance beyond which the obstacle should be avoided is controlled in the proposed method by the parameter \(\text{Thres}\), as mentioned in Sec. 3. It is evident that the robot effectively treats the obstacles as not harmful up to a certain point, before it decides to steer away from them. Table 1 gives the values of the FIS’s input and output variables for the image pairs of Fig. 5, where the robot decided to move exactly forward.

The disparity maps obtained by stereo vision, almost inevitably, contain erroneously estimated regions, as also inferred by the popular online stereo algorithms’ test bench. Such inaccuracies are also present in the disparity maps produced by the proposed method. The majority of the obstacle avoidance algorithms, including the ones covered in the introduction, are based on highly accurate and noise-free depth estimations. As a consequence, a solely vision-based obstacle avoidance method could not have used any of the aforementioned algorithms. On the contrary, the proposed algorithm can tolerate such problems as shown by the experimental results.

Figure 6 shows instances where the robot decided to steer left by some angle. Table 2 gives the values of the FIS’s input and output variables for the image
Fig. 5. Test images and disparity maps where the algorithm chose to move forward.

Pairs of Fig. 6, where the robot decided to steer left, as indicated by the angles’ negative sign. The exact steering angle varies according to the scene’s details instead of being constant, as it happens with other methods. The presented algorithm is able to cope with scenes resulting in significantly problematic disparity maps, as in Fig. 6(c). Even in this case, where the computed disparity map contains several extended erroneously computed regions, the fuzzy direction decision algorithm takes the correct decision.
Table 1. Results for the cases where the algorithm chose to move forward.

<table>
<thead>
<tr>
<th>Image Pair</th>
<th>Inputs</th>
<th>Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Left (%)</td>
<td>Central (%)</td>
</tr>
<tr>
<td>5(a)</td>
<td>0.03</td>
<td>1.68</td>
</tr>
<tr>
<td>5(b)</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>5(c)</td>
<td>19.82</td>
<td>9.82</td>
</tr>
<tr>
<td>5(d)</td>
<td>54.05</td>
<td>5.65</td>
</tr>
<tr>
<td>5(e)</td>
<td>4.95</td>
<td>6.00</td>
</tr>
<tr>
<td>5(f)</td>
<td>5.20</td>
<td>8.16</td>
</tr>
<tr>
<td>5(g)</td>
<td>20.71</td>
<td>15.21</td>
</tr>
<tr>
<td>5(h)</td>
<td>18.72</td>
<td>11.65</td>
</tr>
<tr>
<td>5(i)</td>
<td>13.06</td>
<td>14.60</td>
</tr>
<tr>
<td>5(j)</td>
<td>12.86</td>
<td>16.05</td>
</tr>
<tr>
<td>5(k)</td>
<td>9.84</td>
<td>8.44</td>
</tr>
<tr>
<td>5(l)</td>
<td>0.85</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Fig. 6. Test images and disparity maps where the algorithm chose to move left.

Table 2. Results for the cases where the algorithm chose to move left.

<table>
<thead>
<tr>
<th>Image Pair</th>
<th>Inputs</th>
<th>Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Left (%)</td>
<td>Central (%)</td>
</tr>
<tr>
<td>6(a)</td>
<td>8.75</td>
<td>89.62</td>
</tr>
<tr>
<td>6(b)</td>
<td>9.71</td>
<td>37.54</td>
</tr>
<tr>
<td>6(c)</td>
<td>22.86</td>
<td>38.60</td>
</tr>
<tr>
<td>6(d)</td>
<td>3.94</td>
<td>73.83</td>
</tr>
</tbody>
</table>

Table 3 gives the values of the FIS’s input and output variables for the corresponding image pairs. As shown by the value of the parameter “move backwards” for the pairs of Figs. 6(c) and 7(d), there is a relatively high tendency to adopt the option to move backwards in these cases. However, since the threshold value had been set to 0.65, the robot chose to steer left and right respectively. On the other hand, Fig. 8
Fig. 7. Test images and disparity maps where the algorithm chose to move right.

Table 3. Results for the cases where the algorithm chose to move right.

<table>
<thead>
<tr>
<th>Image Pair</th>
<th>Inputs</th>
<th>Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Figures</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Left (%)</td>
<td>Central (%)</td>
</tr>
<tr>
<td>7(a)</td>
<td>81.45</td>
<td>66.78</td>
</tr>
<tr>
<td>7(b)</td>
<td>83.79</td>
<td>85.95</td>
</tr>
<tr>
<td>7(c)</td>
<td>67.27</td>
<td>80.19</td>
</tr>
<tr>
<td>7(d)</td>
<td>67.83</td>
<td>67.51</td>
</tr>
</tbody>
</table>

Fig. 8. Test images and disparity map where the algorithm chose to move backwards.

and Table 4 show a scene and the respective FIS variables where the robot actually decided to move backwards. Other threshold value for the “move backwards” parameter would had lead to other behaviors for the last three cases. The inherent ability of the algorithm to decide whether the robot should move backwards prevents entrapments into local minima, which often happens in methods such as the virtual force field\(^\text{19}\) and the elastic strips.\(^\text{21}\)

As shown by the experimental results, the proposed algorithm has succeeded in deciding an obstacle avoiding direction of movement for a variety of scenes. It

Table 4. Results for the cases where the algorithm chose to move backwards.

<table>
<thead>
<tr>
<th>Image Pair</th>
<th>Inputs</th>
<th>Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Figure</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Left (%)</td>
<td>Central (%)</td>
</tr>
<tr>
<td>8</td>
<td>70.94</td>
<td>87.21</td>
</tr>
</tbody>
</table>
manages to process even erroneous vision data without the need of further sensors’ input. The used FIS decides the exact value of the steering angle in a continuous manner. In this sense, the proposed method combines attributes of the methods presented in Refs. 4 and 25 while adding further capabilities and maintaining the computational load in very low levels.

5. Conclusion

For mobile robots to move toward human-like behaviors, autonomous navigation is an essential milestone. Obstacle avoidance, using a minimum of sensory and processing resources, is the first step to this direction.

This work has presented an obstacle avoidance method for stereovision-equipped mobile robots. The proposed method is based on a custom developed stereo algorithm and a simple but effective fuzzy obstacle analysis and direction decision module. Both these modules are focused on avoiding complex calculation methodologies. In accordance with its biological archetypes, the robot executing the proposed algorithm has effectively detected and avoided any obstacles using only stereovision as input.

The behavior of the method has been validated by real outdoor data sets of various scenes. The algorithm exhibits robust behavior and is able to ensure collision-free autonomous mobility to robots. Moreover, the robot’s direction changes are smooth, resembling that of living creatures, due to the fuzzy system’s continuous range of output values.
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