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Comparison of Point Sets and Sequences for Quasi-Monte Carlo and for Random Number Generation*
(Invited Paper)

Pierre L’Ecuyer

DIRO, CIRRELT, and GERAD,
Université de Montréal, Canada
http://www.iro.umontreal.ca/~lecuyer

Abstract. Algorithmic random number generators require recurring sequences with very long periods and good multivariate uniformity properties. Point sets and sequences for quasi-Monte Carlo numerical integration need similar multivariate uniformity properties as well. It then comes as no surprise that both types of applications share common (or similar) construction methods. However, there are some differences in both the measures of uniformity and the construction methods used in practice. We briefly survey these methods and explain some of the reasons for the differences.

1 Introduction

1.1 Random Number Generators

(Pseudo)Random number generators (RNGs) are typically defined by a (deterministic) recurring sequence in a finite state space $S$, usually a finite field or ring, and an output function mapping each state to an output value in $U$, which is often either a real number in the interval $(0, 1)$ or an integer in some finite range $[1, 2, 3, 4]$. We shall assume here that each output is a real number in $(0, 1)$ and that the purpose of the RNG is to mimic a sequence of independent $U(0, 1)$ random variables (i.e., uniformly distributed over $(0, 1)$). Of course, with such an algorithmic construction, this can only be a fake. The quality of the fake should be measured in a way that depends on the application.

One could argue that physical noise would provide a safer source of (true) randomness. With careful design, it does, and it is appropriate for certain applications such as generating random keys in cryptology and for gaming machines, for example, where unpredictability is a major requirement. In this paper, we focus on RNGs for simulation applications, where fast algorithmic RNGs are much more convenient than physical sources, because they are faster, they permit one to replicate the same exact sequence several times (this is often needed in

* This work was supported NSERC-Canada Grant Number ODGP0110050 and by a Canada Research Chair to the author.
simulation, for example for comparing similar systems and in optimization and variance reduction algorithms [5,6,7]), and they do not require special hardware.

Let $s_0, s_1, s_2, \ldots$ denote the successive states of our RNG, and $u_0, u_1, u_2, \ldots$ be the corresponding sequence of output values. After selecting $s_0$ (which might be random), the successive states follow the deterministic recurrence $s_i = f(s_{i-1})$ for a given transition function $f : S \rightarrow S$, and the output at step $i$ is $u_i = g(s_i)$ for some output function $g : S \rightarrow (0, 1)$. This output sequence is necessarily (eventually) periodic, with period $\rho$ that cannot exceed the number of distinct states, $|S|$. When the state occupies $b$ bits of memory, we have $\rho \leq 2^b$, and we usually require that $\rho$ be close to $2^b$, to avoid wasting memory. Values of $b$ for certain practical RNGs can be as much as 20,000 or even more [8,9,10], but for simulation, a few hundred is probably large enough.

Besides a long period, other standard requirements for RNGs include high running speed (in 2008, fast RNGs can produce over 100 million $U(0, 1)$ random numbers per second on a standard computer), reproducibility and portability (the ability to reproduce the same sequence several times on the same computer, and also on any standard computing platform), and the possibility to quickly jump ahead by an arbitrarily large number of steps in the sequence. The latter is frequently used to split the sequence into several shorter (but still very long) disjoint subsequences, in order to provide an arbitrary number of virtual generators (often called RNG streams) [5,6].

However, these basic properties are not sufficient. To see why, just note that an RNG defined by $u_i = s_i = (i + 1/2)/2^{10000} \mod 1$ easily satisfies all the above properties, and the values cover the interval $(0, 1)$ very evenly in the long run, but this RNG certainly fails to provide a good imitation of independent $U(0, 1)$ random variables. The problem is the lack of (apparent) independence between successive values.

A key observation is that we have both uniformity and independence if and only if for any integer $s > 0$, $(u_0, \ldots, u_{s-1})$ is a random vector with the uniform distribution over the $s$-dimensional unit hypercube $(0,1)^s$. We want the RNG to provide a good approximation of this property. If the seed $s_0$ is selected at random in $S$, then the vector $(u_0, \ldots, u_{s-1})$ has the uniform distribution over the finite set $\Psi_s = \{(u_0, \ldots, u_{s-1}) : s_0 \in S\}$, which can be viewed as a discrete approximation of the uniform distribution over $(0,1)^s$. For this approximation to be good, $\Psi_s$ must provide a dense and uniform coverage of the unit hypercube $(0,1)^s$, at least for moderate values of $s$. This is possible only if $S$ has large cardinality. In fact, this is a more important reason for having a long period than the risk of exhausting the RNG cycle. More generally, we want high uniformity of the sets of the form $\Psi(u) = \{(u_{i_1}, \ldots, u_{i_d}) : s_0 \in S\}$, where $u = \{i_1, \ldots, i_d\}$ is an arbitrary set of integers such that $0 \leq i_1 < \cdots < i_d$.

But how should we measure the uniformity of $\Psi_s$ (and of the sets $\Psi(u)$)? There are many ways. But a crucial requirement is that the selected measure of uniformity must be computable efficiently without generating the random numbers (or enumerating the points of $\Psi_s$) explicitly, because there are just too many of them. For nonlinear RNGs, easily computable measures of uniformity
are difficult to find. This is the main reason why most good RNGs used in practice are based on linear recurrences \[3,9\]. Specific measures for linear RNGs are discussed later in this paper. The choice generally depends on the type of RNG, for computability reasons.

To construct a new RNG, one would usually specify a parameterized class of (large-period) constructions (based on the availability of a fast implementation) and a figure of merit, and then perform a computer search for the construction with the largest figure of merit that can be found within that class. Then, the selected RNG is implemented and tested empirically. There is a large variety of empirical statistical tests for testing the statistical behavior of RNGs \[1,9\].

1.2 Low-Discrepancy Sets and Sequences

In quasi-Monte Carlo (QMC) numerical integration, we want a set of \( n \) points, \( P_n = \{u_0, \ldots, u_{n-1}\} \), that cover the \( s \)-dimensional unit hypercube \([0,1)^s\) very evenly. These points are used to approximate the integral of some function \( f : [0,1)^s \to \mathbb{R} \), say

\[
\mu = \int_{[0,1)^s} f(u)du,
\]

by the average

\[
\bar{\mu}_n = \frac{1}{n} \sum_{i=0}^{n-1} f(u_i).
\]  

(1)

This \( \mu \) can be interpreted as the mathematical expectation \( \mu = \mathbb{E}[f(U)] \), where \( U \) is a random vector uniformly distributed over \([0,1)^s\). Here, the cardinality \( n \) of the point set is much smaller than for RNGs, because we need to evaluate \( f \) at each of these points. It rarely exceeds a million.

Again, a key question is: How do we measure the uniformity of the point set \( P_n \)? Standard practice is to use a figure of merit that measures the discrepancy between the empirical distribution of \( P_n \) and the uniform distribution over \([0,1)^s\) \[11,12,13,14\]. Many of these discrepancies are actually defined as the worst-case integration error, with \( P_n \), over all functions \( f \) whose variation \( V(f) = \|f - \mu\| \) does not exceed 1, in a given Banach (or Hilbert) space \( \mathcal{H} \) of functions \[11,15\]. In this setting, the worst-case error can be bounded by the product of the discrepancy \( D(P_n) \), that depends only on \( P_n \), and the function’s variation, that depends only on \( f \):

\[
|\bar{\mu}_n - \mu| \leq D(P_n)V(f)
\]  

(2)

for all \( f \in \mathcal{H} \). This is a generalized form of the Koksma-Hlawka inequality \[4\]. Generally speaking, for a given point set, the more restricted (or smoother) the class of functions \( f \) for which \( V(f) \leq 1 \), the smaller will be the discrepancy, and the faster \( \min_{P_n} D(P_n) \) will converge to 0 as a function of \( n \). That is, the worst-case error bound for the best possible point set will converge to 0 more quickly. Specific examples of discrepancies are mentioned in Section 2.
Here, because $n$ is not so large, a computing time of $O(n)$ or even $O(n^2)$ for the discrepancy is acceptable (in contrast to RNGs). The choice of discrepancy can be different for this reason.

In practice, the worst-case error bound [2] is usually too difficult to compute or even to approximate, and may be very loose for our specific function $f$. For these reasons, one would rather turn the deterministic approximation $\bar{\mu}_n$ into a randomized unbiased estimator, and replace the error bound by a probabilistic error estimate obtained by estimating the variance of the estimator. This is achieved by randomizing the point set $P_n$ so that [16,17,13,18]:

(a) it retains its high uniformity when taken as a set and
(b) each individual point is a random vector with the uniform distribution over $(0,1)^s$.

A randomized QMC (RQMC) estimator of $\mu$, denoted $\hat{\mu}_{n,\text{rqmc}}$, is defined as the average ([1] in which the $u_i$ are replaced by the $n$ randomized points. By performing $m$ independent replicates of this randomization, and computing the sample mean and sample variance of the $m$ independent realizations of $\hat{\mu}_{n,\text{rqmc}}$, one obtains an unbiased estimator of $\mu$ and an unbiased estimator of the variance of this estimator. This permits one to obtain an asymptotically valid confidence interval on $\mu$ [17,13].

A simple randomization that satisfies these conditions is a random shift modulo 1 [19,17,20]: Generate a single point $U$ uniformly over $(0,1)^s$ and add it to each point of $P_n$, modulo 1, coordinate-wise. Another one is a random digital shift in base $b$ [21,13,22]: generate $U$ uniformly over $(0,1)^s$, expand each of its coordinates in base $b$, and add the digits, modulo $b$, to the corresponding digits of each point of $P_n$. For $b = 2$, this amounts to applying a coordinate-wise exclusive-or (xor) of $U$ to all the points.

The variance of the RQMC estimator is the same as its mean square error, because it is unbiased, so by squaring on each side of (2) we obtain that

$$\text{Var}[\hat{\mu}_{n,\text{rqmc}}] \leq V^2(f) \cdot \mathbb{E}[D^2(P_n)],$$

so the variance converges at least as fast as the mean square discrepancy.

A low-discrepancy sequence is an infinite sequence $\{u_0, u_1, u_2, \ldots\}$ such that the point set $P_n$ formed by the first $n$ points of the sequence has low discrepancy for all large enough $n$. Often, the discrepancy is lower along a subsequence of values of $n$; e.g., if $n$ is a power of a given integer. Such sequences are convenient if we want to increase $n$ (adding more points to the set) until some error bound or error estimate is deemed small enough, instead of fixing $n$ a priori. A low discrepancy point set of sequence can also be infinite-dimensional; i.e., each point has an infinite sequence of coordinates. In this case, the sequence of coordinates are usually defined by a recurrence. This is convenient when $f(U)$ depends on a random and unbounded number of uniform random variables, which is frequent.

1.3 Importance of Low-Dimensional Projections

When the dimension $s$ is large, filling up the $s$-dimensional unit cube evenly requires too many points. For $s = 100$, for example, we already need $2^{100}$ points
just to have one point near each corner of the hypercube. For quasi-Monte Carlo, this is impractical. For RNGs, we can easily have more than $2^{100}$ points in $\Psi_s$, but the high-dimensional uniformity eventually breaks down as well for a larger $s$.

In QMC, we are saved by the fact that $f$ is often well approximated by a sum of low-dimensional functions, that depend only on a small number of coordinates of $u$; that is,

$$f(u) \approx \sum_{u \subseteq J} f_u(u),$$

where each $f_u : (0, 1)^s \rightarrow \mathbb{R}$ depends only on $\{u_j, j \in u\}$, and $J$ is a family of small-cardinality subsets of $\{1, \ldots, s\}$. Then, to integrate $f$ with small error, it suffices to integrate with small error the low-dimensional functions $f_u$ making up the approximation. For that, we only need high uniformity of the projections $P_n(u)$ of $P_n$ over the low-dimensional sets of coordinates $u \in J$. This suggests a figure of merit defined as a weighted sum (or supremum) of discrepancy measures computed over the sets $P_n(u)$ for $u \in J$. The figures of merit used to select QMC point sets are typically of that form.

This heuristic interpretation can be made rigorous via a functional ANOVA decomposition of $f$ \cite{23,18,24}. When (3) holds for $J = \{u : |u| \leq d\}$ for a small $d$, we say that $f$ has low effective dimension in the superposition sense, while if it holds for $J = \{u \subseteq \{1, \ldots, d\}\}$ for a small $d$, we say that $f$ has low effective dimension in the truncation sense \cite{25,18}. Low effective dimension can often be achieved by redefining $f$ without changing its expectation, via a change of variables \cite{26,25,27,28,14,29,30}. That is, we change the way the uniforms (the coordinates of $u$) are transformed in the simulation. There are important applications in computational finance, for example, where after such a change of variable, the one- and two-dimensional functions $f_u$ account for more than 99% of the variability of $f$ \cite{14,30}. For these applications, it is important that the one- and two-dimensional projections $P_n(u)$ have very good uniformity, and there is no need to care much about the high-dimensional projections.

It makes sense that the figures of merit for the point sets $\Psi_s$ produced by RNGs also take the low-dimensional projections into account, as suggested in \cite{3,31,17}, for example. In fact, the standardized figures of merit based on the spectral test, as defined in \cite{32,33,34} for example, already do this to a certain extent by giving more weight to the low-dimensional projections in the truncation sense (where $u = \{1, \ldots, d\}$ for small $d$).

### 2 Examples of Discrepancies for QMC

Discrepancies and the corresponding variations are often defined via reproducing kernel Hilbert spaces (RKHS). An RKHS is constructed by selecting a kernel $K : [0, 1]^2s \rightarrow \mathbb{R}$, which is a symmetric and positive semi-definite function. The kernel determines in turn a set of basis functions and a scalar product, that define a Hilbert space $\mathcal{H}$ \cite{35}. For $f \in \mathcal{H}$ and a point set $P_n$, (2) holds with
\[ V(f) = \|f - \mu\|_K, \text{ where } \| \cdot \|_K \text{ is the norm that corresponds to the scalar product of } \mathcal{H}, \text{ and } D(P_n) \text{ that satisfies} \]

\[
D^2(P_n) = \frac{1}{n^2} \sum_{i=0}^{n-1} \sum_{j=0}^{n-1} K(u_i, u_j) - \frac{2}{n^2} \sum_{i=0}^{n-1} \int_{[0,1]^s} K(u_i, v)dv + \int_{[0,1]^{2s}} K(u, v)dudv \tag{4}
\]

(see [11,12]). When \(K(u, v)\) can be computed in \(O(s)\) time for an arbitrary \((u, v)\), then this \(D(P_n)\) can be computed in \(O(n^2s)\) time, but this assumption does not always hold.

One important type of kernel has the form

\[
K(u, v) = \sum_{h \in \mathbb{Z}^s} w(h)e^{2\pi \imath h^t(u-v)} \tag{5}
\]

where \(\imath = \sqrt{-1}\), the \(t\) means “transposed”, and the \(w(h)\) are non-negative weights such that \(\sum_{h \in \mathbb{Z}^s} w(h) < \infty\). The corresponding square variation is

\[
V^2(f) = \sum_{0 \neq h \in \mathbb{Z}^s} |\hat{f}(h)|^2 / w(h),
\]

where the \(\hat{f}(h)\) are the Fourier coefficients of \(f\). The corresponding discrepancy is easily computable only for special shapes of the weights.

For example, if

\[
w(h) = \prod_{j=1}^{s} \min(1, \gamma_j|h_j|^{-2\alpha}), \tag{6}
\]

for some integer \(\alpha \geq 1\) and positive real numbers (weights) \(\gamma_j\), then the kernel becomes

\[
K_\alpha(u, v) = \prod_{j=1}^{s} \left[ 1 - \gamma_j (-4\pi^2)^\alpha (2\alpha)! B_{2\alpha}((u_j - v_j) \mod 1) \right], \tag{7}
\]

where \(B_{2\alpha}\) is the Bernoulli polynomial of degree \(2\alpha\) [20]. This kernel can be computed in \(O(s)\) time, so the discrepancy can be computed in \(O(n^2s)\) time. The corresponding \(V(f)\) in this case satisfies

\[
V^2(f) = \sum_{\phi \neq u \subseteq S} \left( \prod_{j \in u} \gamma_j^{e^{-\alpha}} \right) (4\pi^2)^{-\alpha} |u| \int_{[0,1]^{|u|}} \int_{[0,1]^{s-|u|}} \left| \frac{\partial^{\alpha}|u| f(u)}{\partial u_{\bar{u}}^\alpha}(u)du_{\bar{u}} \right|^2 du_u, \tag{8}
\]

where \(u_u\) represents the coordinates of \(u\) whose indices are in the set \(u\) and \(u_{\bar{u}}\) represents those whose indices are not in \(u\). This RKHS contains only periodic functions \(f\) of period 1, with \(f(0) = f(1)\), and the variability measures the smoothness via the partial derivatives of \(f\).
Slight variations of this discrepancy have interesting geometric interpretations. For example, if we replace \( B_{2\alpha} \left( (u_j - v_j) \mod 1 \right) \) in (7) by an appropriate (simple) polynomial in \( u_j \) and \( v_j \), we obtain a weighted \( L_2 \)-unanchored discrepancy whose interpretation is the following \([11,12]\). For each subset \( u \) of coordinates and any \( u, v \in [0,1]^{|u|} \), let \( D(P_n(u), u, v) \) be the absolute difference between the volume of the \(|u|\)-dimensional box with opposite corners at \( u \) and \( v \), and the fraction of the points of \( P_n \) that fall in that box. The square discrepancy is then defined as

\[
[D_2(P_n)]^2 = \sum_{\phi \neq u \subseteq S} \left( \prod_{j \in u} \gamma_j \right) \int_{[0,1]^{|u|}} \int_{[0,v]} D^2(P_n(u), u, v) \, du \, dv.
\]  

(9)

Other similarly defined RKHSs contain non-periodic functions \( f \). For example, by taking again the appropriate (simple) function in place of \( B_{2\alpha} \left( (u_j - v_j) \mod 1 \right) \) in (7), we obtain a weighted \( L_2 \)-star discrepancy, whose square can be written as

\[
[D_2(P_n)]^2 = \sum_{\phi \neq u \subseteq S} \left( \prod_{j \in u} \gamma_j \right) \int_{[0,1]^{|u|}} D^2(P_n(u), 0, v) \, dv
\]  

(10)

and the square variation is

\[
V^2(f) = \sum_{\phi \neq u \subseteq S} \left( \prod_{j \in u} \gamma_j^{-1} \right) \int_{[0,1]^{|u|}} \left| \frac{\partial^{\left|u\right|}}{\partial u_u} f_u(u_u) \right|^2 \, du_u
\]

(see \([11,12]\)). All these discrepancies can be computed in \( O(n^2s) \) time for general point sets.

It is known that there exists point sets \( P_n \) for which the discrepancy based on (7) converges as as \( O(n^{-\alpha+\delta}) \) for any \( \delta > 0 \), and point sets for which the discrepancy (10) converges as \( O(n^{-1+\delta}) \).

### 3 RNGs Based on Linear Recurrences Modulo a Large Integer \( m \)

An important (and widely used) class of RNGs is based on the general linear recurrence

\[
x_i = (a_1 x_{i-1} + \cdots + a_k x_{i-k}) \mod m,
\]

(11)

where \( k \) and \( m \) are positive integers, \( a_1, \ldots, a_k \in \{0,1,\ldots,m-1\} \), and \( a_k \neq 0 \). The state at step \( i \) is \( s_i = x_i = (x_{i-k+1}, \ldots, x_i) \). Suppose the output is \( u_i = x_i / m \) (in practice it is slightly modified to make sure that \( 0 < u_i < 1 \)). This RNG is called a *multiple recursive generator*. For \( k = 1 \), it is known as a *linear congruential generator* (LCG). For prime \( m \) and well-chosen coefficients, the period length can reach \( m^k - 1 \) \([\ref{1}]\), which can be made arbitrarily large by
increasing $k$. Because of the linearity, jumping ahead from $x_i$ to $x_{i+\nu}$ is easy, regardless of $\nu$: One can write $x_{i+\nu} = A_{\nu}x_i \mod m$, where $A_{\nu}$ is a $k \times k$ matrix that can be precomputed once for all [3].

It is well-known that in this case, $\Psi_s$ is the intersection of a lattice

$$L_s = \left\{ v = \sum_{j=1}^{s} h_j v_j \text{ such that each } h_j \in \mathbb{Z} \right\}$$

with the unit hypercube $[0, 1)^s$ [136], where a lattice basis $\{v_1, \ldots, v_s\}$ is easy to obtain [36]. Theoretical measures of uniformity used in practice are defined in terms of the geometry of this lattice. The lattice structure implies in particular that $\Psi_s$ is contained in a family of equidistant parallel hyperplanes. For the family for which the successive hyperplanes are farthest apart, the inverse of the distance between the successive hyperplanes is equal to the Euclidean length of the shortest nonzero vector in the dual lattice $L_s^*$, defined by $L_s^* = \{ h \in \mathbb{R}^s : h^T v \in \mathbb{Z} \text{ for all } v \in L_s \}$. The $L_1$ length of the shortest nonzero vector in $L_s^*$ gives the number of hyperplanes required to cover the points. The computing time of these shortest vectors is exponential in $s$ (in the worst case, with the best known algorithms), but depends very little on $m$ and $k$. In practice, one can handle values of $s$ up to 50 (or more, for easier lattices), even with $m^k > 2^{1000}$ [32].

Note that for every subset of coordinates $u = \{i_1, \ldots, i_d\}$, the projection set $\Psi(u)$ is also the intersection of a lattice with the unit hypercube $[0, 1)^d$, and one can compute the length $\ell(u)$ of a shortest nonzero vector in the corresponding dual lattice $L^*(u)$. Moreover, for any given number of points $n = m^k$ and a given dimension $d$, there is a theoretical upper bound $\ell^*_d(n)$ on this length $\ell(u)$. One can divide $\ell(u)$ by such an upper bound to obtain a standardized value between 0 and 1, and take the worst case over a selected class $\mathcal{J}$ of index sets $u$. This gives a figure of merit of the form

$$\min_{u \in \mathcal{J}} \frac{\ell(u)}{\ell^*_|u|}(n).$$

This type of criterion has been proposed in [17]. Simplified versions, where $\mathcal{J}$ contains only the subsets of successive coordinates up to a given dimension, have been used for a long time to measure the quality of RNGs [34,13,31,32,3].

It is important to look at the projections $\Psi(u)$, because fast long-period (but otherwise poorly designed) RNGs often have some very bad low-dimensional projections. For example, lagged-Fibonacci generators follow the recurrence (11) with only two nonzero coefficients, say $a_r$ and $a_k$, both equal to $\pm 1$. It turns out that for these generators, with $u = \{0, k - r, k\}$, all the points of $\Psi_s(u)$ lie in only two parallel planes in the three-dimensional cube. This type of structure can have a disastrous impact on certain simulations. The add-with-carry and subtract-with-borrow generators, proposed in [37] and still available in some popular software, have exactly the same problem. A well-chosen figure of merit of the form (13) should give high penalties to these types of bad projections.
A variant of the multiple recursive generator is the multiply-with-carry generator, based on a linear recurrence with carry:

\[
x_i = (a_1 x_{i-1} + \cdots + a_k x_{i-k} + c_{i-1}) d \mod b,
\]

\[
c_i = \lceil (a_0 x_i + a_1 x_{i-1} + \cdots + a_k x_{i-k} + c_{i-1}) / b \rceil,
\]

\[
u_i = x_i / b + x_{i+1} / b^2 + \cdots
\]

where \( b \geq 2 \) is an integer, \( a_0 \) is relatively prime to \( b \), and \( d \) is the multiplicative inverse of \(-a_0 \mod b\). In practice, the expansion that defines \( u_i \) is truncated to a few terms. An important result, if we neglect this truncation, states that this RNG is exactly equivalent to an LCG with modulus \( m = \sum_{\ell=0}^{k-1} a_\ell b^\ell \) and multiplier \( a \) equal to the inverse of \( b \mod m \) \([38,39,40]\). This means that this RNG can be seen as a clever way of implementing an LCG with very large modulus and large period (this RNG can be quite fast if \( b \) is a power of two, for example), and that its uniformity can be measured in terms of the lattice structure of this LCG \([39]\).

4 RNGs Based on Linear Recurrences Modulo 2

Another important class of construction methods uses a linear recurrence as in (11), but with \( m = 2 \) \([41,42]\). That is, all operations are performed in the finite field \( \mathbb{F}_2 = \{0, 1\} \). This general construction can be written in matrix form as \([3,31]\):

\[
x_i = Ax_{i-1}, \quad y_i = Bx_i, \quad u_i = \sum_{\ell=1}^{w} y_{i,\ell-1} 2^{-\ell},
\]

where \( x_i = (x_{i,0}, \ldots, x_{i,k-1})^t \) is the state at step \( i \), \( A \) is a \( k \times k \) binary matrix, \( y_i = (y_{i,0}, \ldots, y_{i,w-1})^t \), \( B \) is a \( w \times k \) binary matrix, \( k \) and \( w \) are positive integers, and \( u_i \in [0,1) \) is the output at step \( i \). (In practice, the output can be modified slightly to avoid returning 0.)

This framework covers several well-known generators such that the Tausworthe, polynomial LCG, generalized feedback shift register (GFSR), twisted GFSR, Mersenne twister, WELL, xorshift, linear cellular automaton, and combinations of these \([43,31,44,42]\). With a careful design, for which \( A \) has a primitive characteristic polynomial over \( \mathbb{F}_2 \), the period length can reach \( 2^k - 1 \). The matrices \( A \) and \( B \) should be constructed so that the products (14) and (14) can be computed very quickly by a few simple binary operations on blocks of bits, such as or, exclusive-or, shift, and rotation. A compromise must be made between the number of such operations and a good uniformity of the point sets \( \Psi_s \) (with too few operations, there are in general limitations on the quality of the uniformity that can be reached). For these types of generators, the uniformity of the point sets \( \Psi_s \) is measured by their equidistribution properties, as explained in Section 6.

Combined generators of this type, defined by xoring the output vectors \( y_i \) of the components, are equivalent to yet another generator from the same class.
Such combinations provide efficient ways of implementing RNGs with larger state spaces \cite{45,46,31}.

5 Lattice Rules for QMC

When a lattice \( L_s \) as in (12) contains \( \mathbb{Z}^s \), it is called an integration lattice, and the QMC approximation (11) with \( P_n = L_s \cap [0,1)^s \) is a lattice rule \cite{41,20}. The most frequently used lattice rules are of rank 1: we have \( \mathbf{v}_1 = \mathbf{a}_1/n \) where \( \mathbf{a}_1 = (a_1, \ldots, a_s) \), and \( \mathbf{v}_j = \mathbf{e}_j \) (the \( j \)th unit vector) for \( j \geq 2 \). A special case is when \( P_n \) is the point set \( \Psi_s \) that correspond to a LCG; we then have a Korobov lattice rule.

Integration lattices are usually randomized by a random shift modulo 1. The shift preserves the lattice structure. It turns out that the variance of the corresponding RQMC estimator can be written explicitly as

\[
\text{Var}[\hat{\mu}_{n,rqmc}] = \sum_{0 \neq \mathbf{h} \in L_s^*} |\hat{f}(\mathbf{h})|^2,
\]

where the \( \hat{f}(\mathbf{h}) \) are the coefficients in the Fourier expansion of the function \( f \) \cite{17}. Assuming that we want to minimize the variance, (14) gives the ultimate discrepancy measure of a lattice point set to integrate a given function \( f \). The square Fourier coefficients are generally unknown, but they can be replaced by weights \( w(\mathbf{h}) \) that try to approximate their expected behavior for a given class of functions of interest. It might be difficult to obtain such an approximation. Another problem is that computing (14) with the weights \( w(\mathbf{h}) \), and searching for lattices that minimize its value, may be difficult unless the weights have a special form. In \cite{17}, the authors argue that since the Fourier coefficients for the short vectors \( \mathbf{h} \) represent the main trends of the function’s behavior, they are likely to be those having the most impact on the variance, so we should try to keep them out of the dual lattice to eliminate them from the sum in (14). If we do this for a selected class of low-dimensional projections of \( L_s \), and weight these projections, this leads to the same criterion as in (13). Specific Korobov lattice parameters found on the basis of this criterion are given in \cite{17}.

In these criteria, the Euclidean length of \( \mathbf{h} \) could also be replaced by other notions of length; for example, the \( L_1 \) length, as discussed earlier, of the product length \( \prod_{j=1}^s \max(1,|h_j|) \), for which the length of the shortest vector in \( L_s^* \) is called the Zaremba index \cite{20}.

For lattice rules, discrepancies based on kernels of the general form (5) admit simplified formulas, thanks to the fact that \( \sum_{i=0}^{n-1} e^{2\pi i \mathbf{h} \cdot \mathbf{u}_i} = n \) for \( \mathbf{h} \in L_s^* \), and 0 otherwise \cite{20}. In particular, the square discrepancy for the kernel (7) simplifies to

\[
D^2(P_n) = -1 + \frac{1}{n} \sum_{i=0}^{n-1} \prod_{j=1}^s \left( 1 + \gamma_j (-4\pi^2/2)^{\alpha} B_{2\alpha}(u_j)/2 \right),
\]
which can be computed in $O(ns)$ time. This discrepancy is a weighted version of a criterion known as $P_{2\alpha}$ \cite{11,20}, widely used for lattice rules.

It is known that for any given dimension $s$ and arbitrarily small $\delta > 0$, there exist lattice rules whose discrepancy \cite{15} is $O(n^{-\alpha+\delta})$ \cite{17,14,20}. Until very recently, it was unclear if those lattices were easy to find, but explicit construction methods are now available.

Indeed, for a large $s$ and moderate $n$, trying all possibilities for the basis vectors is just impractical. Even if we restrict ourselves to a rank-1 lattice, there is already $(n-1)^s$ possibilities. So one must either search at random, or perform a more restricted search. One possibility is to limit the search to Korobov rules, so that there is only the parameter $a_1$ to select. Another possibility is to adopt a greedy component-by-component (CBC) construction of a rank-1 lattice, for a given $n$, by selecting the components $a_j$ of the vector $a_1 = (a_1, \ldots, a_s)$ iteratively as follows \cite{48,49}. Start with $a_1 = 1$. At step $j$, $a_1, \ldots, a_{j-1}$ are fixed and we select $a_j$ to optimize a given discrepancy measure for the $j$-dimensional rank-1 lattice with generating vector $v_1 = a_1/n$. At each step, there is at most $n - 1$ choices to examine for $a_j$, so at most $O(ns)$ discrepancies need to be computed to construct a lattice of dimension $s$. For a discrepancy of the form \cite{15}, since each discrepancy is computable in $O(ns)$ time, we can conclude that computing $a_1 = (a_1, \ldots, a_s)$ requires at most $O(n^2s^2)$ time. But in fact, faster algorithms have been designed that can compute $a_1$ in $O(n \log(n)s)$ time using $O(n)$ memory \cite{50,48,51}.

The remarkable feature of these CBC constructions is that for a large variety of discrepancies, defined mostly via RKHS, it has been proved that one obtains rank-1 lattices whose discrepancy converges at the same rate, as a function of $n$, as the best possible lattice constructions \cite{50,52,17,53}. In other words, for these discrepancies, CBC provides a practical way of constructing lattices with optimal convergence rate of the discrepancy. These results provide supporting arguments for the use of these types of discrepancies as figures of merit.

6 Digital Nets for QMC

We start with an arbitrary integer $b \geq 2$, usually a prime. An $s$-dimensional digital net in base $b$, with $n = b^k$ points, is a point set $P_n = \{u_0, \ldots, u_{n-1}\}$ defined by selecting $s$ generator matrices $C_1, \ldots, C_s$ with elements in $\mathbb{Z}_b = \{0, \ldots, b-1\}$, where each $C_j$ is $\infty \times k$. The points $u_i$ are defined as follows. For $i = 0, \ldots, b^k - 1$, we write

$$i = \sum_{\ell=0}^{k-1} a_{i,\ell}b^{\ell},$$

$$\begin{pmatrix}
  u_{i,1,1} \\
  u_{i,1,2} \\
  \vdots \\
  u_{i,k-1,1}
\end{pmatrix} = C_j \begin{pmatrix}
  a_{i,0} \\
  a_{i,1} \\
  \vdots \\
  a_{i,k-1}
\end{pmatrix} \mod b,$$

(16)
\[ u_{i,j} = \sum_{\ell=1}^{\infty} u_{i,j,\ell} b^{-\ell}, \quad \text{and} \quad u_i = (u_{i,1}, \ldots, u_{i,s}). \] (17)

In practical implementations, only the first \( r \) rows of the \( C_j \)'s are nonzero, for some positive integer \( r \) (for example, with \( b^r \approx 2^{31} \) on 32-bit computers).

It is usually the case that the first \( k \) rows of each \( C_j \) form a nonsingular \( k \times k \) matrix, so each one-dimensional projection \( P_n(\{j\}) \) truncated to the first \( k \) digits is equal to \( \mathbb{Z}_n/n = \{0, 1/n, \ldots, (n-1)/n\} \). The role of each \( C_j \) is to define a permutation of \( \mathbb{Z}_n/n \) so that these numbers are enumerated in a different order for the different coordinates. The choice of these permutations determines the uniformity of \( P_n \) and of its projections \( P_n(u) \) (which are also digital nets).

In a more general definition of digital net [4], one can also apply bijections (or permutations) to the digits of \( \mathbb{Z}_b \) before and after the multiplication by \( C_j \). These multiplications are performed in an arbitrary ring \( R \) of cardinality \( b \), and the bijections may depend on \( \ell \) and \( j \). The bijections provide additional opportunity for improving the uniformity.

A digital sequence in base \( b \) is defined by selecting matrices \( C_j \) with an infinite number of columns. This gives an infinite sequence of points. For each \( k \), the first \( k \) columns determine the first \( b^k \) points, which form a digital net. Widely-used instances of digital sequences are those of Sobol’ [54] in base 2, of Faure [55] in prime base \( b \), of Niederreiter [56], and of Niederreiter and Xing [57]. With an infinite sequence of matrices \( C_j \), we have an infinite-dimensional digital net. These infinite sequences of columns and matrices are often defined via recurrences (each column and matrix being a function of the previous ones).

Polynomial lattice rules use point sets defined by a lattice as in (12), but where the \( h_j \) are polynomials over \( \mathbb{Z}_b \), and the coordinates of the \( v_j \) are polynomials over \( \mathbb{Z}_b \) divided by a common polynomial of degree \( k \). The output is produced simply by “evaluating” each \( v(z) \), which is a vector of formal series in \( z \), at \( z = b \). These polynomial lattice rules turn out to be special cases of digital nets in base \( b \). Moreover, much of the theory developed for ordinary lattice rules has a counterpart for those other types of lattice rules [58,59].

Important parts of this theory also extends to digital nets in general [60,61]. In particular, there is a dual space \( C_s^* \) that plays the same role as the dual lattice \( L_s^* \) (in the case of polynomial lattice rules, \( C_s^* \) is also a lattice). For a digital net with a random digital shift in base \( b \), in analogy with (14), the RQMC estimator has variance

\[ \text{Var}[\hat{\mu}_{n,\text{rqmc}}] = \sum_{0 \neq \mathbf{h} \in C_s^*} |\tilde{f}(\mathbf{h})|^2, \] (18)

where the \( \tilde{f}(\mathbf{h}) \) are the coefficients of the Walsh expansion of \( f \). For a given \( f \), this expression provides an ultimate discrepancy measure for a digital net with a random digital shift. This discrepancy has the same limitations as (14) for ordinary lattices (the Walsh coefficients are usually unknown, etc), and the practical alternatives are analogous. They lead to figures of merit as in (13), but where the \( \ell(u) \) are lengths of shortest vectors in the dual spaces \( C_s^*(u) \) associated with the projections \( P_n(u) \) instead of in the dual lattices \( L^*(u) \).
Do the discrepancies discussed in Section 2 have simplified expressions for digital nets, as was the case for lattice rules? Those based on the kernel \([5]\) do not, but they do if we take a slightly different kernel, based on Walsh expansions in base \(b\) instead of Fourier expansions. This can be exploited to develop practical figures of merit analogous to those used for lattice rules.

The most widely used class of figures of merit, for both RNG and QMC point sets, are those based on the notion of \textit{equidistribution}, defined as follows. For a vector of non-negative integers \((q_1, \ldots, q_s)\), we partition the \(j\)th axis into \(b^{q_j}\) equal parts for each \(j\). This partitions the hypercube \([0, 1)^s\) into \(b^{q_1} + \cdots + b^{q_s}\) rectangular boxes of the same size and shape. A point set \(P_n\) of cardinality \(n = b^k\) is \((q_1, \ldots, q_s)\)-equidistributed in base \(b\) if each box of this partition contains exactly \(b^t\) points of \(P_n\), where \(t = k - q_1 - \cdots - q_s\). For a digital net in base \(b\), this property holds if and only if the set of \(k - q = q_1 + \cdots + q_t\) rows that comprise the first \(q_j\) rows of \(C_j\), for \(j = 1, \ldots, s\), is linearly independent in the finite ring \(R\) \([4]\).

The set \(P_n\) is a \((t, k, s)\)-net in base \(b\) if it is \((q_1, \ldots, q_s)\)-equidistributed whenever \(q_1 + \cdots + q_s \leq k - t\) \([4]\). The smallest such \(t\) is the \(t\)-value of the net. A digital sequence \(\{u_0, u_1, \ldots\}\) in \(s\) dimensions is a \((t, s)\)-sequence in base \(b\) if for all integers \(k > 0\) and \(\nu \geq 0\), the point set \(Q(k, \nu) = \{u_i : i = \nu b^k, \ldots, (\nu + 1)b^k - 1\}\) is a \((t, k, s)\)-net in base \(b\). The \(t\)-value is a widely used figure of merit for digital nets. Ideally, we would like it to be zero, but there are theoretical lower bounds on it. In particular, a \((0, k, s)\)-net in base \(b\) can exist only if \(b \geq s - 1\), and a \((0, t)\)-sequence in base \(b\) can exist only if \(b \geq t\). Lower bounds for general pairs \((b, s)\), together with the best values achieved by known constructions, are tabulated in \([62]\). For example, for \(b = 2\), \(k = 16\), and \(s = 20\), the \(t\)-value cannot be smaller than 9. A \(t\)-value of 9 in this case only guarantees equidistribution for a partition in \(2^7 = 128\) boxes, which must contain \(2^9 = 512\) points each. For a given partition, this is a weak requirement.

The problem is that a small \(t\)-value would require equidistribution for a very rich family of partitions into rectangular boxes, and this becomes impossible when \(t\) is too small. To get around this, we may restrict our consideration to a smaller family of partitions; for example, only cubic boxes. We then want \(P_n\) to be \((\ell, \ldots, \ell)\)-equidistributed for the largest possible \(\ell\), which obviously cannot exceed \(\lfloor k/s \rfloor\). We want to minimize the \textit{resolution gap} \(\delta = \lfloor k/s \rfloor - \ell\).

These definitions apply to the projections \(P_n(u)\) as well. Let \(t_u\) and \(\delta_u\) denote the \(t\)-value and the resolution gap for \(P_n(u)\), and \(t_{\star_u}\) a theoretical lower bound on \(t_u\). Discrepancy measures for digital nets can be defined by

\[
\max_{u \in \mathcal{J}} \gamma_u \delta_u, \quad \text{or} \quad \sum_{u \in \mathcal{J}} \gamma_u \delta_u, \quad \text{or}
\]

\[
\max_{u \in \mathcal{J}} \gamma_u \left[ t_u - t_{\star_u} \right], \quad \text{or} \quad \sum_{u \in \mathcal{J}} \gamma_u \left[ t_u - t_{\star_u} \right],
\]

for some non-negative weights \(\gamma_u\) and a preselected class \(\mathcal{J}\) of index sets \(u\) \([58, 13, 59, 63]\). The choice of \(\mathcal{J}\) is a matter of compromise. With a larger (richer) \(\mathcal{J}\), the criterion is more expensive to compute, and its best possible value is
generally larger, so it will have less discriminating power for the more important low-dimensional projections. In practice, the weights are often taken all equal to 1.

Specific instances of these criteria, and search results for good parameters for specific types of digital nets, are reported in [64,21,65,63]. A special case of the first of these four criteria has been widely used to assess the uniformity of $\mathbb{F}_2$-linear RNGs [45,66,31,67,10,42].

7 Conclusion

Low-discrepancy point sets and sequences used for QMC, and the point sets formed by vectors of successive output values produced by RNGs, have much in common. They are often defined via similar linear recurrences. We also want both of them to be highly uniform in the unit hypercube. However, the figures of merit commonly used to measure their uniformity are slightly different. One of the reasons for this difference is the difference of cardinality between those types of point sets: For RNGs, the cardinality is huge and we must restrict ourselves to criteria that can be computed without enumerating the points explicitly, for example. For QMC, on the other hand, certain discrepancies are motivated by the fact that they provide explicit error bounds or variance bounds on certain classes of functions.
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1 Introduction

Random numbers are widely used in many applications such as statistical sampling, Monte Carlo simulation, numerical analysis, game theory, cryptography, etc. In cryptography, the need for random numbers arises in key generation, authentication protocols, digital signature schemes, zero-knowledge protocols, etc. Using weak random numbers may result in an adversary ability to break the whole cryptosystem. However, for many simulation applications strong random numbers are not required, in other words, different applications may require different levels of randomness.

Generating high quality random numbers is a very serious problem—and is very difficult if deterministic methods are used. The best way to generate unpredictable random numbers is to use physical processes such as radioactive decay, thermal noise or sound samples from a noisy environment. However, generating random numbers using these physical processes is extremely inefficient. Therefore, most systems use Pseudo Random Number Generators (PRNGs) based on deterministic algorithms. Desired properties of PRNGs are (i) good randomness properties of the output sequence, (ii) reproducibility, (iii) speed or efficiency and (iv) large period. The unpredictability of random sequences is established using a random seed that is obtained by a physical source like timings of keystrokes.
Without the seed, the attacker must not be able to make any predictions about
the output bits, even when all details of the generator is known.

A theoretical proof for the randomness of a generator is impossible to give,
therefore statistical inference based on observed sample sequences produced by
the generator seems to be the best option. Considering the properties of binary
random sequences, various statistical tests can be designed to evaluate the as-
sertion that the sequence is generated by a perfectly random source. Test suites
\[12345\] define a collection of tests to evaluate randomness of generators ex-
tensively.

One important attribute of test suites is the variety or coverage of tests that
they include. Coverage can be defined as the sequences that fail any of the tests
in the suite for a pre-specified type I error. A generator may behave randomly
based on a number of tests, and fail when it is evaluated by another test. So,
to have more confidence in the randomness of generators, coverage of test suite
should be as high as possible.

Test suites produce many $p$-values while evaluating a random number gen-
erator. Interpretation of these $p$-values is sometimes complicated and requires
careful attention. According to the NIST test suite, these $p$-values are evaluated
based on (i) their uniformity and (ii) the proportion of $p$-values that are less than
a predefined threshold value which is typically 0.01 \cite{1}. As Soto stated in \cite{6} to
achieve reliable results, the statistical tests in a suite should be independent, in
other words the results of the tests should be uncorrelated. In \cite{7}, the relation
between approximate entropy, overlapping serial and universal test is analyzed
and highly correlated results are obtained using defective sources.

There is a strong relation between the coverage of the suite and indepen-
dence of tests. In this paper, we study the independence of some commonly used
randomness tests and present some theoretical and experimental results. More-
over, we define the concept of sensitivity, the effect of some transformations to
sequences on test results. We propose to add the composition of the transfor-
mation and the test to the suite, whenever the effect of the transformation is
significant.

The organization of the paper is as follows. In the next section, basic back-
ground information about randomness tests and test suites are presented. In
Sect. \textsection 3 theoretical and experimental results on the independence of randomness
tests are presented for a subset of tests. In Sect. \textsection 4 the concept of sensitivity
is defined and effects of some basic transformations are presented. In the last
section, we give some concluding remarks and possible future work directions.

\section{Randomness Tests}

Let $L$ be the set of $n$ bit binary sequences, trivially $|L| = 2^n$. A statistical test
$T$ is a deterministic algorithm that takes a sample sequence and produces a
decision regarding the randomness of a sequence, as $T : L \rightarrow \{\text{accept, reject}\}$.
Therefore, $T$ divides the set $L$ of binary sequences $S_n = (s_1, s_2, \ldots, s_n)$ of length
$n$ into two sets;
\[ L_A = \{ S_n \in L : T(S_n) = \text{accept} \} \subseteq L \]

\[ L_R = \{ S_n \in L : T(S_n) = \text{reject} \} \subseteq L \]

The size of these two sets is determined by the type I error \( \alpha \), i.e. \( |L_R|/|L| = \alpha \).

The most commonly used test is probably the frequency test \[1\] that evaluates the randomness of a given sequence based on the number of ones (that is, the weight \( w \)) of the sequence. A trivial extension of the frequency test can be given as the equidistribution test that focuses on the frequencies of \( k \)-bit tuples throughout the sequence. Overlapping and Non-overlapping template matching tests \[1\] only consider the number of occurrences of pre-specified templates in the sequence.

Another commonly used statistics in randomness testing is about the changes from 1 to 0 or visa versa, which is called a run. Runs test \[1\] focuses on the number of runs in the sequence which is expected to be around \( \frac{(n+1)}{2} \) for a random sequence of length \( n \). Alternatively, there are tests that concentrate on length of runs, particularly length of the longest run of ones \[1\] in the sequence.

Especially in cryptographic applications, the complexity of sequences -the ability to reproduce the sequence- is of interest. Sequences with low complexity measures can be easily generated with alternative machines. Some examples of randomness tests based on complexity measures can be given as linear complexity \[1\], Lempel-Ziv \[8\] and maximum order complexity \[9\].

**Classification of Tests.** While selecting a subset of randomness tests to be included in a test suite, it is necessary to understand what exactly the test measures. Tests that focus on similar properties should not be included in the test suite, but one of such a class should be chosen.

In \[10\], two important properties of random sequences are emphasized. The first is about the appearance of the sequence which is related to the ability of the attacker to guess the next bit better than random guessing. The second property is about the ability to reproduce the sequence, i.e., the complexity of the sequence. Considering these properties, we give a rough classification of randomness tests into two categories:

- **Tests based on \( k \)-tuple pattern frequencies** aim to detect the biases in the appearance of the sequences. Weaknesses in the appearance of sequences can be considered as the deviations in the frequencies of \( k \)-tuples \( (1 \leq k \leq \log_2 n) \) which are expected to occur nearly equally many times throughout the sequence. An example for this category with \( k = 1 \) is the most commonly used frequency test. A trivial extension of the frequency test is the equidistribution test with \( k = 2, 3, \ldots \). Other examples can be given as runs, overlapping template, serial, coupon collectors, etc.

- **Tests based on ordering of \( k \)-tuples** aim to detect weaknesses based on the reproducibility of sequences. Most of the test statistics in this category are related to the size of simpler systems that generate the sequence. If the size of these machines are less than expected, it is possible to use these machines to
regenerate the sequence. Tests based on complexity measures like linear complexity, maximum order complexity can be given as examples.

These categories are closely related and obviously not disjoint. It is possible to find randomness tests that can be included in more than one category. As an example, consider the runs test which can be included to the category of *tests based on ordering of* $k=1$-*tuples* and also to the category of *tests based on* $k=2$-*tuple pattern frequency* since it actually counts the number of 01 and 10 patterns throughout the sequence.

Even for applications that do not require strong random numbers, generators should produce uniform outputs, in other words, should pass the tests in the first category. The tests in the second category usually take more time compared to the first category, but they are more important for applications that require strong randomness such as cryptographic applications where randomness is used in key, nonce and initial vector generation.

**Test Suites.** A randomness test suite is a collection of randomness tests that are selected to analyze the randomness properties of generators. Here we give some information about widely used test suites.

- **Knuth Test Suite** [4], developed in 1998, presents several empirical tests including frequency, serial, gap, poker, coupon collector’s, permutation, run, maximum-of-$t$, collision, birthday spacings and serial correlation.
- **DIEHARD Test Suite** [2] consists of 18 different, independent statistical tests including; birthday spacings, overlapping 5-permutations, binary rank, bitstream test, monkey tests on 20-bit Words, monkey tests OPSO, OQSO, DNA, count the 1’s in a stream of bytes, count the 1’s in specific bytes, parking lot, minimum distance, 3D spheres, squeeze, overlapping sums, runs and craps.
- **Crypt-XS** [3] suite which was developed in the Information Security Research Centre at Queensland University of Technology consists of frequency, binary derivative, change point, runs, sequence complexity and linear complexity tests.
- **NIST Test Suite** [1] consists of 16 tests namely frequency, block frequency, cumulative sums, runs, long runs, rank, spectral, nonoverlapping template matchings, overlapping template matchings, Maurer’s universal statistical, approximate entropy, random excursions, Lempel-Ziv complexity, linear complexity, and serial. During the evaluation of block ciphers presented for AES, Soto [6] proposed nine different ways to generate large number of data streams from a block cipher and tested these streams using the NIST test suite to evaluate the security of AES candidates.
- **TestU01 Suite** [5] is another test suite for empirical testing of random number generators. This suite consists of many randomness tests and it is also suitable to test sequences that take real values.

**Multi Level Testing.** In [11], to increase the power of tests, it is proposed to apply the test $N$ times to disjoint parts of the sequence, yielding $N$ different test
statistics, $t_1, t_2, \ldots, t_N$. Then, using standard goodness of fit tests, the empirical distribution of $t_i$ values is compared to the theoretical distribution of the test statistic under $H_0$. This is called level-2 testing (See Fig. 1). To increase the power, the level of tests may be increased further. The level-2 version of frequency test is the frequency test within a block \[1\] that focuses on the weight of disjoint parts of a given sequences.

3 Independence of Tests

There are extensive number of randomness tests in the literature and to design a test suite a careful selection should be done. Many generators may appear to be random according to a number of tests, but may be non-random when subjected to another test, therefore the variety or the coverage of the tests used in the test suite should be high enough. However, including dependent tests may result in wrong conclusions about the generators.

Two tests $T_1$ and $T_2$ are considered to be independent if the distribution of their test statistics $t_1$ and $t_2$ (and corresponding $p$-values) are independent, that is

$$Pr(t_1|t_2) = Pr(t_1),$$

and visa versa.

In this section, we analyze the relation between some of the commonly used tests and try to observe if there exists any statistically significant correlation. We consider ten level-1 tests, which are also suitable for testing to short sequences. Given a sequence $(s_1, s_2, \ldots, s_n)$ of length $n$, each test defines a test statistic as described below.

- **Frequency Test**: The test statistic is the weight of the sequence, that is $t = s_1 + \ldots + s_n$, taking values between 0 and $n$.
- **Overlapping Template Test**: Test statistic is the number of occurrences of a $m$ bit pattern $a$ throughout the sequence, that is

  $$t = |\{i|(s_i, \ldots, s_{i+m-1}) = a, 1 \leq i \leq n - m + 1\}|.$$

  For our experiments, $a$ is chosen to be 111.
- **Longest Run of Ones Test**: Test statistic is the length of the longest run of ones, that is

  $$t = \max\{m|s_i = s_{i+1} = \ldots = s_{i+m} = 1, 1 \leq i \leq n\},$$

  taking values between 0 and $n$. 

Fig. 1. Multi Level Testing
– **Runs Test**: Test statistic is the number runs throughout the sequence, taking values between 1 and \(n\).

– **Random Walk Height Test**: Test statistic is the height of random walk, that is

\[
t = \max_{i=1, \ldots, n} \left| \sum_{j=1}^{i} (2s_j - 1) \right|
\]

(5)
taking values between 1 and \(n\).

– **Random Walk Excursion Test**: Test statistic is the number of excursions in the random walk, that is

\[
t = \left| \left\{ i \mid \sum_{j=1}^{i} (2s_j - 1) = 0, 1 \leq i \leq n \right\} \right|
\]

(6)
taking values between 0 and \(n/2\)

– **Linear Complexity Test**: Test statistic is the linear complexity of the sequence, that is, the length of the shortest LFSR that generates the sequence, taking values between 0 and \(n\). Linear complexity of a sequence can efficiently be calculated using the Berlekamp-Massey algorithm.

– **k-error Linear Complexity Test**: Test statistic is the \(k\)-error linear complexity of the sequence that is the length of the shortest LFSR that generate the sequence with at most \(k\) bit difference. In our experiments, we focused on the \(k = 1\) case, in which the test statistic takes values between 0 and \(n/2\).

– **Maximum Order Complexity Test**: Test statistic is the maximum order complexity of the sequence that is the length of the shortest feedback shift register that generates the sequence, taking values between 0 and \(n - 1\).

– **Lempel-Ziv Test**: Test statistic is the Lempel-Ziv complexity of the sequence that takes its maximum value as \(n/2\). For instance, Lempel-Ziv complexity of the sequence 010101001001011 is 7, since different patterns observed are 0|1|01|010|0100|10|11.

### 3.1 Theoretical Results

In this section, to analyze the relation of two tests \(T_1\) and \(T_2\), we present some theoretical bounds on the maximum and minimum values of \(t_1\) as a function of \(t_2\).

**Frequency versus Runs Test.** Given a sequence of length \(n\) and weight \(w\), the maximum possible number of runs \(R\) is

\[
\max\{R\} = \begin{cases} n & \text{if } w = \frac{n}{2} \\ \min\{2w + 1, 2(n - w) + 1\} & \text{if } w \neq \frac{n}{2} \end{cases}
\]

whereas the minimum number of runs \(R\) is

\[
\min\{R\} = \begin{cases} 2 & \text{if } 1 \leq w < n \\ 1 & \text{if } w = 0 \text{ or } w = n \end{cases}
\]
For balanced sequences, the number of runs takes values between 1 and \( n \), but as the weight of the sequence deviates from \( n/2 \), the maximum possible number of runs decreases. Sequences with weight less than \( n/4 \), it is not possible to achieve expected number of runs. Conversely, given the number of runs \( R \), \( w \geq \left\lfloor \frac{R}{2} \right\rfloor \).

**Frequency versus Random Walk Height Test.** Given a sequence of length \( n \) and weight \( w \), the random walk height test statistic \( H \) attains the maximum value as \( \max\{w, n - w\} \) and minimum value

\[
\min\{H\} = \begin{cases} 1 & \text{if } w = \left\lfloor \frac{n}{2} \right\rfloor \\ |n - 2w| & \text{otherwise} \end{cases}
\]

Given \( H \), the weight of the sequence is at least \( \min\{H, n - H\} \). From this property, if a sequence fails random walk height test, it is very likely that it also fails the frequency test. The relation is more significant for short sequences.

**Frequency versus Longest Run of Ones.** Given a sequence of length \( n \) and weight \( w \), the longest run of ones test statistic \( L \) takes its maximum value as \( w \) and minimum value as \( \left\lceil \frac{w}{n-w-1} \right\rceil \).

**Frequency versus Random Walk Excursion Test.** Given the weight \( w \) of a \( n \)-bit sequence, the number of random walk excursion test statistic \( E \) takes its maximum value as \( \min\{w, n - w\} \) and minimum value as

\[
\min\{E\} = \begin{cases} 1 & \text{if } w = \frac{n}{2} \\ 0 & \text{otherwise} \end{cases}
\]

**Runs versus Random Walk Excursion.** Both tests are related to the speed of changes from 0 to 1 (or from 1 to 0). Sequences with large number of excursions are expected to have large number of runs, similarly sequences with small number of runs, are expected to have less number of excursions. Each excursion consists of at least two runs, therefore number of runs is at least twice the number of excursions.

**Frequency versus Linear Complexity.** There is no direct relation between the weight and the linear complexity of the sequence. Even with very low weight, it is possible to achieve high linear complexity values. As an example, consider the sequences with \( w = 1 \), location of the bit 1 determines the linear complexity. There is however a strong relation between the weight of the Discrete Fourier Transform of the sequence and its linear complexity, so-called Blahut’s theorem [12].

### 3.2 Experiments on Short Sequences

As an alternative definition of independence, tests \( T_1 \) and \( T_2 \) can be considered independent, if their rejection regions are independent for all selection of \( \alpha \). In
this part of the study, we analyze the relations of 10 tests given in Sect. focusing the rejection regions with size approximately 0.01.

Considering all binary sequences of length $n = 20$ and 30, we formed the rejection regions $R^{T_i}$ of each test, that is, the set of all $n$ bit sequences that fail $T_i$. The upper and lower acceptable limits for test statistics are calculated so that $\alpha \approx |R^{T_1}| \approx \ldots \approx |R^{T_{10}}| \approx 0.01$. If the test statistic is more extreme than the lower or upper limit given in Table 1, the sequence is assumed to be non-random.

### Table 1. Lower limits (LLs) and upper limits (ULs) of the test statistics for 20 bit sequences and corresponding type I error, $\alpha$

<table>
<thead>
<tr>
<th>Test</th>
<th>$n = 20$</th>
<th>$n = 30$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LL (UL)</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>Frequency</td>
<td>5 (15)</td>
<td>0.011818</td>
</tr>
<tr>
<td>Overlapping Template</td>
<td>0 (8)</td>
<td>0.014478</td>
</tr>
<tr>
<td>Longest Run of Ones</td>
<td>1 (8)</td>
<td>0.012691</td>
</tr>
<tr>
<td>Runs</td>
<td>5 (15)</td>
<td>0.011818</td>
</tr>
<tr>
<td>RW Height</td>
<td>1 (11)</td>
<td>0.014395</td>
</tr>
<tr>
<td>RW Excursion</td>
<td>0 (7)</td>
<td>0.022461</td>
</tr>
<tr>
<td>LC</td>
<td>8 (12)</td>
<td>0.031250</td>
</tr>
<tr>
<td>1-error LC</td>
<td>6 (10)</td>
<td>0.012996</td>
</tr>
<tr>
<td>Maximum Order Complexity</td>
<td>2 (10)</td>
<td>0.017889</td>
</tr>
<tr>
<td>Lempel-Ziv</td>
<td>8 (10)</td>
<td>0.026367</td>
</tr>
</tbody>
</table>

The $(i, j)^{th}$ entry of Tables 2 and 3 represents the proportion of sequences that fail $T_i$ and $T_j$ to the sequences that fail $T_i$, that is, $|R^{T_i} \cap R^{T_j}|/|R^{T_i}|$, for $n = 20, 30$. The expected value of this proportion is 0.01 and tables are expected to be symmetric for larger $n$ values. In the tables, the percentages that significantly deviate ($> 0.10$) from expected values are highlighted.

According to Table 2 and 3, frequency, overlapping template (with input template 111), longest run of ones, random walk height tests and maximum order complexity tests are closely related. Also, there is a correlation between the

### Table 2. Relation of tests for all sequences of length $n = 20$ for $\alpha = 0.01$

<table>
<thead>
<tr>
<th>Test</th>
<th>Frequency</th>
<th>Overlapping Template</th>
<th>Longest Run of Ones</th>
<th>Runs</th>
<th>RW Height</th>
<th>RW Excursion</th>
<th>LC</th>
<th>1-error LC</th>
<th>MOC</th>
<th>Lempel-Ziv</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>-</td>
<td>0.4334</td>
<td>0.2012</td>
<td>0.0444</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0.1011</td>
<td>0.0656</td>
<td>0.1785</td>
</tr>
<tr>
<td>Overlapping Template</td>
<td>0.3538</td>
<td>-</td>
<td>0.4391</td>
<td>0.0316</td>
<td>0.4171</td>
<td>0</td>
<td>0</td>
<td>0.0494</td>
<td>0.0235</td>
<td>0.1699</td>
</tr>
<tr>
<td>Longest Run of Ones</td>
<td>0.1874</td>
<td>0.5009</td>
<td>-</td>
<td>0.0644</td>
<td>0.2370</td>
<td>0</td>
<td>0</td>
<td>0.0385</td>
<td>0.0226</td>
<td>0.1740</td>
</tr>
<tr>
<td>Runs</td>
<td>0.0441</td>
<td>0.0672</td>
<td>0.0681</td>
<td>0.0641</td>
<td>0.1934</td>
<td>0</td>
<td>0</td>
<td>0.0524</td>
<td>0.0232</td>
<td>0.1653</td>
</tr>
<tr>
<td>RW Height</td>
<td>0.8210</td>
<td>0.4195</td>
<td>0.2089</td>
<td>0.0569</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td>0.1050</td>
<td>0.0642</td>
<td>0.1972</td>
</tr>
<tr>
<td>RW Excursion</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.1017</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>0.0351</td>
<td>0.0160</td>
<td>0.0169</td>
</tr>
<tr>
<td>LC</td>
<td>0.0384</td>
<td>0.0227</td>
<td>0.0156</td>
<td>0.0358</td>
<td>0.0484</td>
<td>0.0252</td>
<td>0</td>
<td>-</td>
<td>0.1339</td>
<td>0.1737</td>
</tr>
<tr>
<td>1-error LC</td>
<td>0.0598</td>
<td>0.1209</td>
<td>0.0220</td>
<td>0.0484</td>
<td>0.0611</td>
<td>0.0277</td>
<td>0</td>
<td>0.3223</td>
<td>0.0994</td>
<td>0.0643</td>
</tr>
<tr>
<td>Lempel-Ziv</td>
<td>0.1179</td>
<td>0.3375</td>
<td>0.1235</td>
<td>0.1080</td>
<td>0.1586</td>
<td>0.0464</td>
<td>0</td>
<td>0.3035</td>
<td>0.0695</td>
<td>0.0993</td>
</tr>
</tbody>
</table>

Note: The *th entry of Tables 2 and 3 represents the proportion of sequences that fail $T_i$ and $T_j$ to the sequences that fail $T_i$, that is, $|R^{T_i} \cap R^{T_j}|/|R^{T_i}|$, for $n = 20, 30$. The expected value of this proportion is 0.01 and tables are expected to be symmetric for larger $n$ values. In the tables, the percentages that significantly deviate ($> 0.10$) from expected values are highlighted.
Table 3. Relation of tests for all sequences of length \( n = 30 \) for \( \alpha = 0.01 \)

<table>
<thead>
<tr>
<th>Test</th>
<th>Frequency</th>
<th>Overlapping Template</th>
<th>Longest Run of Ones</th>
<th>Runs</th>
<th>RW Height</th>
<th>RW Excursion</th>
<th>LC</th>
<th>k-error LC</th>
<th>MOC</th>
<th>Lempel-Ziv</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>-</td>
<td>0.3853</td>
<td>0.1231</td>
<td>0.0409</td>
<td>0.5591</td>
<td>0</td>
<td>0.0339</td>
<td>0.0207</td>
<td>0.1035</td>
<td>0.3399</td>
</tr>
<tr>
<td>Overlapping Template</td>
<td>0.3500</td>
<td>-</td>
<td>0.3096</td>
<td>0.0733</td>
<td>0.2496</td>
<td>0</td>
<td>0.0369</td>
<td>0.0189</td>
<td>0.0875</td>
<td>0.1631</td>
</tr>
<tr>
<td>Longest Run of Ones</td>
<td>0.1851</td>
<td>0.5124</td>
<td>-</td>
<td>0.0869</td>
<td>0.1602</td>
<td>0</td>
<td>0.0305</td>
<td>0.0172</td>
<td>0.1026</td>
<td>0.0991</td>
</tr>
<tr>
<td>Runs</td>
<td>0.0409</td>
<td>0.0807</td>
<td>0.0678</td>
<td>-</td>
<td>0.0441</td>
<td>0.0876</td>
<td>0.0044</td>
<td>0.0012</td>
<td>0.1916</td>
<td>0.1308</td>
</tr>
<tr>
<td>RW Height</td>
<td>0.8630</td>
<td>0.4231</td>
<td>0.1645</td>
<td>0.0681</td>
<td>-</td>
<td>0</td>
<td>0.0355</td>
<td>0.0204</td>
<td>0.1498</td>
<td>0.3520</td>
</tr>
<tr>
<td>RW Excursion</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.1195</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0192</td>
<td>0.0378</td>
<td>0.0395</td>
</tr>
<tr>
<td>LC</td>
<td>0.0175</td>
<td>0.0175</td>
<td>0.0175</td>
<td>0.0177</td>
<td>0.0175</td>
<td>0</td>
<td>0.0121</td>
<td>-</td>
<td>0.1398</td>
<td>0.0200</td>
</tr>
<tr>
<td>Lempel-Ziv</td>
<td>0.1025</td>
<td>0.0904</td>
<td>0.0676</td>
<td>0.1005</td>
<td>0.0960</td>
<td>0.0238</td>
<td>0.0440</td>
<td>0.0219</td>
<td>-</td>
<td>0.0917</td>
</tr>
<tr>
<td>Lempel-Ziv</td>
<td>0.1747</td>
<td>0.0922</td>
<td>0.0339</td>
<td>0.0672</td>
<td>0.1372</td>
<td>0.0149</td>
<td>0.0327</td>
<td>0.0204</td>
<td>0.0476</td>
<td>-</td>
</tr>
</tbody>
</table>

results of linear complexity and 1-error linear complexity tests. Moreover, a significant relation is observed between Lempel-Ziv and frequency test. As also mentioned in the theoretical results part in Sect. 3.1, no correlation between the weight and the linear complexity is observed.

Another interesting result is that none of the sequences that fail the random walk excursion test, fail any of the (i) frequency; (ii) overlapping template; (iii) longest run of ones or (iv) random walk height tests for sequences of length \( n = 20 \) and 30. This means that including the random walk excursion test increases the coverage of test suites significantly. To measure the effect of each test to the coverage, we present the number of 20 bit sequences that only fail the given test in Table 4. The tests based on ordering of \( k \)-tuples seem to increase the coverage of the selection more compared to tests based on \( k \)-tuple pattern frequency and this is mainly due to the correlation of these tests presented in above tables. Also, it is observed that all sequences that fail frequency test also fail any of the other tests in our scheme. So, there is no contribution of frequency tests to the coverage of selected tests, for sequences of length 20.

We also calculated the coverage, that is \( \bigcup_{i=1}^{10} R_{ni} \), for \( n = 20 \) and 30 as 0.122948 and 0.134930, respectively. Whenever \( R_{ni} \) sets are disjoint, coverage takes its

Table 4. Number of sequences that only fail the given test (but pass all other tests)

<table>
<thead>
<tr>
<th>Tests</th>
<th>Number of Sequences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Complexity</td>
<td>22436</td>
</tr>
<tr>
<td>Lempel-Ziv Complexity</td>
<td>19680</td>
</tr>
<tr>
<td>Random Walk Excursion</td>
<td>19428</td>
</tr>
<tr>
<td>Maximum Order Complexity</td>
<td>8419</td>
</tr>
<tr>
<td>( k = 1 )-error Linear Complexity</td>
<td>7895</td>
</tr>
<tr>
<td>Runs</td>
<td>6454</td>
</tr>
<tr>
<td>Longest Run of Ones</td>
<td>6196</td>
</tr>
<tr>
<td>Overlapping Template</td>
<td>4765</td>
</tr>
<tr>
<td>Random Walk Height</td>
<td>1163</td>
</tr>
<tr>
<td>Frequency</td>
<td>0</td>
</tr>
</tbody>
</table>
maximum value as \( \sum \alpha_i \), which is 0.176163 for 20 and 0.181317 for 30 bit sequences. Due to the correlations in this suite, coverage reduces around 30%.

Testing short sequences, these correlations should be considered. As the length of the sequences increases, it is possible to observe weaker correlation between tests. For instance, in Table 2 for \( n = 20 \), the number of highlighted cells (proportion > 0.10) is 37, whereas this number decreases to 27 for \( n = 30 \) given in Table 3. It should be noted that in case of testing longer sequences by level-2 version of these tests, correlations still exist whenever the input block size is small.

4 Sensitivity of Tests

To have more confidence in a random number generator, it is advantageous to use as many randomness tests as possible. In this part of the study, we propose to apply simple transformations to input sequences that significantly change the output \( p \)-value of a randomness test as an alternative to developing more tests.

**Definition 1.** Consider a randomness test \( T \) and a one-to-one transformation \( \sigma : L \rightarrow L \) where \( L \) is the set of all \( n \) bit binary sequences. \( T \) is said to be invariant under \( \sigma \) if for any \( S \) in \( L \), \( T(S) = T(\sigma(S)) \).

Here, we define a new concept of sensitivity to measure the effect of a transformation to output \( p \)-values. If a test \( T \) is invariant under \( \sigma \), sensitivity of \( T \) to \( \sigma \) is represented by 0. If the transformation has small effect on the test results, that is, there is a significant correlation between \( T(S) \) and \( T(\sigma(S)) \), sensitivity is represented by 1. Whenever \( T(S) \) and \( T(\sigma(S)) \) are statistically independent, sensitivity is represented by 2, in those cases \( T(\sigma(.)\) can be added to the test suite as a new test.

The transformation \( \sigma \) can be chosen in various ways, in this section, we consider a few of them as examples.

- **Complementation** is applying the unary bitwise NOT operation, that is \( \sigma_c(s_1, \ldots, s_n) = (s_1 \oplus 1, \ldots, s_n \oplus 1) \).
- **l-Rotation** is a circular shift operation commonly used in cryptography, that is \( \sigma_{l-\text{rot}}(s_1, \ldots, s_n) = (s_{l+1}, \ldots, s_n, s_1, \ldots, s_l) \). Most of the level-2 tests are invariant to \( l \)-rotation, when \( l \) is equal to the block length.
- **i\textsuperscript{th} Bit flip** is simply flipping \( i \textsuperscript{th} \) bit of the sequence, that is \( \sigma_{f_i}(s_1, \ldots, s_n) = (s_1, \ldots, s_i \oplus 1, \ldots, s_n) \).
- **Reversing** is simply considering the sequence backwards, that is \( \sigma_{\text{rvs}}(s_1, \ldots, s_n) = (s_n, \ldots, s_1) \).
- **l\textsuperscript{th} Derivative** of a sequence is the summation of the sequence and its \( l \)-bit rotation, that is \( \sigma_{d_l}(s_1, \ldots, s_n) = (s_1 \oplus s_{l+1}, \ldots, s_{n-l} \oplus s_n, \ldots, s_n \oplus s_l) \). This transformation is not one-to-one and applying such transformations results in changes in the \( \alpha \) values. To make the transformation one-to-one, following simple modification can be done:

\[
\sigma_{d_l}(s_1, \ldots, s_n) = (s_1 \oplus s_{l+1}, \ldots, s_{n-l} \oplus s_n, \ldots, s_n \oplus s_{l-1}, s_n)
\]
Table 5. Sensitivity of randomness tests toward some transformations

<table>
<thead>
<tr>
<th>Tests</th>
<th>$\sigma_c$</th>
<th>$\sigma_{l-rot}$</th>
<th>$\sigma_{f_i}$</th>
<th>$\sigma_{rvs}$</th>
<th>$\sigma_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Overlapping template</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Longest run of ones</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Runs</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Random walk height</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Random walk excursion</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Linear complexity</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>1-error linear complexity</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Maximum order complexity</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Lempel-Ziv</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

In Table 5, sensitivity of the tests selected in previous section are given according to $\sigma_c, \sigma_{l-rot}, \sigma_{f_i}, \sigma_{rvs}$ and $\sigma_d$. As observed from the Table 5, some of the transformations do not have any effect on the test results. Complementing the input sequences only affect the results of overlapping template and longest run of ones tests. However, for the overlapping template test, instead of complementing the whole sequence, it is also possible to complement the input template which would result in the same $p$-value. L-rotation affects the results of linear complexity and 1-error linear complexity tests, whereas flipping $i^{th}$ bit affects the results of linear complexity and maximum order complexity tests. Reversing the sequences significantly changes the outputs of tests based on random walks and complexity measures. However, for balanced sequences reversing the output of random excursion test does not affect the output. Taking the $l^{th}$ derivative of sequences significantly affect all test results available in our set. So, taking the $l^{th}$ derivative seems to be a good choice of transformation to design new tests.

It is obvious that the independence of $T(\sigma(S))$ and $T(S)$ is not enough to justify adding $T(\sigma(\cdot))$ to the suite. It should also be independent of other tests in the suite. As an example, applying the frequency tests to the first derivative of the sequence is equivalent to applying the runs test.

5 Conclusion

Statistical testing plays an important role in analyzing the strength of random number generators and there are various test suites in the literature for this purpose. Generators which pass suites with high coverage engender more confidence. In this study, we emphasize the importance of independence of randomness tests in test suites and present some theoretical and experimental results. We experimentally observe that frequency, overlapping template (with input template 111), longest run of ones, random walk height tests and maximum order complexity tests produce correlated results for short sequences. These correlations should be considered while analyzing generators using short sequences. The strength of these correlations is likely to decrease as the input lengths increase, but in the
case of testing longer sequences by level-2 version of these tests, correlations still exist whenever the input block size is small.

We also defined the concept of sensitivity, where we analyze the effect of simple transformations on test results. If a transformation significantly changes the output $p$-values, then the composition of the transformation and the test may be included in the suite to increase the coverage. Ideally, we would like to have each test applied to a transformed sequence $\sigma(S)$ to be independent of all different tests applied to the original sequence. Clearly, as the set of allowable transformations grows, this becomes harder to achieve. By choosing a good set of allowable transformations, one can use a given set of tests in a more powerful fashion. For example, one should not introduce unnatural transformations of the data, but stick to a set of transformations which are generated by a small set of basic transformations, such as the ones given here as examples. It is of interest to investigate this problem further in future work.
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1 Introduction

Random mappings are functions from a finite set of \( n \) elements into itself. They
are widely used in many combinatorial problems such as (i) proportion of empty
urns after throwing \( n \) balls into \( n \) urns, (ii) probability that two persons have the
same birthday among a group of \( n \) people, (iii) the required number of random
selections among \( n \) coupons to obtain a full collection, etc. Using a subset of key
and IV bits as input and a subset of keystream bits as output, it is possible to
form random mappings by using stream ciphers.

The problem of inverting (finding the pre-image of a given point) random
mappings has a great practical importance. For mappings generated by stream
ciphers, this problem corresponds to obtaining secret state bits using the out-
put keystream sequence, i.e. breaking the cipher. However, there is no known
efficient algorithm to find the pre-image of a given point for a random function.
Trivially, using exhaustive search, it is possible to check all possible inputs until
desired output is obtained, leading an excessive time requirement. Alternatively,
a lookup table that contains the pre-images of all points can be constructed,
resulting in a large memory requirement. To balance solution time and required
memory, Time Memory Tradeoff (TMTO) attacks are proposed as generic meth-
ods to invert random mappings [1].
It is possible to apply TMTO attacks to stream ciphers by various different approaches [2,3,4,5]. The success probabilities of the attacks are calculated under the assumption that the cipher behaves like a random mapping. To avoid the attacks, some conditions for stream ciphers are given as (i) IV size should be at least equal to key size, (ii) state size should be at least the size of key plus IV and (iii) key size should be at least 80 bits [5].

In this study, we aim to analyze the security of stream ciphers based on some properties of random mappings. By focusing on different TMTO attacks, we try to find suitable test statistics. First, we consider the coverage of mappings generated using a subset of IV bits, then we analyze the index of the first repetition when the random mapping is iteratively applied. Finally, we consider the distinguished point method against stream ciphers and analyze the coverage properties of random mappings that are followed by a special keystream pattern. Using these test statistics, we propose three new distinguishers namely (i) coverage test, (ii) $\rho$-test and (iii) distinguished point (DP) coverage test and apply these tests to the Phase III Candidates of eSTREAM project [6].

The organization of the paper is as follows. In the following section, some preliminary information about random mappings is presented and then background knowledge on TMTO attacks focusing on stream ciphers are presented. In Sect. 4, the new distinguishers are presented and in Sect. 5 experimental results on eSTREAM candidates are given. Finally, we conclude the paper in the last section.

2 Preliminaries

Let $f(x)$ be a random mapping $X \rightarrow X$ where $X$ is a finite set of $n$ elements. Random mappings independently assign one of the image points $y \in X$ for each input $x \in X$. The sample space consists of $n^n$ random mappings. For each mapping $f$, we can associate the random variable $C = |\text{image of } f|$. 

**Proposition 1.** Let us have $n$ independent and identically distributed random variables $X_1, X_2, \ldots, X_n$, each uniformly selected from the set $\{1, 2, \ldots, n\}$. Let $A_k$ be the number of selections that contain $k$ different elements. The recursive formulation of $A_k$ is given as

$$A_k = \binom{n}{k} \left[ n^k - \sum_{i=1}^{k-1} \binom{k}{i} \frac{A_{k-i}}{\binom{n-i}{k-i}} \right]$$

where $A_1 = \binom{n}{1}$.

**Example 1.** Let $n = 3$. The total number of selections is $3^3 = 27$. The selections with $k = 1$ distinct elements are $\{111, 222, 333\}$, with $k = 2$ distinct elements are $\{112, 121, 211, 113, 131, 311, 221, 212, 122, 223, 232, 322, 313, 133, 332, 323, 233\}$ and with $k = 3$ distinct elements are $\{123, 132, 213, 231, 312, 321\}$. Then, $A_1 = 3$, $A_2 = 18$, $A_3 = 6$, with a total of 27.
Following the above proposition, the probability distribution of $C$ is obtained as

$$Pr(C = k) = \frac{A_k}{n^n},$$

for $k = 1, 2, \ldots, n$. The expected value of $C$ is $n - n(1 - \frac{1}{n})^n$ which is approximately $n(1 - e^{-1})$ and for large $n$, hence $C \approx 0.63n$.

Iterative application of $f$ to $x_0 \in X$ yields the sequence

$$\{x_0, x_1 = f(x_0), x_2 = f(x_1), \ldots, x_n = f(x_{n-1})\}.$$  

(3)

In Fig. 1 the typical behavior of an iteration operation is given. Since the set $X$ is finite, after some iterations, we will encounter a point that has occurred before. Starting with a point $x_0$, let $x_m$ be the point that the iteration enters a loop to form a cycle. The path between $x_0$ and $x_m$ is called the tail length. The sum of the tail length and cycle length is defined as the $\rho$-length.

![Fig. 1. Graphical representation of an iteration](image)

**Proposition 2.** The probability distribution of the $\rho$-length for a random mapping of $n$ elements is given as

$$Pr(\rho - \text{length} = k) = \left(\frac{k-1}{n}\right) \prod_{i=1}^{k-2} \left(\frac{n-i}{n}\right), \text{ for } k \geq 2.$$  

(4)

### 3 Time Memory Tradeoff Attacks

TMTO attacks aim to speed up the exhaustive key search at the expense of memory usage and the success rate depends on the time and memory allocated for cryptanalysis. The attacks consist of offline (or pre-computation) and online phases. In the offline phase, a look up table based on the cipher is constructed. In the online phase, a given target is searched using the previously constructed table. In the attack,

- $N$ is the size of the search space,
- $P$ is the complexity reserved for pre-calculations,
- $M$ is the amount of memory available,
- $T$ is the online time complexity and
- $D$ is the amount of data available.
Complexity of the TMTO attack is usually assumed to be the maximum of $T$ and $M$ and the attack is considered to be successful if the complexity is less than $N$. Generally, the pre-computation complexity $P$ is not included to the attack complexity.

In 1980, Hellman presented a probabilistic tradeoff attack that recovers the secret key in $N^{2/3}$ operations using $N^{2/3}$ words of memory after $N$ operations of precomputation, for an arbitrary block cipher with $N$ keys [1]. The success rate of the attack depends on the assigned memory and time. Unlike exhaustive key search that uses an arbitrary known plaintext and ciphertext pair, tradeoff attacks against block ciphers require a chosen plaintext block. Given a plaintext and ciphertext pair $(P_0, C_0)$, the aim is to find the secret key $k$ that satisfies $C_0 = E_k(P_0)$.

In the offline phase, chains of length $t$ are generated using the function $f$ which is the composition of the reduction function $R$ and the encryption function $E$. Successive keys are generated using the following equation

$$x_{j,i+1} = f(x_{j,i}),$$
$$= R(E_{x_{j,i}}(P_0)), \quad 0 \leq i \leq t,$$

where $x_{j0}$ ($1 \leq j \leq m$) is selected randomly. Starting from $m$ random points $x_{j0}$, the target $P_0$ is encrypted using the successive keys and starting points (SPs) and end points (EPs) of $m$ chains are stored in a table. The construction of the table is summarized in Fig. 2.

![Fig. 2. Construction of the lookup table in the offline phase](image)

In the online phase, the aim is to find the key that generates $(P_0, C_0)$ pair, assuming it is one of the keys used in the offline phase. Since only SPs and EPs of the table are stored, a similar chain for $C_0$ is generated and after each encryption, the obtained value is compared to the EPs of the table. If a match is obtained, then the whole chain corresponding to the EP is regenerated and the key just before reduction of $C_0$ is obtained as the secret key. Therefore, the success probability of the attack is closely related to the percentage of the keys that are covered in the offline phase. It should be noted that sometimes the desired key is a part of a chain that is merged with another chain of the table which causes a false alarm.
The efficiency of TMTO attacks can be improved using different approaches. Using distinguished points approach, instead of generating fixed length chains, the chains are terminated whenever a distinguished \( x_{ij} \) (e.g. having last \( m \) bits as zero) is obtained. This improvement reduces the memory access in the online phase, since a value is compared to the end points only if it is a distinguished point. In [7], the idea of distinguished points is used to attack 40-bit DES and the key is recovered in 10 seconds with a success rate of 72%. Another improvement is to use Rainbow tables [8] where different reduction functions are utilized. In this approach, instead of having \( t \) different tables, only one table of size \( mt \times t \) is generated.

**TMTO Attacks Against Stream Ciphers.** TMTO attacks against stream ciphers are firstly proposed by Babbage [2] and Golić [3] independently. In the pre-computation phase, the function \( f : \mathbb{F}_2^{\log N} \rightarrow \mathbb{F}_2^{\log N} \) that inputs the \( \log N \) bit state and outputs \( \log N \) keystream bits is considered and the following table is generated:

\[
(S_1, f(S_1)) \\
(S_2, f(S_2)) \\
\vdots \\
(S_M, f(S_M))
\]

using \( M \) randomly selected initial states \( S_i \). Then, the table is sorted with complexity \( O(M \log M) \) based on the output keystream bits. Given the output keystream of length \( D + \log N - 1 \), \( D \) overlapping \( \log N \) bit subsequences are generated and compared to the table generated in the offline phase. It should be noted that unlike block ciphers, the TMTO attacks against stream ciphers do not require chosen plaintext.

In [4], Biryukov and Shamir combined the tradeoff attacks presented by Hellman and Babbage-Golić. Using the same \( f \) function, chains of length \( t \) are generated by assigning the output keystream as the new internal state as presented in Fig. 2. Instead of using output size of \( n \) bits (internal state size), for stream ciphers using \( k \) bit key and \( v \) bit IVs the output size is taken as \( k + v \) bits can be used. Using this approach, it is possible to recover the key with time and memory complexity \( T = M = 2^{\frac{1}{t}(k+v)} \) if \( D = 2^{\frac{1}{t}(k+v)} \) frames are available [5]. For IVs shorter than key \( (v < k) \), the stream ciphers are vulnerable to the TMTO attack. Therefore, to avoid the attack, IV size should be at least equal to the key size and IVs should not be used in a predictable way and the state size should be at least the size of key plus IV.

According to [4], it is also possible to use distinguished points idea against stream ciphers. Similar to Babbage-Golić scheme, the states and the corresponding keystream with distinguished property are stored. This is especially important in online phase where different keystream portions are compared to the table. Since there is no need to check keystream portions that do not satisfy the distinguishing property, this reduces the complexity of checking memory significantly.
In [5], the following remarks are given; (i) putting restriction on the number of resynchronizations using a fixed key does not increase the security of the cipher against TMTO, (ii) the complexity of the initialization phase has no effect on the efficiency of the attack, and (iii) the attack may be applied to any keystream positions as long as they are known.

4 Chosen IV Statistical Attacks

In the following subsections, we present three new distinguishers against synchronous stream ciphers, but they can also be used to test the security of other cryptosystems such as block ciphers and hash functions. For a synchronous stream cipher with $k$ bit key $K = (k_1, k_2, \ldots, k_k)$ and $v$ bit $IV = (iv_1, iv_2, \ldots, iv_v)$, let $Z = z_0, z_1, \ldots$ denote the keystream sequence.

It is possible to test stream ciphers statistically in various ways. In a classical way, a long keystream is generated and standard randomness tests such as frequency, runs, etc. are applied [9]. Alternatively, it is also possible to use a chosen IV approach and analyze the cipher using tests such as $d$-monomial [10] and correlation tests [11]. In this study, we also considered the chosen IV approach where the attacker has access to a number of different keystream sequences generated using different (possibly chosen) IV values and same key.

In our tests, we used Pearson’s Chi Square ($\chi^2$) test that involves grouping data into classes and comparing observed outcomes to the expected figures under the null distribution. The test statistic is defined as

$$\chi^2 = \sum_{i=1}^{k} (o_i - e_i)^2 / e_i$$

where $o_i$ and $e_i$ is the observed and expected frequency for group $i$, respectively. If the null hypothesis is true, then $\chi^2$ is distributed according to $\chi^2(k - 1 - p)$ where $k$ is the number of groups and $p$ is the number of parameters estimated from the data and the hypothesis is rejected if the test statistics $\chi^2$ is greater than tabulated $\chi^2(1-\alpha; k-1-p)$ value for some significance level $\alpha$ with $k-1-p$ degrees of freedom.

4.1 Coverage Test

The coverage test is a new probabilistic distinguisher against stream ciphers where a table similar to the approach of Babbage-Golić is used. In the original approach, output keystreams of length $n$ (state size) are generated. Since for our statistical test, it is impractical to use keystream bits of size as large as $n$, we focus on a subset of IV bits ($l$ out of $v$) and generate $l$ bit keystreams.

First, we select $l$ random (active) positions from IV and fix the rest (inactive) bits to a random value. Then, we synchronize the cipher for all possible $2^l$ IVs and generate $l$ bit keystream ($z_1^{(i)}, z_2^{(i)}, \ldots, z_l^{(i)}$) for each IV as given in Fig. 3. Then,
\[ IV^{(1)} = (\ast \ast \ast \ldots \ast | 000 \ldots 0) \rightarrow Z^{(1)} = (z_1^{(1)}, z_2^{(1)}, \ldots, z_l^{(1)}) \]
\[ IV^{(2)} = (\ast \ast \ast \ldots \ast | 000 \ldots 1) \rightarrow Z^{(2)} = (z_1^{(2)}, z_2^{(2)}, \ldots, z_l^{(2)}) \]
\[ \vdots \]
\[ IV^{(2^l)} = (\ast \ast \ast \ldots \ast | 111 \ldots 1) \rightarrow Z^{(2^l)} = (z_1^{(2^l)}, z_2^{(2^l)}, \ldots, z_l^{(2^l)}) \]

Fig. 3. The table generated in the coverage test

we calculate the number of distinct \( Z^{(i)} \)'s and denote it as \( C_1 \) which is expected to be around \( 0.63 \times 2^l \). We repeat the experiment for a number of times with different assignments of the inactive IV bits and obtain a coverage variable for each trial, then evaluate the randomness of the cipher based on the distribution of \( C_i \)'s. The pseudocode of the coverage test is given in Algorithm 4.1.

Using the recursive formula (2), the probability distributions of \( C_i \) for 12 and 14 bits are calculated and categorized into 5 groups with approximately equal probability. The limit of the groups and corresponding probabilities are given in Table I.

**Algorithm 4.1: Coverage Test**

Randomly select \( l \) positions \( p_1, p_2, \ldots, p_l \) from \( v \) bits of IV;

for \( i \leftarrow 0 \) to \( R \)

\[
\begin{align*}
\text{Randomly select } IV = (iv_1, iv_2, \ldots, iv_v); \\
\text{for } j \leftarrow 0 \text{ to } 2^l - 1 \\
\{ J = (j_1, j_2, \ldots, j_l) \text{ binary representation of } j; \\
\{ (iv_{p_1}, iv_{p_2}, \ldots, iv_{p_l}) = J; \\
\} Z^{(j)} = \text{First } l \text{ keystream bits using } K \text{ and } IV; \\
\} Coverage_i = \text{Number of distinct } Z^{(0)}, \ldots, Z^{(2^l - 1)}; \\
\text{Evaluate } (Coverage_1, \ldots, Coverage_R) \text{ using } \chi^2 \text{ test; } \\
\text{return } (p-value)
\end{align*}
\]

If the coverage test returns low \( p \)-value (< 0.01), it means that the coverage of the corresponding mapping is statistically different than the expected values. Obtaining a low coverage value means that the first keystream bits that are generated using different IVs are similar, it is obviously a threat for frequently resynchronized ciphers. This is also an indication of low diffusion properties. Obtaining a high coverage value means that the mapping is close to a permutation. This may be interpreted as follows; whenever a subpart of the secret bits is recovered and the rest of the bits form a permutation, to identify unknown state bits, the required number of keystream bits is equal to the number of
Table 1. Interval and probability values of coverage test using 12 and 14 IV bits

<table>
<thead>
<tr>
<th></th>
<th>12 IV Bits</th>
<th></th>
<th>14 IV Bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category Limits</td>
<td>Probability</td>
<td>Category Limits</td>
<td>Probability</td>
</tr>
<tr>
<td>0-2571</td>
<td>0.199139</td>
<td>0-10322</td>
<td>0.201591</td>
</tr>
<tr>
<td>2572-2583</td>
<td>0.204674</td>
<td>10323-10345</td>
<td>0.195966</td>
</tr>
<tr>
<td>2584-2593</td>
<td>0.197856</td>
<td>10346-10366</td>
<td>0.207519</td>
</tr>
<tr>
<td>2594-2605</td>
<td>0.203225</td>
<td>10367-10389</td>
<td>0.195253</td>
</tr>
<tr>
<td>2606-4096</td>
<td>0.195106</td>
<td>10390-16384</td>
<td>0.199671</td>
</tr>
</tbody>
</table>

unknown state bits. For mappings close to permutation, cipher is more vulnerable to TMTO attacks.

4.2 $\rho$-Test

$\rho$-test is another probabilistic distinguisher against stream ciphers where the encryption function is iteratively applied and a sequence of $l$ bits keystreams $Z^{(1)}, Z^{(2)}, \ldots$ are generated until one of the entries is repeated (See Fig. 4). The index of the last entry, $\rho$-length, is used to evaluate the randomness of the cipher.

$$Z^{(0)} \rightarrow IV^{(0)}=(***|Z^{(0)}) \rightarrow Z^{(1)} \rightarrow IV^{(1)}=(***|Z^{(1)}) \rightarrow \ldots \rightarrow IV^{(R)}=(***|Z^{(R)}) \rightarrow Z^{(R)}$$

Fig. 4. The rows generated in the $\rho$-test

First, we select $l$ random positions from IV and fix the rest (inactive) bits to a random value, then initialize the cipher with this IV and secret key $K$ and generate $l$ bit keystream, $Z^{(1)}$. Then, $Z^{(1)}$ is assigned to the variable part of IV and iteratively $l$ bit keystreams are generated until one of the $Z^{(i)}$ is repeated and the index of the last entry is stored as $Index_1$. This is repeated for different assignments of inactive IV bits, then $Index_i$ values are compared to their theoretical distribution using $\chi^2$ goodness of fit tests. The pseudocode of $\rho$ test is given in Algorithm 4.2.

**Algorithm 4.2: $\rho$-Test($R, l$)**

Randomly select $l$ positions $p_1, p_2, \ldots, p_l$ from $v$ bits of IV;

for $i \leftarrow 0$ to $R$

\{
  Randomly select $IV = (iv_1, iv_2, \ldots, iv_v)$;
  $index_i = 0$;
  \textbf{repeat}
  \{
    $Z_{index_i} =$ First $l$ keystream bits using $K$ and $IV$;
    $(iv_{p_1}, iv_{p_2}, \ldots, iv_{p_l}) = (z_1, z_2, \ldots, z_l)$;
    $Index_i += 1$;
  \textbf{until a $Z$ value is repeated}
  \}

Evaluate $(Index_1, \ldots, Index_R)$ using $\chi^2$ test;

return $(p-value)$
Table 2. Interval and probability values of \( \rho \)-test using 15 and 20 IV bits

<table>
<thead>
<tr>
<th>15 IV Bits</th>
<th>20 IV Bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category Limits</td>
<td>Probability</td>
</tr>
<tr>
<td>2-122</td>
<td>0.201906</td>
</tr>
<tr>
<td>123-184</td>
<td>0.200448</td>
</tr>
<tr>
<td>185-246</td>
<td>0.199904</td>
</tr>
<tr>
<td>247-325</td>
<td>0.198270</td>
</tr>
<tr>
<td>326-32768</td>
<td>0.199472</td>
</tr>
</tbody>
</table>

Using the recursive formula [4], the probability distribution of \( R_i \) for 15 and 20 bits is calculated and categorized into 5 groups with approximately equal probability. The limit of the groups and corresponding probabilities are given in Table 2.

Rows of the Hellman tables are generated by applying encryption and reduction functions iteratively. This test generates rows similar to Hellman’s table and calculates their \( \rho \)-length. Obtaining a low \( p \)-value from the \( \rho \) test means that length of iterations is statistically different than the expected values. Having short cycles results low coverage, which motives us to use smaller number of iterations \( t \).

4.3 DP-Coverage Test

The last distinguisher is very similar to the coverage test described in Sect. 4.1. The only difference is instead of considering the coverage of first \( l \) keystream bits, we find the coverage of \( l \) bit keystream after the first \( k \) bit DP, as given in Fig. 5.

\[
(0, 0, \ldots, 0, *, *, \ldots, *)
\]

\( k \) bits \hspace{1cm} \( l \) bits

Fig. 5. Distinguished Points

First, we select \( l \) random positions (active bits) from IV and fix the rest (inactive) bits to a random value. Then, we synchronize the cipher for all possible \( 2^l \) IVs and generate \( l \) bit distinguished keystreams. Then, we calculate the number of different \( l \) bit keystreams and denote it as \( C_1 \). We repeat the experiment for a number of times with different assignments of the inactive IV bits and obtain a coverage variable for each trial, then evaluate the randomness of the cipher based on the distribution of \( C_1 \)’s. The pseudocode of the DP coverage test is given in Algorithm 4.3. To evaluate the output coverage values, the theoretical distribution given in the coverage test is used.

Distinguished points in TMTO attacks are used to reduce the number of memory checks, since only distinguished keystream portions with a special property are checked. These distinguished portions are assumed to be uniformly distributed throughout the keystream, otherwise it is possible to distinguish the
cipher using the Overlapping Template Matching Test from the randomness test suite of NIST [9].

**Algorithm 4.3: DP-Coverage Test** \((R, l, k)\)

<table>
<thead>
<tr>
<th>Randomly select (K);</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomly select (l) positions (p_1, p_2, \ldots, p_l) from (v) bits of IV;</td>
</tr>
<tr>
<td>for (i \leftarrow 0) to (R)</td>
</tr>
</tbody>
</table>
| \{
| Randomly select \(IV = (iv_1, iv_2, \ldots, iv_v)\); |
| for \(j \leftarrow 0\) to \(2^l - 1\) |
| \{
| \(J = (j_1, j_2, \ldots, j_l)\) binary representation of \(j\); |
| \( (iv_{p_1}, iv_{p_2}, \ldots, iv_{p_l}) = J; \) |
| \(Z^{(j)} = l\) bit keystream after \(k\) bit distinguisher using \(K\) and \(IV\); |
| \(Coverage_i = \text{Number of distinct } Z^{(0)}, \ldots, Z^{(2^l - 1)}; \) |
| Evaluate \((Coverage_1, \ldots, Coverage_R)\) using \(\chi^2\) test; |
| return \((p-value)\) |

An important criterion against stream ciphers is that the initial states (states that are generated after key/IV initialization phase) should be uniformly distributed throughout the keystream. If for any key, there exist \(IV_1\) and \(IV_2\) that identify close starting points, most important assumption of stream ciphers keystream must be used only once may be violated. A similar observation is pointed out by Biryukov et al. [12] and used to attack A5/1 by TMTO attacks. The ciphers having close starting points are expected to reach the same distinguished keystream portions resulting in low coverage.

### 5 Experimental Results

We applied the three distinguishers to the Phase III candidates of eSTREAM project with the following parameters: Coverage(100,12), Coverage(100,14), \(\rho(100,15)\), \(\rho(100,20)\), DP-Coverage(100,12,10), DP-Coverage(100,14,10). The last bits of the IVs are chosen to be active. Each test is repeated 100 times using random keys and the average values are tabulated in Table 3. Since the \(p\)-values are expected to distribute uniformly between 0 and 1, the average of 100 \(p\)-values are expected to be distributed normally with mean 0.5 and standard deviation 0.0289.

Most significant deviation from 0.5 is obtained from the cipher Pomaranch [13] using the coverage test with 14 variable IV bits. For a secure cipher, although the probability that the average is less than 0.320433 is negligible, we repeated the experiment 450 times and obtained the following histogram. As seen from the figure, the distribution of \(p\)-values significantly deviates from uniform distribution.
Table 3. The average $p$-values obtained from Coverage, $\rho$ and DP-Coverage tests using 100 different keys (eSTREAM API-compliant source codes are used to test candidates)

<table>
<thead>
<tr>
<th>Cipher</th>
<th>Coverage Test</th>
<th>$\rho$ Test</th>
<th>DP Coverage Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>12</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>Crypt.MT.v3</td>
<td>0.421172</td>
<td>0.502259</td>
<td>0.438767</td>
</tr>
<tr>
<td>Decim.v2</td>
<td>0.483673</td>
<td>0.498243</td>
<td>0.515213</td>
</tr>
<tr>
<td>Dragon</td>
<td>0.467800</td>
<td>0.524956</td>
<td>0.531447</td>
</tr>
<tr>
<td>Edon80</td>
<td>0.503102</td>
<td>0.504606</td>
<td>0.496585</td>
</tr>
<tr>
<td>FFCSR-16</td>
<td>0.501281</td>
<td>0.536393</td>
<td>0.522143</td>
</tr>
<tr>
<td>Grain128</td>
<td>0.507743</td>
<td>0.546400</td>
<td>0.521265</td>
</tr>
<tr>
<td>HC-128</td>
<td>0.453212</td>
<td>0.502525</td>
<td>0.489393</td>
</tr>
<tr>
<td>Lex</td>
<td>0.472844</td>
<td>0.497004</td>
<td>0.500221</td>
</tr>
<tr>
<td>Mickey-128.v2</td>
<td>0.490894</td>
<td>0.499849</td>
<td>0.510405</td>
</tr>
<tr>
<td>NLS.v2</td>
<td>0.508358</td>
<td>0.483571</td>
<td>0.474961</td>
</tr>
<tr>
<td>Pomaranch.v1</td>
<td>0.433858</td>
<td>0.320433</td>
<td>0.506190</td>
</tr>
<tr>
<td>Rabbit</td>
<td>0.512423</td>
<td>0.473658</td>
<td>0.522667</td>
</tr>
<tr>
<td>Salsa20</td>
<td>0.485817</td>
<td>0.527911</td>
<td>0.530901</td>
</tr>
<tr>
<td>Sosemanuk</td>
<td>0.439461</td>
<td>0.487562</td>
<td>0.497158</td>
</tr>
<tr>
<td>Trivium</td>
<td>0.413683</td>
<td>0.500991</td>
<td>0.491455</td>
</tr>
</tbody>
</table>

Fig. 6. The number of $p$-values in intervals of length 0.1 versus expected values for Pomaranch

6 Conclusion

Statistical randomness testing plays an important role in analyzing the security of cryptosystems. In this study, we propose a new framework of randomness testing based on some properties of random mappings, focusing on TMTO attacks against stream ciphers. Here, we present three chosen IV distinguishers namely; (i) coverage test, (ii) $\rho$-test and (iii) DP-coverage test. We experimentally observed some statistical deviations in the distribution of $p$-values in Pomaranch. We observe that Pomaranch fails the Coverage(100,14) test with probability approximately equal to 0.3125 using a type I error $\alpha = 0.01$. Applying the test a number of times ($\approx 500$) using the same secret key, the cipher can be distinguished from a random mapping.
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Abstract. We report some results of an extensive computer search for $m \times n$ modular sonar sequences and estimate the number of inequivalent examples of size $m \times n$ using a probabilistic approach. Evidence indicates strongly that a full size example exists with extremely small probability for large $m$.

1 Introduction

A sonar sequence is an integer sequence that has some interesting properties for use in communication applications. Its mathematical concept was well described in [2] and the original motivation and application to some communication problems can be found in [1,6].

Recently, [8] has discussed a search for a $35 \times 35$ modular sonar sequence and, in general, $m \times m$ examples where $m = p(p+2)$ is a product of twin primes. It was for their application to the design of CDMA sequences, but they failed to find any single example beyond $m = 15$. This paper is an attempt to continue this effort, and shows some results of an extensive computer search for small values of $m$. Based on the search result, we now believe that no $m \times (m + 1)$ modular sonar sequence exists, except for those given by the algebraic constructions. To explain this, we use some probabilistic approaches for estimating the number of $m \times (m + 1)$ modular sonar sequences.

An $m \times n$ sonar sequence is defined as a function from the set of integers \{1, 2, ..., $n$\} $\triangle A_n$ to the set of integers \{1, 2, ..., $m$\} $\triangle A_m$ with the following distinct difference property (DDP) [3].

Definition 1. (DDP) A function $f: A_n \to A_m$ has a distinct difference property if for all integers $h$, $i$, and $j$, with $1 \leq h \leq n - 1$ and $1 \leq i$, $j \leq n - h$,

$$f(i + h) - f(i) = f(j + h) - f(j) \quad \text{implies} \quad i = j.$$ (1)

An $m \times n$ sonar sequence is a function $f: A_n \to A_m$ with DDP. The main problem in sonar sequences research is to determine the maximum value $n$ for each given $m$ such that an $m \times n$ sonar sequence exists. For values of $m$ up to 100, the best known $n$ is reported in [8]. To obtain these values, they have introduced “modular sonar sequences.” A modular sonar sequence is a sonar
sequence $f : A_n \to A_m$ with the condition (1) replaced by the distinct modular difference property (DMDP):

$$f(i + h) - f(i) = f(j + h) - f(j) \pmod{m} \quad \text{implies} \quad i = j. \quad (2)$$

Note that, obviously, DMDP implies DDP, but not conversely. A trivial upper bound on the maximum length $n$ for a given $m$ for sonar sequences is $2^m$, since the maximum number of differences with $h = 1$ in (1) is $2m - 1$. Similarly for modular sonar sequences, this upper bound is given as $m + 1$ since the maximum number of differences with $h = 1$ in (2) is $m$.

If an $f$ is a modular sonar sequence, the function $g$ given by

$$g(i) = uf(i) + si + a, \quad i = 1, 2, ..., n \quad (3)$$
is also a modular sonar sequence for all integer $s$ and $a$, and for all integer $u$ relatively prime to $m$ [3]. Two $m \times n$ modular sonar sequences with this relation are said to be equivalent.

There are essentially three algebraic methods constructing an $m \times (m + 1)$ modular sonar sequence for certain values of $m$. These are Quadratic Method [4] and Extended Exponential Welch Method [7] both for $m$ being a prime and Shift Sequence Method [5] for $m$ being one less than a prime power.

Given an $m \times n$ (modular) sonar sequence, we can always have $m \times (n - 1)$ (modular) sonar sequence by deleting the last term. It works since the condition (1) or (2) remains satisfied when the domain of $f$ is restricted to $\{1, 2, ..., n - 1\}$. We call it “Reduction.” Conversely, if there is no $m \times n$ (modular) sonar sequence, then there is no $m \times (n + 1)$ (modular) sonar sequence.

2 Back-Track Search and Results

This section reports some results from an exhaustive back-track search for $m \times n$ modular sonar arrays for some small values of $m$.

The algorithm recursively builds up a set of GOOD symbols for the current position $t$ based on a modular difference triangle (MDT) of depth $t - 2$ constructed from the sequence $f(1), f(2), ..., f(t - 1)$ of length $t - 1$ in order to

![Fig. 1. Determining $f(7)$ by back-track algorithm for $m=10$](image)
assign a symbol to $f(t)$. This is done by removing all the symbols from $A_m$, which will violate DMDP when it reaches the $t$-th position. When this set of GOOD symbols for the current position becomes empty, the algorithm will output the sequence constructed so far (if it has a new longer length) and then back-track. The algorithm will stop when the set of GOOD symbols for the first position becomes empty.

Figure 1 shows a situation for $m = 10$, in which the algorithm has filled up 6 terms and seeks to assign a symbol to $f(7)$. Symbols (or numbers) in squares at the top are the sequence $f(i)$ for $i = 1, 2, ..., 6$, and those in circles at level $h$ deep are the differences mod 10 of terms in the distance $h$, i.e., $f(i + h) - f(i) \pmod{10}$. They are said to form a modular difference triangle (MDT) with no symbol repeating in any row (except for the top row that corresponds to the sequence itself). The algorithm will remove a symbol from $A_{10}$ (to build a set of GOOD symbols for $f(7)$) if it does not satisfy DMDP with respect to the given MDT of depth 5. Observe for example in this case that the symbol 4 will be removed since $f(2) - f(1) = 6 = 4 - f(6) \pmod{10}$ from the rows of level 1 deep. Similarly, because of the differences $9, 1, 7,$ and $2$ at level 1 deep, the symbols $7, 9, 5$ and $10$ will also be removed. Because of the differences $5, 0, 8, 9$ at level 2 deep and $f(5) = 6$, the symbols $1, 6, 4, 5$ will also be removed. We note that the symbol 5 had already been removed.

**Fact 1.** Observe that the difference 9 at level 2 does not produce any new constraint because if $f(7) - f(5) = 9 = f(6) - f(4)$ then $f(7) - f(6) = f(5) - f(4)$. Thus, the update process will become simpler when it considers only those differences in the un-shaded circles.

We have focused on all existing examples of maximum length except for those given by the algebraic constructions mentioned in the previous section and their reductions. The initial search was to answer the following two questions:

**Q.1.** Determine the maximum length $n_{max}$ such that an $m \times n_{max}$ modular sonar array exists. What would be the maximum length $n_e$ if we count only those that are NOT equivalent to any examples constructed by the three algebraic methods mentioned in the previous section and/or their reductions?

**Q.2.** How many inequivalent sequences of length $n_e$ exist for a given $m$, excluding those which are equivalent to the one given by the three algebraic constructions and/or their reductions?

The result of the search is shown in Table 1, from which we were able to detect the following behaviors of values $m$ and $n_e$.

**Observation 1.** $m - n_e$ is monotonically non-decreasing as $m$ is increasing.

**Observation 2.** The number of inequivalent sequences of length $n_e$ (not equivalent to ones from the algebraic constructions) is decreasing as $m$ is increasing for the range where the value $m - n_e$ remains the same.

Next section will be devoted to describing the above behaviors and more.
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### Table 1. Result of an initial search

<table>
<thead>
<tr>
<th>m</th>
<th>Description</th>
<th>(n_{\text{max}})</th>
<th>(n_e)</th>
<th>(m - n_e)</th>
<th>Answer to (Q.2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Q,EEW</td>
<td>6</td>
<td>0</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>SS</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Q,EEW</td>
<td>8</td>
<td>8</td>
<td>-1</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>SS</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>U</td>
<td>10</td>
<td>10</td>
<td>-1</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>SS</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Q,EEW</td>
<td>12</td>
<td>11</td>
<td>0</td>
<td>30</td>
</tr>
<tr>
<td>12</td>
<td>SS</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Q,EEW</td>
<td>14</td>
<td>13</td>
<td>0</td>
<td>17</td>
</tr>
<tr>
<td>14</td>
<td>U</td>
<td>14</td>
<td>14</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>SS</td>
<td>16</td>
<td>15</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>SS</td>
<td>17</td>
<td>16</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>Q,EEW</td>
<td>18</td>
<td>16</td>
<td>1</td>
<td>33</td>
</tr>
<tr>
<td>18</td>
<td>SS</td>
<td>19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Q,EEW</td>
<td>20</td>
<td>17</td>
<td>2</td>
<td>321</td>
</tr>
<tr>
<td>20</td>
<td>U</td>
<td>18</td>
<td>18</td>
<td>2</td>
<td>136</td>
</tr>
<tr>
<td>21</td>
<td>U</td>
<td>19</td>
<td>19</td>
<td>2</td>
<td>17</td>
</tr>
<tr>
<td>22</td>
<td>SS</td>
<td>23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>Q,EEW</td>
<td>24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>SS</td>
<td>25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>U</td>
<td>22</td>
<td>22</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>26</td>
<td>SS</td>
<td>27</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>U</td>
<td>?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>SS</td>
<td>29</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>Q,EEW</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>SS</td>
<td>31</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>Q,EEW,SS</td>
<td>32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>U</td>
<td>?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>U</td>
<td>?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>U</td>
<td>?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>U</td>
<td>?</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**SS:** Shift Sequence **Q:** Quadratic **EEW:** Extended Exponential Welch **U:** Unidentified

### 3 Probabilistic Approach

The idea is in the back-tracking algorithm. The algorithm must check each differential value whether it (potentially) violates DMDP or not. Checking can be
performed “independently” with regard to all the possible differences that have already appeared in MDT. Even if the constraints are not independent, we can over-estimate the situation and we may assume they are so. Specifically, we are trying to estimate the number of $m \times t$ modular sonar sequences that can be constructed from a given $m \times (t-1)$ modular sonar sequence by adjoining one last symbol. It would be equal to the size of the set $S(m, t)$ of GOOD symbols for $f(t)$. Thus, the goal is to estimate or to give some bound on $|S(m, t)|$ when we are given an $m \times (t-1)$ modular sonar sequence.

We will make some reasonable assumptions under which we could recursively estimate the number $N(m, t)$ of $m \times t$ modular sonar sequences as the number $N(m, t-1)$ of $m \times (t-1)$ sequences times $|S(m, t)|$.

Obviously, there are $N(m, 1) = m$ sequences of size $m \times 1$. For $2 \leq t \leq m+1$, we need to estimate the fraction $p(m, t) = |S(m, t)|/m$. We claim that

$$p(m, t) \approx \prod_{h=1}^{\lfloor \frac{t}{2} \rfloor} q(m, t, h), \quad \text{for } 2 \leq t \leq m+1, \tag{4}$$

where

$$q(m, t, h) \approx 1 - \frac{m(t-2h)}{(m-h+1)^2}, \quad \text{for } 1 \leq h \leq \lfloor \frac{t}{2} \rfloor. \tag{5}$$

From the value given in (4), we may obtain the following:

$$N(m, 1) = m,$$

$$N(m, n) \approx N(m, n-1)m p(m, n) = m^n \prod_{t=1}^{n} p(m, t), \quad 2 \leq n \leq m+1. \tag{6}$$

The key to the derivation of (6) is to identify the quantities $p(m, t)$ and $q(m, t, h)$ as certain probabilities of related models which simulate the back-track algorithm of the search. The probability model in reality must consist of a set of events, each of whose probabilities are heavily inter-dependent with one another. To make things simple, we use three assumptions discussed below so that the dependence disappears, and the result becomes a simple multiplication of individual probabilities. In doing so, we will adjust a bit further so that the approximation becomes reasonably meaningful. The value $p(m, t)$ will be identified with the probability that an arbitrarily selected symbol at position $t$ satisfies DMDP with respect to all the previous entries of the MDT constructed so far.

The first assumption is given as follows:

**Assumption 1.** For any $m$ and $t$, the value $p(m, t)$ remains the same no matter which $m \times (t-1)$ modular sonar sequence might be given.

Taking Assumption 1 into account, we will have a sequence of length $t$ with probability $p(m, t)$ given ANY sequence of length $t-1$. The second assumption enables us to factor $p(m, t)$ as a product of some individual probabilities:
Assumption 2. In figuring out the size $|S(m,t)|$, the number of constraints (DMDP) is independent with the depth parameter $h$ (in the definition of DMDP) when a suitable range for $h$ is taken into consideration.

Following Assumption 2, $p(m,t)$ is a product of probabilities of individual events related to the depth parameter $h$ of a given MDT. Note that the RHS of (4) is the product of $q(m,t,h)$’s in the range of $h$ from 1 to $\left\lfloor \frac{t}{2} \right\rfloor$. The value $q(m,t,h)$ will be identified with the probability that an arbitrarily selected symbol at position $t$ satisfies DMDP of level $h$ deep of the entries of the MDT constructed so far. This quantity is still too complicated to calculate exactly, and we need the following third assumption:

Assumption 3. The probability $q(m,t,h)$ can be approximated as the conditional probability that an arbitrarily selected symbol at position $t$ satisfies DMDP of level $h$ deep with regard to the entries of the MDT constructed so far, given the condition that it satisfies all the DMDP of level $k<h$ deep.

Under Assumption 3, the value $q(m,t,h)$ can be approximated as the conditional probability that there is no $j$ such that $h<j<t$ and $f(t) - f(t-h) = f(j) - f(j-h) \pmod{m}$, given the condition that, for each and every $k$ with $1 \leq k < h$, there is no $j$ such that $k<j<t$ and $f(t) - f(t-k) = f(j) - f(j-k) \pmod{m}$. To find this conditional probability and show that it is given as in RHS of (5), we claim that the complementary event has an approximated probability

$$1 - q(m,t,h) \approx \frac{(t-2h)}{(m-h+1)} \cdot \frac{m}{(m-h+1)} \cdot \frac{m}{(m-h+1)}.$$ (7)

We may easily determine an upper and lower bound on $1 - q(m,t,h)$ which is the fraction of symbols that violates DMDP. Recall that the current position is $t$, and we are given a sequence of length $t-1$ and the corresponding MDT of depth $t-2$. There are $t-(h+1)$ symbols which violate DMDP for fixed $h$. It is just the number of entries of MDT at level $h$ deep. Thus, at most $\frac{t-(h+1)}{m}$ of $A_m$ will be BAD for $f(t)$ from row $h$ of MDT, and hence $\frac{t-(h+1)}{m}$ is an upper bound on $1 - q(m,t,h)$. When we use Fact 1 and Assumption 3, we see that there are at least $\frac{t-(h+1)-(h-1)}{m-(h-1)} = \frac{t-2h}{m-h+1}$ of $A_m$, which will be BAD for $f(t)$, since $h-1$ symbols (shaded area of the row $h$ in Fig. 1, for example, and using Fact 1) have already been taken care of with regard to the DMDP of level $k<h$ deep. Thus, $\frac{t-2h}{m-h+1}$ is a lower bound on $1 - q(m,t,h)$. Therefore, we have

$$\frac{t-2h}{m-h+1} \leq 1 - q(m,t,h) \leq \frac{t-(h+1)}{m}.$$ 

By carefully examining the situation further, we have chosen a factor as shown in (7) and obtained the result given in (5).

In order to check the validity of the estimated number $N(m,n)$ of $m \times n$ modular sonar sequences, we have done a second round search for the values $N(m,n)$ for $m$ up to 14 and $n$ up to $m+1$. These are shown in Table 2 with the calculated number from (5). Further, this relation is plotted in Fig. 2.
Table 2. Comparison of the true and estimated values of \( N(m, n) \)

<table>
<thead>
<tr>
<th>( m )</th>
<th>( n )</th>
<th>Search Estimate</th>
<th>( m )</th>
<th>( n )</th>
<th>Search Estimate</th>
<th>( m )</th>
<th>( n )</th>
<th>Search Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>4</td>
<td>5.00</td>
<td>10</td>
<td>9</td>
<td>707</td>
<td>895</td>
<td>13</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>16</td>
<td>16.1</td>
<td>10</td>
<td>63</td>
<td>103</td>
<td>6</td>
<td>729</td>
<td>738</td>
</tr>
<tr>
<td>6</td>
<td>27</td>
<td>29.5</td>
<td>11</td>
<td>2</td>
<td>0.857</td>
<td>7</td>
<td>3712</td>
<td>3842</td>
</tr>
<tr>
<td>7</td>
<td>16</td>
<td>17.7</td>
<td>11</td>
<td>4</td>
<td>9.00</td>
<td>8</td>
<td>12433</td>
<td>13492</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>1.73</td>
<td>5</td>
<td>64</td>
<td>64.1</td>
<td>9</td>
<td>22983</td>
<td>26184</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>10.5</td>
<td>6</td>
<td>343</td>
<td>350</td>
<td>10</td>
<td>20198</td>
<td>25321</td>
</tr>
<tr>
<td>5</td>
<td>43</td>
<td>43.9</td>
<td>7</td>
<td>1152</td>
<td>1215</td>
<td>11</td>
<td>5922</td>
<td>8835</td>
</tr>
<tr>
<td>6</td>
<td>108</td>
<td>118</td>
<td>8</td>
<td>2209</td>
<td>2479</td>
<td>12</td>
<td>481</td>
<td>852</td>
</tr>
<tr>
<td>7</td>
<td>128</td>
<td>140</td>
<td>9</td>
<td>1857</td>
<td>2190</td>
<td>13</td>
<td>22</td>
<td>11.5</td>
</tr>
<tr>
<td>8</td>
<td>50</td>
<td>54.3</td>
<td>10</td>
<td>533</td>
<td>670</td>
<td>14</td>
<td>1</td>
<td>0.0073</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>2.26</td>
<td>11</td>
<td>35</td>
<td>37.1</td>
<td>14</td>
<td>4</td>
<td>26</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>9.33</td>
<td>12</td>
<td>1</td>
<td>0.142</td>
<td>5</td>
<td>262</td>
<td>262</td>
</tr>
<tr>
<td>5</td>
<td>48</td>
<td>48.1</td>
<td>12</td>
<td>4</td>
<td>27</td>
<td>27.5</td>
<td>6</td>
<td>2160</td>
</tr>
<tr>
<td>6</td>
<td>167</td>
<td>173</td>
<td>5</td>
<td>222</td>
<td>223</td>
<td>7</td>
<td>12896</td>
<td>13362</td>
</tr>
<tr>
<td>7</td>
<td>292</td>
<td>326</td>
<td>6</td>
<td>1399</td>
<td>1430</td>
<td>8</td>
<td>53373</td>
<td>57579</td>
</tr>
<tr>
<td>8</td>
<td>249</td>
<td>271</td>
<td>7</td>
<td>5848</td>
<td>6187</td>
<td>9</td>
<td>130547</td>
<td>147892</td>
</tr>
<tr>
<td>9</td>
<td>37</td>
<td>54.2</td>
<td>8</td>
<td>15324</td>
<td>17022</td>
<td>10</td>
<td>168576</td>
<td>209626</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>1.12</td>
<td>9</td>
<td>20155</td>
<td>23392</td>
<td>11</td>
<td>87718</td>
<td>127056</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>18</td>
<td>10</td>
<td>10199</td>
<td>13865</td>
<td>12</td>
<td>14775</td>
<td>27624</td>
</tr>
<tr>
<td>5</td>
<td>110</td>
<td>110</td>
<td>11</td>
<td>1351</td>
<td>2297</td>
<td>13</td>
<td>615</td>
<td>1362</td>
</tr>
<tr>
<td>6</td>
<td>480</td>
<td>499</td>
<td>12</td>
<td>25</td>
<td>67.7</td>
<td>14</td>
<td>2</td>
<td>9.14</td>
</tr>
<tr>
<td>7</td>
<td>1216</td>
<td>1325</td>
<td>13</td>
<td>4</td>
<td>0.0996</td>
<td>15</td>
<td>0</td>
<td>0.0022</td>
</tr>
<tr>
<td>8</td>
<td>1619</td>
<td>1845</td>
<td>13</td>
<td>4</td>
<td>11.0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2 shows that the estimated value of \( N(m, n) \) fits well with the true value. So, we can say estimation function shows the value’s tendency similarly. That is, the tendency of Fig. 3 can be a partial explanation of the decaying tendency of modular sonar sequences.

Remark 1. Estimated values in Table 2 and two figures represent fractions of the value given in [6] divided by \( m^2\phi(m) \), since there are at most \( m^2\phi(m) \) equivalent but possibly distinct modular sonar sequences on \( A_m \) with very high probability. Exception occurs when \( g = f \) in Eq. 3 although \( u \neq 1 \). This event occurs rarely even at small \( m \). We ignored the exceptions.
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Fig. 2. Comparison of the true and estimated values of $N(m, t)$. From left to right, $m$ runs from 7 to 14, and $t$ runs from 4 to $m + 1$ in each group.

Fig. 3. Estimated values of $N(m, m+1)$ and $N(m, m)$ for some small $m$

Note that $\frac{N(25, 22)}{25 \times \phi(25)} \approx 20.1$ and $\frac{N(25, 23)}{25 \times \phi(25)} \approx 0.003$. We already know that there is no $25 \times 23$ modular sonar sequence from Table 1.

4 Conclusion

We have checked the existence of $m \times n$ modular sonar sequences by computer search for some small values of $m$, and estimated the number of inequivalent
examples for various values of $m$ by carefully examining the back-track algorithm for the search.

From this estimate, we could have concluded that no full-size modular sonar sequence exists for $m$ beyond a certain value. This is, however, not true, since there are some algebraic constructions which give full size examples (of length $m + 1$ on $m$ symbols) for infinite values of $m$. We could safely guess that any full-size example for large values of $m$ must be either from an algebraic construction, or else the probability that it exists is extremely small.

We still leave the following problems unsolved:

**Unsolved Problem 1.** Find an example of $35 \times 35$ modular sonar sequences \( (\mod 35) \) or prove that none exists.

**Unsolved Problem 2.** Generalize the above to the case of $m = p(p + 2)$ being a product of twin primes.

**Unsolved Problem 3.** Find infinitely many values of $m$ for which an $m \times (m + 1)$ modular sonar sequences do not exist.

**Unsolved Problem 4.** Except for $m$ being a prime or one less than a prime power, would the fact that the value in (6) is close to zero imply non-existence?

**Unsolved Problem 5.** How accurate is the estimate in (6)?

**Unsolved Problem 6.** Could a similar approach be used to estimate the number of Costas arrays, see [7]?
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Abstract. In this paper, we study the randomness properties of sequences generated by a function via the additive order. We derive some conditions under which such sequences have the maximum period. The autocorrelation is also studied. For the case of large $p$, nontrivial upper bounds are given; for the binary case, experimental results show that the autocorrelation of two types of sequences is small compared with the period of sequences.

1 Introduction

For any $n \geq 1$, let $\mathbb{F}_{p^n}$ be the finite field of order $p^n$, where $p$ is a prime number, and let $\{\alpha_1, ..., \alpha_n\}$ be an ordered basis of $\mathbb{F}_{p^n}$ over $\mathbb{F}_p$. For any $0 \leq i < p^n$, we define $\xi_i$ by

$$\xi_i = i_1 \alpha_1 + ... + i_n \alpha_n,$$

if

$$i = i_1 + i_2 p + ... + i_n p^{n-1}, \, 0 \leq i_k < p, \, k = 1, 2, ..., n.$$

Furthermore, we obtain the sequence $\{\xi_i\}_{i=0}^{\infty}$ by extending $\{\xi_i\}_{i=0}^{p^n-1}$ with period $p^n$, i.e., $\xi_{i+p^n} = \xi_i$ for any $i \geq 0$. For any function $A(x)$ from $\mathbb{F}_{p^n}$ to $\mathbb{F}_p$, we define the sequence $S = \{s_i\}_{i=0}^{\infty}$ by

$$s_i = A(\xi_i), \, i = 0, 1, 2, ... .$$

The sequence $S$ in (1) is called a sequence generated by $A(x)$ via the additive order.

The additive order is related to the counter-mode encryption (CTR mode encryption) of block ciphers [5], and it is also related to some Golay complementary sequences [2][10]. These two applications are the motivations of our study for this topic.

To study the pseudorandom properties of sequences generated via the additive order is also interesting itself [3]. The additive order is different from the conventional order in sequence design, and the randomness properties of the sequences from this order are hardly to determine. Suppose that $A(x)$ is a function which generates a sequence with good pseudorandom properties using the conventional
order. Then a sequence generated by $A(x)$ via the additive order may not have good pseudorandom properties.

In this paper, we study the least period and the autocorrelation of the sequence $S$ defined by (1). Some conditions are given under which they have the maximum period. For the autocorrelation, we present some nontrivial upper bounds when $p$ is large. When $p = 2$ and $A(x) = \text{Tr}(x^{2^n - 2})$ or $A(x) = \text{Tr}(x^{2^n - 4})$, where $\text{Tr}(\cdot)$ is the trace function from $\mathbb{F}_{2^n}$ to $\mathbb{F}_2$, some numerical results are given. The data show that $S$ has good autocorrelation in these two cases. One conjecture on the upper bound of the autocorrelation in these cases is also given.

This paper is organized as follows. In Section 2, we present some background which will be used in this paper. In Section 3, we study the least period of the sequence $S$ defined by (1). In Section 4, we present some results on the autocorrelation of the sequence $S$ defined by (1). Finally, Section 5 concludes this paper.

2 Preliminaries

Definition 1. For any polynomial $f(x) = \sum_{i=0}^{M} f_i x^i \in \mathbb{F}_{p^n}[x]$, if $f_i = 0$ for any $p \mid i$, then $f(x)$ is called nondegenerate.

For any polynomial $f(x) \in \mathbb{F}_{p^n}[x]$, we can find a nondegenerate polynomial $g(x) \in \mathbb{F}_{p^n}[x]$ such that

$$\text{Tr}(f(\xi)) = \text{Tr}(g(\xi)), \, \xi \in \mathbb{F}_{p^n}.$$ 

Such $g(x)$ is called the nondegenerate polynomial associated with $f(x)$.

Let $\Gamma(n)$ denote the set of cosetleaders of $p^n - 1$ with respect to $p$. For any $k \in \Gamma(n)$, we denote the coset containing $k$ by $C_k$. The the function $A(x)$ in (1) can be written as (see [3])

$$A(x) = \sum_{k \in \Gamma(n)} \text{Tr}^{n_k}_1(A_k x^k) + A_{p^n - 1} x^{p^n - 1},$$

where $\text{Tr}^{n_k}_1(\cdot)$ is the trace function from $\mathbb{F}_{p^{n_k}}$ to $\mathbb{F}_p$, $n_k$ is the cardinality of $C_k$, $A_k \in \mathbb{F}_{p^{n_k}}$, and $A_{p^n - 1} \in \mathbb{F}_p$.

For any $a \in \mathbb{F}_{p^n}$, the map $\psi_a(x) = e^{2\pi i \text{Tr}(ax)/p}$ is an additive character of $\mathbb{F}_{p^n}$, and all the additive characters of $\mathbb{F}_{p^n}$ can be written in this form [4]. If $a \neq 0$, then $\psi_a$ is called a nontrivial character.

Lemma 1 ([4]). Let $\psi$ be a nontrivial additive character of $\mathbb{F}_{p^n}$. Then for any $a \in \mathbb{F}_{p^n}$, we have

$$\sum_{\mu \in \mathbb{F}_{p^n}} \psi(a \mu) = \begin{cases} p^n, & \text{if } a = 0; \\
0, & \text{if } a \neq 0. \end{cases}$$

The following bound for exponential sums generalizes that for the well known Weil exponential sums.
Let $\psi$ be a nontrivial additive character of $\mathbb{F}_p^n$, and let the expression $f(x)/g(x)$ be a rational function over $\mathbb{F}_p^n$. Let $v$ be the number of distinct roots of the polynomial $g(x)$ in the algebraic closure $\overline{\mathbb{F}}_p^n$ of $\mathbb{F}_p^n$. Suppose that $f(x)/g(x)$ is not of the form $h^p(x) - h(x)$, where $h(x)$ is a rational function over $\mathbb{F}_p^n$. Then

$$\left| \sum_{\xi \in \mathbb{F}_p^n, g(\xi) \neq 0} \psi \left( \frac{f(\xi)}{g(\xi)} \right) \right| \leq (\max(\deg(f), \deg(g)) + v^* - 2)p^{n/2} + \delta,$$

where $v^* = v$ and $\delta = 1$ if $\deg(f) \leq \deg(g)$, and $v^* = v + 1$ and $\delta = 0$ otherwise.

Niederreiter and Winterhof proved the following result which will be used in the next section.

**Lemma 3** ([9]). Let $f(x)/g(x)$ be a rational function over $\mathbb{F}_p^n$ such that $g(x)$ is not divisible by the $p$th power of a nonconstant polynomial over $\mathbb{F}_p^n$, $f(x) \neq 0$, and $\deg(f) - \deg(g) \neq 0$ mod $p$ or $\deg(f) < \deg(g)$. Then $f(x)/g(x)$ is not of the form $h^p(x) - h(x)$, where $h(x)$ is a rational function over $\mathbb{F}_p^n$.

### 3 Period

In this section we will derive some conditions under which the least period of $S$ defined by (1) is $p^n$. For any polynomial $f(x)$ over $\mathbb{F}_p^n$, in order to investigate the period of $\{s_i\}_{i=0}^{\infty}$ given by (1) with $A(x) = Tr(f(x))$, we only need to consider the case $f(x) - f(x + \alpha_n)$ where $\alpha_n$ is the element in the basis $\{\alpha_1, ..., \alpha_n\}$.

**Theorem 1.** For any polynomial $f(x)$ over $\mathbb{F}_p^n$, let $g(x)$ be the nondegenerate polynomial associated with $f(x) - f(x + \alpha_n)$. If $g(x) \neq c^p - c$ for any $c \in \mathbb{F}_p^n$, then the least period of the sequence $S = \{s_i\}_{i=0}^{\infty}$ defined by (1) with $A(x) = Tr(f(x))$ is $p^n$.

**Proof.** Let $T$ denote the least period of $S$. Suppose that $T \neq p^n$. Then we have $T \mid p^{n-1}$ because $p^n$ is a period of $S$. Hence $s_i = s_{i+p^{n-1}}$ for any $0 \leq i < p^n$. By the definition of $S$, we have

$$Tr(f(\xi_i)) = Tr(f(\xi_{i+p^{n-1}})),$$

for any $0 \leq i < p^n$.

Hence

$$Tr(f(\xi_i) - f(\xi_i + \alpha_n)) = 0,$$

for any $0 \leq i < p^n$.

Then there exists $c \in \mathbb{F}_p^n$ such that $g(x) = c^p - c$. It is a contradiction. Thus the least period of $S$ is $p^n$. $\square$

**Lemma 4.** Let $f(x) = x^{p^n-2}$. If $p^n > 4$, then for any $\alpha \in \mathbb{F}_p^n$, the nondegenerate polynomial $g(x)$ associated with $f(x) - f(x + \alpha)$ is not of the form $c^p - c$ for any $c \in \mathbb{F}_p^n$. 


Proof. For any $\alpha \in \mathbb{F}_p^*$, suppose that the nondegenerate polynomial $g(x)$ associated with $f(x) - f(x + \alpha)$ is of the form $c^p - c$ for some $c \in \mathbb{F}_p^*$. Then there exists $h(x) \in \mathbb{F}_p[x]$ such that $f(x) - f(x + \alpha) = h^p(x) - h(x)$. It follows that
\[
\frac{\alpha}{x(x + \alpha)} = h^p(x) - h(x).
\]
By Lemma 3 it is a contradiction. $\square$

Corollary 1. Let $f(x) = x^{p^n-2}$. If $p^n > 4$, then the least period of the sequence $S = \{s_i\}_{i=0}^{\infty}$ defined by (1) with $A(x) = Tr(f(x))$ is $p^n$.

Proof. By Theorem 1 and Lemma 4, the result follows. $\square$

4 Autocorrelation

In this section, we investigate the autocorrelation of the sequence $S$ defined in (1). For any $0 \leq \tau < p^n$, the autocorrelation of $S$ at shift $\tau$ is defined by
\[
C_S(\tau) = \sum_{i=0}^{p^n-1} e^{2\pi i (s_i + \tau - s_i)/p} = \sum_{i=0}^{p^n-1} e^{2\pi i (A(\xi_i + \tau) - A(\xi_i))/p}.
\]
In order to study $C_S(\tau)$, we need to know the relationship between $\xi_i$ and $\xi_{i+\tau}$. For any $0 \leq i, \tau < p^n$, let
\[
i = i_1 + i_2 p + \ldots + i_n p^{n-1}, \quad 0 \leq i_k < p, \quad k = 1, 2, \ldots, n,
\]
and
\[
\tau = \tau_1 + \tau_2 p + \ldots + \tau_n p^{n-1}, \quad 0 \leq \tau_k < p, \quad k = 1, 2, \ldots, n.
\]
Put $\omega_1 = 0$, and for $1 \leq k \leq n-1$ define recursively
\[
\omega_{k+1} = \begin{cases} 
1, & \text{if } i_k + \tau_k + \omega_k \geq p; \\
0, & \text{otherwise.}
\end{cases}
\]
Then we have
\[
\xi_{i+\tau} = \xi_i + \xi_\tau + \omega,
\]
where $\omega = \sum_{k=2}^{n} \omega_k \alpha_k$. There are at most $2^{n-1}$ choices for $\omega$. For fixed $\tau$, we define the sets
\[
P_\omega = \{\xi_i \in \mathbb{F}_{p^n} \mid \xi_{i+\tau} = \xi_i + \xi_\tau + \omega\}
\]
for all possible $\omega$. Then the sets $P_\omega$ is a partition of $\mathbb{F}_{p^n}$. For fixed $\omega = \sum_{k=2}^{n} \omega_k \alpha_k$, the set $P_\omega$ can be written in the form
\[
P_\omega = \left\{ \sum_{k=1}^{n-1} (p - (\tau_k + \omega_k)) \alpha_k + \sum_{k=1}^{n} u_k \alpha_k \mid 0 \leq u_k \leq a_k - 1, k = 1, 2, \ldots, n \right\},
\]
where
\[ a_k = \begin{cases} 
  p - (\tau_k + \omega_k), & \omega_{k+1} = 0, 1 \leq k < n, \\
  \tau_k + \omega_k, & \omega_{k+1} = 1, 1 \leq k < n, \\
  p, & k = n.
\end{cases} \]

Henceforth we denote the additive canonical character \( \psi_1 \) by \( \psi \) for simplicity.

**Lemma 5** ([7]). With the notation as above, we have
\[
\sum_{\eta \in \mathbb{F}_{p^n}} \left| \sum_{\xi \in P_\omega} \psi(\eta \xi) \right| \leq q(1 + \ln p)^{n-1}.
\]

**Theorem 2.** For any polynomial \( f(x) \) over \( \mathbb{F}_{p^n} \), and any \( \xi \in \mathbb{F}_{p^n}^* \), let \( g_\xi(x) \) be the nondegenerate polynomial associated with \( f(x) - f(x + \xi) \). If \( \deg(g_\xi) > 1 \) for any \( \xi \in \mathbb{F}_{p^n}^* \), then for any \( 0 < \tau < p^n \), we have the following bound for the autocorrelation of the sequence \( S = \{ s_i \}_{i=0}^{\infty} \) defined by (1) with \( A(x) = \text{Tr}(f(x)) \)
\[
|C_S(\tau)| \leq 2(2^{n-1} - 1) \max_{\xi \neq 0} (\deg(g_\xi) - 1)p^{n/2}(1 + \ln p)^{n-1} + \max_{\xi \neq 0} (\deg(g_\xi) - 1)p^{n/2},
\]
where \( \ln(\cdot) \) is the natural logarithm.

**Proof.** For any \( 0 < \tau < p^n \), we have
\[
C_S(\tau) = \sum_{i=0}^{p^n-1} e^{2\pi i (s_i + \tau - s_i)/p} = \sum_{i=0}^{p^n-1} \psi(f(\xi_i + \tau) - f(\xi_i))
\]
\[
= \sum_{\xi \in \mathbb{F}_{p^n}} \psi(f(\xi + \xi_\tau) - f(\xi))
\]
\[
+ \sum_{\omega \neq 0} \sum_{\xi \in P_\omega} (\psi(f(\xi + \xi_\tau + \omega)) - \psi(f(\xi + \xi_\tau)))\psi(-f(\xi)).
\]

By Lemma 2

\[
|C_S(\tau)| \leq \max_{\xi \neq 0} (\deg(g_\xi) - 1)p^{n/2} + \sum_{\omega \neq 0} \sum_{\xi \in P_\omega} \psi(f(\xi + \xi_\tau + \omega) - f(\xi))
\]
\[
+ \sum_{\omega \neq 0} \sum_{\xi \in P_\omega} \psi(f(\xi + \xi_\tau) - f(\xi)).
\]

Now we derive an upper bound for
\[
\sum_{\xi \in P_\omega} \psi(f(\xi + \xi_\tau + \omega) - f(\xi)).
\]
By Lemma 1
\[
\psi(f(\xi + \xi_\tau + \omega) - f(\xi)) = \frac{1}{p^n} \sum_{\beta \in \mathbb{F}_p^n} \psi(f(\beta + \xi_\tau + \omega) - f(\beta)) \sum_{\eta \in \mathbb{F}_p^n} \psi(\eta(\xi - \beta)).
\]

We get
\[
\left| \sum_{\xi \in P_\omega} \psi(f(\xi + \xi_\tau + \omega) - f(\xi)) \right| = \frac{1}{p^n} \sum_{\xi \in P_\omega} \sum_{\beta \in \mathbb{F}_p^n} \psi(f(\beta + \xi_\tau + \omega) - f(\beta)) \sum_{\eta \in \mathbb{F}_p^n} \psi(\eta(\xi - \beta)) \leq \frac{1}{p^n} \sum_{\eta \in \mathbb{F}_p^n} \sum_{\beta \in \mathbb{F}_p^n} \psi(f(\beta + \xi_\tau + \omega) - f(\beta - \eta \beta)) \sum_{\xi \in P_\omega} \psi(\eta \xi).
\]

By Lemmas 2 and 5
\[
\left| \sum_{\xi \in P_\omega} \psi(f(\xi + \xi_\tau + \omega) - f(\xi)) \right| \leq \max_{\xi \neq 0}(\deg(g_\xi) - 1) p^{n/2} \sum_{\eta \in \mathbb{F}_p^n} \sum_{\xi \in P_\omega} \psi(\eta \xi) / p^n \leq \max_{\xi \neq 0}(\deg(g_\xi) - 1) p^{n/2} (1 + \ln p)^{n-1}.
\]

Similarly, we have
\[
\left| \sum_{\xi \in P_\omega} \psi(f(\xi + \xi_\tau) - f(\xi)) \right| \leq \max_{\xi \neq 0}(\deg(g_\xi) - 1) p^{n/2} (1 + \ln p)^{n-1}.
\]

Finally, by (2),
\[
|C_S(\tau)| \leq 2(2^{n-1} - 1) \max_{\xi \neq 0}(\deg(g_\xi) - 1) p^{n/2} (1 + \ln p)^{n-1} + \max_{\xi \neq 0}(\deg(g_\xi) - 1) p^{n/2}.
\]

Remark 1. The bound in Theorem 2 is applicable only when \( p \) is large. The basic idea in the proof above is from [7]. Note that the approach for establishing Theorem 3 in [1] is also from [7]. Unfortunately, this technique cannot be extended to the case of \( p = 2 \), because one needs to consider the number of nonzero \( \omega \) which is \( 2^n - 1 \).

Theorem 3. For any \( 0 < \tau < p^n \), we have the following bound for the autocorrelation of the sequence \( S = \{s_i\}_{i=0}^\infty \) defined by (1) with \( A(x) = Tr(x^{p^n - 2}) \)
\[
|C_S(\tau)| < 4(2^{n-1} - 1)(2 \cdot p^{n/2} + 1)(1 + \ln p)^{n-1} + 2 \cdot p^{n/2} + 3.
\]
Table 1. The generating polynomials

<table>
<thead>
<tr>
<th>n</th>
<th>The generating polynomial for $\mathbb{F}_2^n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>$x^5 + x^3 + x + 1$</td>
</tr>
<tr>
<td>6</td>
<td>$x^6 + x^3 + 1$</td>
</tr>
<tr>
<td>7</td>
<td>$x^7 + x + 1$</td>
</tr>
<tr>
<td>8</td>
<td>$x^8 + x^4 + x^3 + x + 1$</td>
</tr>
<tr>
<td>9</td>
<td>$x^9 + x^3 + 1$</td>
</tr>
<tr>
<td>10</td>
<td>$x^{10} + x^3 + 1$</td>
</tr>
<tr>
<td>11</td>
<td>$x^{11} + x^2 + 1$</td>
</tr>
<tr>
<td>12</td>
<td>$x^{12} + x^3 + 1$</td>
</tr>
<tr>
<td>13</td>
<td>$x^{13} + x^3 + x^2 + x + 1$</td>
</tr>
<tr>
<td>14</td>
<td>$x^{14} + x^3 + x + 1$</td>
</tr>
<tr>
<td>15</td>
<td>$x^{15} + x + 1$</td>
</tr>
<tr>
<td>16</td>
<td>$x^{16} + x^5 + x^3 + x^2 + 1$</td>
</tr>
<tr>
<td>17</td>
<td>$x^{17} + x^3 + 1$</td>
</tr>
<tr>
<td>18</td>
<td>$x^{18} + x^3 + x^2 + x + 1$</td>
</tr>
</tbody>
</table>

Table 2. The case of $\{\alpha_1, ..., \alpha_n\} = \{1, x, x^2, ..., x^{n-1}\}$

<table>
<thead>
<tr>
<th>n</th>
<th>period</th>
<th>$A(x) = Tr(x^{2^n-2})$</th>
<th>$A(x) = Tr(x^{2^n-4})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>32</td>
<td>16</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>64</td>
<td>24</td>
<td>20</td>
</tr>
<tr>
<td>7</td>
<td>128</td>
<td>28</td>
<td>36</td>
</tr>
<tr>
<td>8</td>
<td>256</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>9</td>
<td>512</td>
<td>64</td>
<td>72</td>
</tr>
<tr>
<td>10</td>
<td>1024</td>
<td>104</td>
<td>88</td>
</tr>
<tr>
<td>11</td>
<td>2048</td>
<td>152</td>
<td>144</td>
</tr>
<tr>
<td>12</td>
<td>4096</td>
<td>208</td>
<td>264</td>
</tr>
<tr>
<td>13</td>
<td>8192</td>
<td>336</td>
<td>348</td>
</tr>
<tr>
<td>14</td>
<td>16384</td>
<td>452</td>
<td>468</td>
</tr>
<tr>
<td>15</td>
<td>32768</td>
<td>700</td>
<td>688</td>
</tr>
<tr>
<td>16</td>
<td>65536</td>
<td>1000</td>
<td>1088</td>
</tr>
<tr>
<td>17</td>
<td>131072</td>
<td>1592</td>
<td>1684</td>
</tr>
<tr>
<td>18</td>
<td>262144</td>
<td>2184</td>
<td>2224</td>
</tr>
</tbody>
</table>

**Proof.** Let $f(x) = x^{p^n-2}$. Then by Lemma 2, we have

$$\left| \sum_{\xi \in \mathbb{F}_{p^n}} \psi(f(\xi) - f(\xi + \xi)) \right| \leq 2 + \sum_{\xi \neq 0, -\xi} \psi\left(\frac{\xi}{\xi + \xi} \right) \leq 2 \cdot p^{n/2} + 3,$$

and for any $\eta \neq 0$, we have

$$\left| \sum_{\xi \in \mathbb{F}_{2^n}} \psi(f(\xi) - f(\xi + \xi) - \eta \xi) \right| \leq 2 + \sum_{\xi \neq 0, -\xi} \psi\left(\frac{\xi}{\xi + \xi} - \eta \xi \right) \leq 4 \cdot p^{n/2} + 2.$$
Table 3. The case of \( \{ \alpha_1, \ldots, \alpha_n \} = \{ x^{n-1}, x^{n-2}, \ldots, x, 1 \} \)

| n   | period | \( \max_{\tau \neq 0} |C_S(\tau)| \text{ of } A(x) = Tr(x^{2^n-2}) \) | \( \max_{\tau \neq 0} |C_S(\tau)| \text{ of } A(x) = Tr(x^{2^n-4}) \) |
|-----|--------|-------------------------------------------------|-------------------------------------------------|
| 5   | 32     | 12                                              | 12                                              |
| 6   | 64     | 12                                              | 24                                              |
| 7   | 128    | 24                                              | 28                                              |
| 8   | 256    | 48                                              | 36                                              |
| 9   | 512    | 64                                              | 56                                              |
| 10  | 1024   | 104                                             | 108                                             |
| 11  | 2048   | 140                                             | 172                                             |
| 12  | 4096   | 204                                             | 304                                             |
| 13  | 8192   | 304                                             | 352                                             |
| 14  | 16384  | 488                                             | 456                                             |
| 15  | 32768  | 712                                             | 736                                             |
| 16  | 65536  | 1100                                            | 1472                                            |
| 17  | 131072 | 1548                                            | 1548                                            |
| 18  | 262144 | 2272                                            | 2656                                            |

The rest of the proof is the same as that of Theorem 2, so we omit it here. □

Remark 2. In [9], Niederreiter and Winterhof studied the distribution of \( (\xi_i, \xi_i \oplus \tau) \) implicitly for \( \tau > 0 \), where \( i \oplus j = h \) if and only if \( \xi_i + \xi_j = \xi_h \). In general, \( \xi_{i+\tau} \neq \xi_i \oplus \tau \). Hence, we can not derive an upper bound on \( C_S(\tau) \) using the discrepancy bound in [9] together with the result in [6].

For many different bases, we computed \( \max_{\tau \neq 0} |C_S(\tau)| \) from \( \mathbb{F}_{2^5} \) to \( \mathbb{F}_{2^{18}} \) in cases of \( A(x) = Tr(x^{2^n-2}) \) and \( A(x) = Tr(x^{2^n-4}) \). We found that \( \max_{\tau \neq 0} |C_S(\tau)| \) is small compared with the period of sequences; namely,

\[
2.12 \times 2^{n/2} \leq \max_{\tau \neq 0} |C_S(\tau)| \leq 5.75 \times 2^{n/2}
\]

in the case of \( 5 \leq n \leq 18 \) and \( A(x) = Tr(x^{2^n-2}) \) or \( A(x) = Tr(x^{2^n-4}) \). Based on these data, we present the following conjecture.

Conjecture 1. For any sequence \( S \) defined by (11) with \( p = 2 \) and \( A(x) = Tr(x^{2^n-2}) \) or \( A(x) = Tr(x^{2^n-4}) \), there exists one constant \( a \) such that

\[
\max_{\tau \neq 0} |C_S(\tau)| \leq a \cdot 2^{n/2}
\]

holds for all \( n \).

The experimental results are shown in Tables 2 and 3. Table 2 is for the case of \( \{ \alpha_1, \ldots, \alpha_n \} = \{ 1, x, x^2, \ldots, x^{n-1} \} \), and Table 3 is for the case of \( \{ \alpha_1, \ldots, \alpha_n \} = \{ x^{n-1}, x^{n-2}, \ldots, x, 1 \} \).
5 Conclusion

The randomness properties of sequences generated by a function via the additive order are studied in this paper. Some simple conditions are derived under which such sequences have the maximum period. The autocorrelation of such sequences is also studied, and one conjecture is presented. A nice approach for proving this conjecture is desirable.
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Abstract. We estimate character sums with inversive and nonlinear recurring sequences ‘on average’ over all initial values and obtain much stronger bounds than known for ‘individual’ sequences. As a consequence, we present results ‘on average’ about the distribution of power residues and primitive elements in such sequences.

On the one hand our bounds can be regarded as results on the pseudorandomness of inversive and nonlinear recurring sequences. On the other hand they shall provide a further step to efficient deterministic algorithms for finding non-powers and primitive elements in a finite field.

1 Introduction

Let $q$ be a prime power and $\mathbb{F}_q$ the finite field of $q$ elements. For $q \geq 4$ and given $a \in \mathbb{F}_q^*$, $b \in \mathbb{F}_q$, let $\psi$ be the permutation of $\mathbb{F}_q$ defined by $\psi(w) = aw^{q-2} + b$, $w \in \mathbb{F}_q$. Let $(u_n) = u_0, u_1, \ldots$ be the sequence of elements of $\mathbb{F}_q$ obtained by the recurrence relation

$$u_{n+1} = \psi(u_n), \quad n \geq 0,$$

with some initial value $u_0 = \vartheta \in \mathbb{F}_q$. Because of the property $w^{q-2} = w^{-1}$ for $w \neq 0$ the sequence $(u_n)$ is called inversive recurring sequence. It is obvious that the sequence $(u_n)$ is purely periodic with least period $t_\vartheta \leq q$.

The inversive recurring sequence $(u_n)$ belongs to the class of nonlinear recurring sequences $(x_n) = x_0, x_1, \ldots$ obtained by

$$x_{n+1} = f(x_n), \quad n \geq 0,$$

with some initial value $x_0 = \vartheta \in \mathbb{F}_q$ and a polynomial $f(X) \in \mathbb{F}_q[X]$ of degree at least two. Note that, if $f(X)$ is a permutation polynomial, the sequence $(x_n)$ is purely periodic. We restrict ourselves to this case and denote the least period again by $t_\vartheta \leq q$.

We study character sums over the sequences $(u_n)$ and $(x_n)$ ‘on average’ over all initial values $\vartheta$. 
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Let the sequence $R_n(X)$ of rational functions over $\mathbb{F}_q$ be defined by

$$R_0(X) = X, \quad R_n(X) = R_{n-1}(aX^{-1} + b), \quad n \geq 1.$$ 

Obviously this sequence is purely periodic and denote by $T_{a,b}$ its least period. From [8, Lemma 6] it follows that there are elements $\varepsilon_1, \ldots, \varepsilon_{T_{a,b} - 1} \in \mathbb{F}_q$, such that

$$R_n(X) = \frac{(b - \varepsilon_n)X + a}{X - \varepsilon_n}, \quad 1 \leq n \leq T_{a,b} - 1.$$ 

This implies that for $1 \leq n \leq T_{a,b} - 1$ we have

$$\psi^n(\gamma) = \frac{(b - \varepsilon_n)\gamma + a}{\gamma - \varepsilon_n}, \quad \gamma \in \mathbb{F}_q \setminus \{\varepsilon_1, \ldots, \varepsilon_n\},$$ \hspace{1cm} (1)

where $\psi^n$ denotes the $n$th iterate of $\psi$.

For a permutation polynomial $f(X) \in \mathbb{F}_q[X]$ we define the sequence $f_n(X)$ of polynomials over $\mathbb{F}_q$ by

$$f_0(X) = X, \quad f_n(X) = f(f_{n-1}(X)), \quad n \geq 1.$$ 

The sequence $f_n(X) \mod (X^q - X)$ is purely periodic and we denote by $T_f$ its period.

We put

$$S_{\chi,a,b}(N, \vartheta) = \sum_{n=0}^{N-1} \chi(\psi^n(\vartheta)), \quad 1 \leq N \leq T_{a,b},$$

and

$$S_{\chi,f}(N, \vartheta) = \sum_{n=0}^{N-1} \chi(f_n(\vartheta)), \quad 1 \leq N \leq T_f,$$

where $\chi$ is a nontrivial multiplicative character of $\mathbb{F}_q$.

For 'individual' sequences it was proved in [10,11] that

$$\max_{\vartheta \in \mathbb{F}_q} |S_{\chi,a,b}(N, \vartheta)| = O(N^{1/2}q^{1/4}), \quad 1 \leq N \leq t_{\vartheta},$$ \hspace{1cm} (2)

where the implied constant is absolute, and under some restrictions

$$\max_{\vartheta} |S_{\chi,f}(N, \vartheta)| = O(N^{1/2}q^{1/2}(\log q)^{-1/2}), \quad 1 \leq N \leq t_{\vartheta},$$ \hspace{1cm} (3)

where the maximum is taken over all $\vartheta$ such that $(x_n)$ is purely periodic and the implied constant depends only on the degree of $f(X)$.

In this paper we prove that for any $0 < \varepsilon < 1$ and all initial values $\vartheta \in \mathbb{F}_q$, except at most $O(\varepsilon^2 q)$ of them, we have

$$S_{\chi,a,b}(N, \vartheta) = O(\varepsilon^{-1} \max\{Nq^{-1/4}, N^{1/2}\})$$ \hspace{1cm} (4)

and under the same restrictions as needed for (3)

$$S_{\chi,f}(N, \vartheta) = O(\varepsilon^{-1} N(\log q)^{-1/2}).$$ \hspace{1cm} (5)
Note that the expected value of $\sum_{n=0}^{N-1} \chi(y_n)$ for a ‘truly’ random sequence $(y_n)$ over $\mathbb{F}_q$ and a nontrivial multiplicative character of $\mathbb{F}_q$ is $\theta(N^{1/2})$, see Section 5 and (4) and (5) can be regarded as results on the pseudorandomness of the sequences $(u_n)$ and $(x_n)$.

Using a standard technique, from (4) and (5) we derive results ‘on average’ on the distribution of powers and primitive elements in the sequences $(u_n)$ and $(x_n)$. These results shall provide a further step to efficient deterministic algorithms for finding non-powers and primitive elements in a finite field where the construction of short sequences containing non-powers and primitive elements is crucial.

2 Bounds on Character Sums of Inversive Sequences

In this section we estimate the sums

$$S_{\chi,a,b}(N) = \sum_{\vartheta \in \mathbb{F}_q} |S_{\chi,a,b}(N, \vartheta)|^2, \quad 1 \leq N \leq T_{a,b}.$$  

**Theorem 1.** Let $\chi$ be a nontrivial multiplicative character of $\mathbb{F}_q$, then for $1 \leq N \leq T_{a,b}$ we have

$$S_{\chi,a,b}(N) = O\left(\max\left\{N^2q^{1/2}, Nq\right\}\right).$$

**Proof.** We have

$$S_{\chi,a,b}(N) = \sum_{n,k=0}^{N-1} \sum_{\vartheta \in \mathbb{F}_q} \chi(\psi^n(\vartheta))\overline{\chi(\psi^k(\vartheta))}$$

$$\leq \sum_{n,k=0}^{N-1} \sum_{\vartheta \in \mathbb{F}_q} \chi(\psi^n(\vartheta))\overline{\chi(\psi^k(\vartheta))} \left| \sum_{\vartheta \in \mathbb{F}_q} \chi(\psi^n(\vartheta))\overline{\chi(\psi^k(\vartheta))} \right|.$$

For $n = k$, the sum over $\vartheta$ is equal to $q - 1$ and thus

$$S_{\chi,a,b}(N) \leq N(q-1) + 2 \sum_{n,k=0}^{N-1} \sum_{\vartheta \in \mathbb{F}_q} \chi(\psi^n(\vartheta))\overline{\chi(\psi^k(\vartheta))}.$$

Since $\psi$ is a permutation, we can write the previous sum as

$$S_{\chi,a,b}(N) \leq N(q-1) + 2 \sum_{n,k=0}^{N-1} \sum_{\vartheta \in \mathbb{F}_q} \chi(\psi^{n-k}(\vartheta))\overline{\chi(\vartheta)}$$

$$= N(q-1) + 2 \sum_{n,k=0}^{N-1} \sum_{\vartheta \in \mathbb{F}_q} \chi(\psi^{n-k}(\vartheta))\vartheta^{q-2}.$$
We put \(d = n - k\) and get

\[
S_{\chi,a,b}(N) \leq N(q-1) + 2 \sum_{d=1}^{N-1} (N - d) \left| \sum_{\vartheta \in \mathbb{F}_q} \chi(\psi^d(\vartheta)\vartheta^{q-2}) \right|. \tag{6}
\]

Put \(F_d(X) = ((b - \varepsilon_d)X + a)(X - \varepsilon_d)^{q-2}X^{q-2}\). Then we have by \(1\)

\[
\left| \sum_{\vartheta \in \mathbb{F}_q} \chi(\psi^d(\vartheta)\vartheta^{q-2}) - \sum_{\vartheta \in \mathbb{F}_q} \chi(F_d(\vartheta)) \right| \leq 2(d - 1)
\]

since for \(\vartheta = \varepsilon_1 = 0\) the two sums agree.

Now, we need to verify that the polynomial \(F_d(X)\) is not, up to a multiplicative constant, an \(s\)th power where \(s|q - 1\) is the order of the multiplicative character \(\chi\). In the case \(b = \varepsilon_d\), the polynomial \(F_d(X)\) equals \(a(X - b)^{q-2}X^{q-2}\). It can only be an \(s\)th power, up to the constant \(a\), if \(b = \varepsilon_d = 0\) but this implies \(T_{a,b} = 2\).

In the case \(b \neq \varepsilon_d\), \(F_d(X)\) is equal to \((b - \varepsilon_d)(X + \frac{a}{b - \varepsilon_d})(X - \varepsilon_d)^{q-2}\). It is easily seen that this polynomial cannot be an \(s\)th power when we consider the cases \(\varepsilon_d = 0\) and \(\varepsilon_d \neq 0\) separately. Therefore our sum satisfies all the necessary conditions for the Weil bound, see \[6, Theorem 5.41\], and we get

\[
\left| \sum_{\vartheta \in \mathbb{F}_q} \chi(F_d(\vartheta)) \right| \leq 2q^{1/2}.
\]

Hence

\[
\left| \sum_{\vartheta \in \mathbb{F}_q} \chi(\psi^d(\vartheta)\vartheta^{q-2}) \right| \leq 2q^{1/2} + 2d - 2
\]

and with Equation \(6\) we have

\[
S_{\chi,a,b}(N) \leq N(q-1) + 2 \sum_{d=1}^{N-1} (N - d)(2q^{1/2} + 2d - 2)
\]

\[
= O(Nq + N^2q^{1/2} + N^3).
\]

The term \(N^2q^{1/2}\) never dominates so we have

\[
S_{\chi,a,b}(N) = O(Nq + N^3).
\]
If we divide the inner sum of $S_{\chi,a,b}(N)$ into at most $N/K + 1$ subsums of length $K$, except possibly the last sum, and use the triangle inequality we have

$$S_{\chi,a,b}(N) = \sum_{\vartheta \in \mathbb{F}_q} \left| \sum_{n=0}^{N-1} \chi(\psi^n(\vartheta)) \right|^2$$

$$\leq \sum_{\vartheta \in \mathbb{F}_q} \left( \left| \sum_{n=0}^{K-1} \chi(\psi^n(\vartheta)) \right| + \ldots + \left| \sum_{n=0}^{K-1} \chi(\psi^\ell(\psi^n(\vartheta))) \right| \right)^2$$

$$\ll \frac{N^2}{K^2} \sum_{\vartheta \in \mathbb{F}_q} \left| \sum_{n=0}^{K-1} \chi(\psi^n(\vartheta)) \right|^2$$

where $\ell = \lfloor N/K \rfloor$. Therefore

$$S_{\chi,a,b}(N) = O\left( \frac{N^2}{K^2}(Kq + K^3) \right).$$

By choosing $K = \min \{N, [q^{1/2}]\}$ we get the result.

**Corollary 1.** For any $0 < \varepsilon < 1$ and all initial values $\vartheta$, except at most $O(\varepsilon^2 q)$ of them, we have

$$S_{\chi,a,b}(N, \vartheta) = O\left( \varepsilon^{-1} \max\{Nq^{-1/4}, N^{1/2}\} \right).$$

**Proof.** Let $A$ be the number of exceptional $\vartheta$. Then we have

$$S_{\chi,a,b}(N) = \Omega(\varepsilon^{-2} \max\{N^2q^{-1/2}, N\})$$

and Theorem 1 implies the result. \qed

### 3 Bounds on Character Sums of Nonlinear Sequences

In this section we estimate the sums

$$S_{\chi,f}(N) = \sum_{\vartheta \in \mathbb{F}_q} |S_{\chi,f}(N, \vartheta)|^2, \quad 1 \leq N \leq T_f.$$

Let $t_0$ be the least period of the sequence $(x_n)$ with initial value $x_0 = 0$.

**Theorem 2.** Let $\chi$ be a nontrivial multiplicative character of $\mathbb{F}_q$ of order $s > 1$ and $f(X) \in \mathbb{F}_q[X]$ a permutation polynomial with $d = \deg(f) \geq 2$. Then for $1 \leq N \leq T_f$ we have

$$S_{\chi,f}(N) = O\left( \frac{N^2q}{\min\{\log q/\log d, N, t_0\}} \right),$$

where the implied constant is absolute.
Proof. We have

\[ S_{X,f}(N) = \sum_{\vartheta \in \mathbb{F}_q} \left| \sum_{n=0}^{N-1} \chi(f_n(\vartheta)) \right|^2 = \sum_{n,k=0}^{N-1} \sum_{\vartheta \in \mathbb{F}_q} \chi(f_n(\vartheta))\overline{\chi(f_k(\vartheta))} \]

\[
\leq \sum_{n,k=0}^{N-1} \left| \sum_{\vartheta \in \mathbb{F}_q} \chi(f_n(\vartheta))\overline{\chi(f_k(\vartheta))} \right| = \sum_{n,k=0}^{N-1} \left| \sum_{\vartheta \in \mathbb{F}_q} \chi(f_n(\vartheta))(f_k(\vartheta))^{q-2} \right| \]

\[
\leq Nq + 2 \sum_{n,k=0}^{N-1} \left| \sum_{\vartheta \in \mathbb{F}_q} \chi(f_n(\vartheta))(f_k(\vartheta))^{q-2} \right|. \]

Let \( G(X) = \gcd(f_n(X), f_k(X)) \). Suppose that \( G(X) \) is a polynomial of degree at least 1 and let \( \alpha \) be a root of \( G(X) \) in some extension field of \( \mathbb{F}_q \). Then we have

\[ f_{n-k}(0) = f_{n-k}(f_k(\alpha)) = f_n(\alpha) = 0, \quad n > k, \]

and \( n \equiv k \pmod{t_0} \). Now, we suppose \( n \not\equiv k \pmod{t_0} \) and hence \( G(X) = 1 \). If \( f_n(X)(f_k(X))^{q-2} \) is an \( s \)th power then \( f_n(X) \) and \( f_k(X) \) are also \( s \)th powers. But this contradicts our assumption that \( f(X) \) is a permutation polynomial and thus \( f_n(X) \) and \( f_k(X) \) are not \( s \)th powers. The number of pairs \((n,k) \in \mathbb{Z}^2 \) with \( 0 \leq k < n \leq N - 1 \) and \( n \equiv k \pmod{t_0} \) is at most \( N^2/2t_0 \). For such pairs, we can bound the inner sum in \( S_{X,f}(N) \) trivially by \( q \) and for the remaining pairs we use the Weil bound.

\[ S_{X,f}(N) < Nq + N^2 \left( \frac{q}{t_0} + 2d^{N-1}q^{1/2} \right). \]

Now, we divide the inner sum in \( S_{X,f}(N) \) into at most \( N/K + 1 \) sums of length at most \( K \) and by using the triangle inequality we obtain

\[ S_{X,f}(N) \leq \sum_{\vartheta \in \mathbb{F}_q} \left( \left| \sum_{n=0}^{K-1} \chi(f_n(\vartheta)) \right| + \ldots + \left| \sum_{n=0}^{K-1} \chi(f_n(f_{\ell K}(\vartheta))) \right| \right)^2 \]

\[ = O \left( \frac{N^2q}{K} + \frac{N^2q}{t_0} + N^2q^{1/2}d^{K-1} \right), \]

where again \( \ell = \lfloor N/K \rfloor \). Here we needed that \( f(X) \) is a permutation polynomial again. Choosing

\[ K = \min \left\{ \left\lfloor 0.4\frac{\log q}{\log d} \right\rfloor, N \right\} \]

completes the proof. \( \square \)

Corollary 2. Under the restrictions of Theorem \( \ref{thm:main} \) for any \( 0 < \varepsilon < 1 \) and all initial values \( \vartheta \), except at most \( O(\varepsilon^2q) \) of them, we have

\[ S_{X,f}(N, \vartheta) = O \left( \frac{N}{\varepsilon^{-1} \min \{ \log q/\log d, N, t_0 \}^{1/2}} \right). \]
4 Distribution of Powers and Primitive Elements

For a positive divisor $s$ of $q-1$, an element $w \in \mathbb{F}_q^*$ is called an $s$th power if the equation $w = z^s$ has a solution in $\mathbb{F}_q$.

Let $R_{s,a,b}(N, \vartheta)$ and $R_{s,f}(N, \vartheta)$ be the number of $s$th powers among $u_0, u_1, \ldots, u_{N-1}$ and $x_0, x_1, \ldots, x_{N-1}$, respectively, with initial value $\vartheta$.

**Theorem 3.** Let $q$ be a prime power and $s > 1$ be a divisor of $q-1$. We have

\[ \sum_{\vartheta \in \mathbb{F}_q} \left| R_{s,a,b}(N, \vartheta) - \frac{N}{s} \right| = O \left( \max \{ Nq^{3/4}, N^{1/2}q \} \right) \text{ for } 1 \leq N \leq T_{a,b}. \]

**Proof.** Let $X_s$ denote the set of multiplicative characters $\chi$ for which $\chi(w) = 1$ for any $s$th power $w \in \mathbb{F}_q^*$. By [6, Theorem 5.4] we obtain

\[ \frac{1}{s} \sum_{\chi \in X_s} \chi(w) = \begin{cases} 1, & \text{if } w \in \mathbb{F}_q^* \text{ is an } s\text{th power}, \\ 0, & \text{otherwise}, \end{cases} \]

where we used the convention $\chi_0(0) = 0$ for the trivial character $\chi_0$ of $\mathbb{F}_q$. Therefore

\[ R_{s,a,b}(N, \vartheta) = \frac{1}{s} \sum_{\chi \in X_s} S_{\chi,a,b}(N, \vartheta). \]

The contribution to $R_{s,a,b}(N)$ of the sum corresponding to the trivial character is either $(N-1)/s$ or $N/s$. Therefore

\[ \left| R_{s,a,b}(N, \vartheta) - \frac{N}{s} \right| \leq \frac{1}{s} + \frac{1}{s} \sum_{\chi \in X_s \setminus \{\chi_0\}} |S_{\chi,a,b}(N, \vartheta)|. \]

Summing over $\vartheta$ and applying the Cauchy-Schwarz inequality to

\[ \sum_{\vartheta \in \mathbb{F}_q} |S_{\chi,a,b}(N, \vartheta)| \leq q^{1/2} S_{\chi,a,b}(N)^{1/2}, \]

we get the result by Theorem [1]. \qed

With the notation of Theorem [2] we have the following result.

**Theorem 4.** Let $q$ be a prime power and $s > 1$ be a divisor of $q-1$. Then

\[ \sum_{\vartheta \in \mathbb{F}_q} \left| R_{s,f}(N, \vartheta) - \frac{N}{s} \right| = O \left( Nq \left( \min \left\{ \frac{\log q}{\log d}, N, t_0 \right\} \right)^{-1/2} \right) \]

for $1 \leq N \leq T_f$.

**Proof.** The result is proved analogously to the previous theorem using Theorem [2]. \qed
Corollary 3. For any $0 < \varepsilon < 1$ and all initial values $\vartheta$, except at most $O(\varepsilon q)$ of them, we have

$$\left|R_{s,a,b}(N, \vartheta) - \frac{N}{s}\right| = O\left(\varepsilon^{-1} \max\{Nq^{-1/4}, N^{1/2}\}\right), \quad 1 \leq N \leq T_{a,b},$$

and under the conditions of Theorem 2

$$\left|R_{s,f}(N, \vartheta) - \frac{N}{s}\right| = O\left(\varepsilon^{-1} N \left(\min \left\{ \frac{\log q}{\log d}, N, t_0 \right\} \right)^{-1/2}\right)$$

for $1 \leq N \leq T_f$.

We recall that $w \in \mathbb{F}_q^*$ is a primitive element of $\mathbb{F}_q$ if it is not an $s$th power for any divisor $s > 1$ of $q - 1$. For an integer $m \geq 1$ we denote by $\nu(m)$ the number of distinct prime divisors of $m$ and by $\varphi(m)$ Euler’s totient function.

Let $Q_{a,b}(N, \vartheta)$ and $Q_f(N, \vartheta)$ be the number of primitive elements of $\mathbb{F}_q$ among $u_0, u_1, \ldots, u_{N-1}$ and $x_0, x_1, \ldots, x_{N-1}$, respectively, with initial value $\vartheta$.

Theorem 5. For $1 \leq N \leq t$ we have

$$\sum_{\vartheta \in \mathbb{F}_q} \left|Q_{a,b}(N, \vartheta) - \frac{\varphi(q-1)}{q-1} N\right| = O\left(2^{\nu(q-1)} \max\{Nq^{3/4}, N^{1/2}q\}\right).$$

Proof. From Vinogradov’s formula (see [5, Lemma 7.5.3], [6, Exercise 5.14]) we obtain

$$Q_{a,b}(N, \vartheta) = \frac{\varphi(q-1)}{q-1} \sum_{s|(q-1)} \frac{\mu(s)}{\varphi(s)} \sum_{\chi \in Y_s} S_{\chi,a,b}(N, \vartheta),$$

where $\mu$ denotes the Möbius function and $Y_s$ the set of multiplicative characters of $\mathbb{F}_q$ of order $s$. The rest follows using the Cauchy-Schwarz inequality from Theorem 1. \qed

With the notation in Theorem 2 we have the following result.

Theorem 6. For $1 \leq N \leq T_f$ we have

$$\sum_{\vartheta \in \mathbb{F}_q} \left|Q_f(N, \vartheta) - \frac{\varphi(q-1)}{q-1} N\right| = O\left(2^{\nu(q-1)} Nq \left(\min \left\{ \frac{\log q}{\log d}, N, t_0 \right\} \right)^{-1/2}\right).$$

Proof. We get the result from Theorem 2 in the same way. \qed

Corollary 4. For any $0 < \varepsilon < 1$ and all initial values $\vartheta$, except at most $O(\varepsilon q)$ of them, we have

$$\left|Q_{s,a,b}(N, \vartheta) - \frac{\varphi(q-1)}{q-1} N\right| = O\left(\varepsilon^{-1} 2^{\nu(q-1)} \max\{Nq^{-1/4}, N^{1/2}\}\right)$$

for $1 \leq N \leq T_{a,b}$, and under the conditions of Theorem 2

$$\left|Q_{s,f}(N, \vartheta) - \frac{\varphi(q-1)}{q-1} N\right| = O\left(\varepsilon^{-1} 2^{\nu(q-1)} N \left(\min \left\{ \frac{\log q}{\log d}, N, t_0 \right\} \right)^{-1/2}\right)$$

for $1 \leq N \leq T_f$.\n
5 Final Remarks

The bounds (2) and (3) for all \( \vartheta \) are only nontrivial if \( N \) is at least of the order of magnitude \( \Omega(q^{1/2}) \) and \( \Omega(q/\log q) \), respectively. However, the bounds (4) and (5) for almost all \( \vartheta \) are nontrivial for all \( N \) larger than a constant which doesn’t depend on \( q \).

Corollary [3] provides the existence of an \( s \)th power in the sequence \( u_0, u_1, \ldots, u_{N-1} \) or \( x_0, x_1, \ldots, x_{N-1} \) for almost all initial values if

\[
s = O \left( \varepsilon \min\{q^{1/4}, N^{1/2}\} \right)
\]

or

\[
s = O \left( \varepsilon \min \left\{ \frac{\log q}{\log d}, N, t_0 \right\}^{1/2} \right),
\]

respectively. It also provides the existence of an \( s \)th non-power in these sequences for almost all \( \vartheta \) if \( N \) is larger than a constant depending only on \( \varepsilon \) provided that \( t_0 \) is large enough in the second case.

Corollary [4] implies the existence of a primitive element in \( u_0, u_1, \ldots, u_{N-1} \) or \( x_0, x_1, \ldots, x_{N-1} \) for almost \( \vartheta \) if

\[
2^{\nu(q-1)} = O \left( \varepsilon \frac{\phi(q-1)}{q-1} \min\{q^{1/4}, N^{1/2}\} \right)
\]

or

\[
2^{\nu(q-1)} = O \left( \varepsilon \frac{\phi(q-1)}{q-1} \min \left\{ \frac{\log q}{\log d}, N, t_0 \right\}^{1/2} \right),
\]

respectively.

It is clear that the maximal value \( t_\vartheta = q \) of the least period of \((x_n)\) with initial value \( x_0 = \vartheta \) is obtained if and only if \( f(X) \) is a permutation polynomial of \( \mathbb{F}_q \) representing a permutation which is a cycle of length \( q \). In this case we have \( t_\vartheta = t_0 \).

Let \( f(X) = X^d \) with \( d \geq 2 \), \( x_0 \neq 0 \), and \( s \) be a divisor of \( d - 1 \). Then it is clear that for a character \( \chi \) of order \( s \) we have \( \chi(x_n) = \chi(x_0) \) for all \( n \geq 0 \). This example provides some evidence that the dependence of the character sum bound on \( t_0 \) is natural.

Let \( f(X) = (X + a)^d - a \) with \( d \geq 2 \), \( a \in \mathbb{F}_q^* \), \( x_0 = 0 \). The sequence \((x_n)\) generated by this polynomial can be obtained by subtracting \( a \) from a sequence as in the previous remark. Hence, both sequences have the same least period. For example, if \( q \) is even, \( q - 1 \) a Mersenne prime, \( d \) the least primitive root modulo \( q - 1 \), i.e., \( d = O(\log^6(q-1)) \) under ERH (see [12, Theorem 1.3]), and \( a \) is a primitive element of \( \mathbb{F}_q \), then we have \( t_0 = q - 2 \).

This shows that examples for which Theorem [2] gives a nontrivial bound can be easily constructed.
Besides the class of inversive recurring sequences there are two other classes of nonlinear recurring sequences for which we know much better worst case bounds than for a general nonlinear recurring sequence where \( f(X) \) is either a Dickson polynomial, see [2], or a Rédei function, see [3].

Since for a nontrivial multiplicative character of \( \mathbb{F}_q \)

\[
\sum_{(y_0, \ldots, y_{N-1}) \in \mathbb{F}_q^N} \left| \sum_{n=0}^{N-1} \chi(y_n) \right|^2 = Nq^{N-1}(q-1),
\]

the expected value of \( \left| \sum_{n=0}^{N-1} \chi(y_n) \right| \) of a ‘truly’ random sequence \((y_n)\) is

\[
\left( 1 - \frac{1}{q} \right)^{1/2} N^{1/2}.
\]

Besides the rather small character sum bounds inversive recurring sequences have several other nice pseudorandomness properties as low linear complexity [4] and small discrepancy [8,9]. Similar but weaker results are also known for general nonlinear recurring sequences [4,7].

Finding an \( s \)th non-power is the crucial step in the design of deterministic algorithms for solving equations over finite fields, see e.g. [1, Chapter 7]. Algorithms for finding primitive elements in a finite field normally consist of two parts: 1. Finding a short sequence containing at least one primitive element; 2. Testing primitiveness of the sequence elements, see e.g. [13, Chapter 2]. Our results show that inversive recurring sequences are suitable for both algorithmic problems for almost all initial values. However, it is still a problem to detect bad initial values.
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Abstract. In this paper we study various properties of arithmetic correlations of sequences. Arithmetic correlations are the with-carry analogs of classical correlations. Here we analyze the arithmetic autocorrelations of non-binary \(\ell\)-sequences, showing that they are nearly optimal. We analyze the expected auto- and cross-correlations of sequences with fixed shift. We study sequences with the arithmetic shift and add property, showing that they are exactly the \(\ell\)-sequences with prime connection element.
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1 Introduction

Sequences with good correlation properties are essential ingredients in a wide range of applications including CDMA systems and radar ranging. On the plus side, a great deal is known about the design and generation of sequences with good correlation properties. Unfortunately, we also know that there are fundamental limits on the sizes of families of sequences with such properties.

The purpose of this paper is to study properties of an arithmetic or “with-carry” analog of the classical correlation function. This notion of correlation is interesting in part because it is known (in the binary case) that they do not suffer from some of the constraints on families of sequences with good classical
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correlations. However, we do not as yet know of any significant applications of arithmetic correlations. Nonetheless, it is worthwhile studying properties of arithmetic correlations in hope that applications will come.

In previous work we have studied arithmetic auto- and cross-correlations (defined below) of a class of binary sequences called $\ell$-sequences $[4, 6, 7]$. The arithmetic autocorrelations of these sequences were previously studied in the context of arithmetic coding $[9, 10]$. It is known that the shifted arithmetic autocorrelations of binary $\ell$-sequences are identically zero and that the arithmetic cross-correlations of any two distinct decimations of a binary $\ell$-sequence is identically zero.

In this paper we study the arithmetic correlations of possibly non-binary sequences. We show that the arithmetic autocorrelations of $\ell$-sequences are at most one for a prime connection integer and at most two for a prime power connection integer. We also analyze the expected arithmetic auto- and cross-correlations of sequences with fixed shift. Finally, we define a notion of arithmetic shift and add sequence, generalizing the classical notion of shift and add sequence $[1, 2, 3, 5]$, and prove that the arithmetic shift and add sequences are exactly the $\ell$-sequences with prime connection integer.

## 2 Arithmetic Correlations

Let $N \geq 2$ be a natural number. In this section we define a with carry analog of the usual notion of cross-correlations for $N$-ary sequences.

A fundamental tool we use is the notion of $N$-adic numbers. An $N$-adic number is a formal expression

$$a = \sum_{i=0}^{\infty} a_i N^i,$$

where $a_i \in \{0, 1, \ldots, N-1\}$, $i = 0, 1, \ldots$. The set $\mathbb{Z}_n$ of $N$-adic numbers forms an algebraic ring and has been the subject of extensive study for over 100 years $[7, 8]$. The algebra — addition and multiplication — is defined with carries propagated to higher and higher terms, just as it is for ordinary nonnegative integers, but possibly involving infinitely many terms. It is easy to see that $\mathbb{Z}_n$ contains all rational numbers $u/q$, $u, q \in \mathbb{Z}$, with $q$ relatively prime to $N$ and no other rational numbers. There is a one to one correspondence between $N$-adic numbers and infinite $N$-ary sequences. Under this correspondence the rational numbers $u/q$ with $q$ relatively prime to $N$ correspond to the eventually periodic sequences. The rational numbers $u/q$ with $q$ relatively prime to $N$ and $-q \leq u \leq 0$ correspond to the (strictly) periodic sequences. If $a$ is periodic (resp., eventually periodic) then we say that the associated $N$-adic number is periodic (resp., eventually periodic). Note that, unlike power series, the sum and difference of strictly periodic $N$-adic numbers are eventually periodic but may not be strictly periodic.

Let $a$ be an eventually periodic $N$-ary sequence and let

$$a = \sum_{i=0}^{\infty} a_i N^i.$$
be the associated \( N \)-adic number. For each \( i = 0, 1, \cdots, N - 1 \), let \( \mu_i \) be the number of occurrences of \( i \) in one complete period of \( a \). Let

\[
\zeta = e^{2\pi i/N}
\]

be a complex primitive \( N \)th root of 1. Let

\[
Z(a) = Z(a) = \sum_{i=0}^{N-1} \mu_i \zeta^i,
\]

the imbalance of \( a \) or of \( a \).

The periodic sequence \( a \) is said to be balanced if \( \mu_i = \mu_j \) for all \( i, j \). It is weakly balanced if \( Z(a) = 0 \).

For example, let \( N = 3 \) and \( a = 3/5 = 0 + 2 \cdot 3 + 0 \cdot 3^2 + 1 \cdot 3^3 + 2 \cdot 3^4 + 1 \cdot 3^5 + 0 \cdot 3^6 + 1 \cdot 3^7 + \cdots \). This sequence is periodic with period 4 from the \( 3^2 \) term on. Thus \( \mu_0 = 1, \mu_1 = 2, \) and \( \mu_2 = 1 \). We have \( Z(a) = 1 + 2\zeta + \zeta^2 = \zeta \). The sequence is not weakly balanced.

**Lemma 1.** If the \( N \)-ary sequence \( a \) is balanced, then it is weakly balanced. If \( N \) is prime, then \( a \) is balanced if and only if it is weakly balanced.

For any \( N \)-ary sequence \( b \), let \( b^\tau \) be the sequence formed by shifting \( b \) by \( \tau \) positions, \( b^\tau_i = b_{i+\tau} \). The ordinary cross-correlation with shift \( \tau \) of two \( N \)-ary sequences \( a \) and \( b \) of period \( T \) is the imbalance of the term by term difference of \( a \) and \( b^\tau \), or equivalently, of the coefficient sequence of the difference between the power series associated with \( a \) and the power series associated with \( b^\tau \). In the binary case this is the number of zeros minus the number of ones in one period of the bitwise exclusive-or of \( a \) and the \( \tau \) shift of \( b \) \[2\]. The arithmetic cross-correlation is the with-carry analog of this \[6\].

**Definition 1.** Let \( a \) and \( b \) be two eventually periodic sequences with period \( T \) and let \( 0 \leq \tau < T \). Let \( a \) and \( b^\tau \) be the \( N \)-adic numbers whose coefficients are given by \( a \) and \( b^\tau \), respectively. Then the sequence of coefficients associated with \( a - b^\tau \) is eventually periodic and its period divides \( T \). The shifted arithmetic cross-correlation of \( a \) and \( b \) is

\[
C^A_{a,b}(\tau) = Z(a - b^\tau),
\]

where the imbalance is taken over a full period of length \( T \). When \( a = b \), the arithmetic cross-correlation is called the arithmetic autocorrelation of \( a \) and is denoted \( A^A_a(\tau) \).

If for all \( \tau \) such that \( a \) and \( b^\tau \) are distinct we have \( C^A_{a,b}(\tau) = 0 \), then \( a \) and \( b \) are said to have ideal arithmetic correlations. A family of sequences is said to have ideal arithmetic correlations if every pair of sequences in the family has ideal arithmetic correlations.
3 \( \ell \)-Sequences

In this section we consider the arithmetic autocorrelations of \( \ell \)-sequences. These are the arithmetic analogs of m-sequences, a class of sequences that have been used in many applications. Recall that an m-sequence over a finite field \( F \) is the coefficient sequence of the power series expansion of a rational function \( f(x)/q(x) \) such that the degree of \( f \) is less than the degree of \( q \), \( q \) is irreducible, and \( x \) is a primitive element in the multiplicative group of \( F[x]/(q) \). It is well known that the classical shifted autocorrelations of an m-sequence all equal \(-1\). However, the cross-correlations of m-sequences are only known in a few special cases.

An \( N \)-ary \( \ell \)-sequence \( a \) is the \( N \)-adic expansion of a rational number \( f/q \) where \( \gcd(q, N) = 1 \), \( -q < f < 0 \) (so that \( a \) is strictly periodic), and \( N \) is a primitive element in the multiplicative group of integers modulo \( q \). This last condition means that the multiplicative order of \( N \) modulo \( q \), \( \text{ord}_q(N) \), equals \( \phi(q) \) (Euler’s function). In particular it implies that \( q \) is a power of a prime number, \( q = p^t \). For the remainder of this section we assume that \( N, a, q, p, t \) and \( f \) satisfy all these conditions.

Quite a lot is known about \( \ell \)-sequences, especially in the binary \( (N = 2) \) case. For example, we have the following remarkable fact about binary \( \ell \)-sequences [6].

**Theorem 1.** Suppose the \( a \) is a binary \( \ell \)-sequence. If \( c \) and \( b \) are decimations of \( a \), then the arithmetic cross-correlation of \( c \) and \( b \) with shift \( \tau \) is zero unless \( \tau = 0 \) and \( b = c \).

Our goal here is to determine the arithmetic autocorrelations of not necessarily binary \( \ell \)-sequences. First we look at their imbalances.

**Theorem 2.** Let \( a \) be an \( N \)-ary \( \ell \)-sequence with period \( T \) based on a prime connection integer \( q = p^e \), \( p \) prime, \( e \geq 1 \). Then

\[
|Z(a)| \begin{cases} 
\leq 2 \text{ for all } q \\
\leq 1 \text{ if } q \text{ is prime} \\
\leq 1 \text{ if } e \geq 2 \text{ and either } q \equiv 1 \mod N \text{ or } p^{e-1} \equiv 1 \mod N \\
= 0 \text{ if } q \text{ is prime and } q \equiv 1 \mod N \\
= 0 \text{ if } e \geq 2, \ q \equiv 1 \mod N, \text{ and } p^{e-1} \equiv 1 \mod N.
\end{cases}
\]

One of the last two cases always holds when \( N = 2 \).

We can apply this result to estimate the autocorrelations of \( \ell \)-sequences.

**Theorem 3.** Let \( a \) be an \( N \)-ary \( \ell \)-sequence with period \( T \) based on a prime connection integer \( q \). Let \( \tau \) be an integer that is not a multiple of \( T \). Then

\[
|A^A_a(\tau)| \leq 1. \text{ If } q \equiv 1 \mod N, \text{ then } A^A_a(\tau) = 0. \text{ This last statement holds when } N = 2.
\]

**Proof.** The \( N \)-adic number associated with \( a \) is a fraction \(-f/q\) as above. By an argument similar to the one in Section 3.1 the arithmetic autocorrelation of \( a \) with shift \( \tau \) is the imbalance of the rational number

\[
\frac{(N^T-\tau - 1)f \mod q}{q},
\]
where the reduction modulo $q$ is taken in the range $[-(q-1), 0]$. Since $q$ is prime, this is again the rational number corresponding to an $\ell$-sequence. The theorem then follows from Theorem 2. \hfill $\square$

Note that this argument does not apply to $\ell$-sequences with prime power connection integer since the numerator $(N^{T-\tau} - 1)f$ may not be relatively prime to $q$.

### 3.1 Expected Arithmetic Correlations

In this section we investigate the expected values of the arithmetic autocorrelations and cross-correlations and the second moments and variances of the cross-correlations for a fixed shift. We leave the problem of computing second moments and variances of the arithmetic autocorrelations as open problems.

We need some initial analysis for general $N$-ary sequences. Fix a period $T$. As we have seen, the $N$-ary sequences of period $T$ are the coefficient sequences $a$ of rational numbers of the form

$$a = \frac{-f}{N^T - 1}$$

with $0 \leq f \leq N^T - 1$.

**Lemma 2.** If $a$ and $b$ are distinct $N$-adic numbers whose coefficient sequences are periodic with period $T$, and $a - b \in \mathbb{Z}$, then $\{a, b\} = \{0, -1\}$.

Next fix a shift $\tau$. Then the $\tau$ shift of $a$ corresponds to a rational number

$$a^{(\tau)} = c_{f, \tau} + \frac{-N^{T-\tau}f}{N^T - 1},$$

where $0 \leq c_{f, \tau} < N^{T-\tau}$ is an integer.

Now let $b$ be another periodic $N$-ary sequence corresponding to the rational number

$$b = \frac{-g}{N^T - 1}.$$  

Then the arithmetic cross-correlation between $a$ and $b$ with shift $\tau$ is

$$C^A_{a, b}(\tau) = Z \left( \frac{-f}{N^T - 1} - \left( c_{g, \tau} + \frac{-N^{T-\tau}g}{N^T - 1} \right) \right)$$

$$= Z \left( \frac{N^{T-\tau}g - f}{N^T - 1} - c_{g, \tau} \right). \quad (2)$$

**Theorem 4.** For any $\tau$, the expected arithmetic autocorrelation, averaged over all sequences $a$ of period $T$, is

$$E[A^A_a(\tau)] = \frac{T}{N^{T-\gcd(\tau, T)}}.$$  

The expected cross-correlation, averaged over all pairs of sequences $a$ and $b$ is

$$E[C^A_{a, b}(\tau)] = \frac{T}{N^T}.$$
Proof. If the $\tau$ shift of $b$ equals $a$, then $C_{a,b}^{a}(\tau) = T$. Otherwise $a$ and $b^{(\tau)}$ are distinct periodic sequences. In particular, by Lemma 2 $a - b^{(\tau)}$ is an integer only if $\{a, b^{(\tau)}\} = \{0, -1\}$.

First we consider the autocorrelation. Let

$$S = \sum_{f=0}^{NT-1} Z \left( \frac{(NT-\tau - 1)f}{NT-1} - c_{f, \tau} \right).$$

It follows from equation (2) that the expected arithmetic autocorrelation is $E[A_{a}^{a}(\tau)] = S/NT$.

By the first paragraph of this proof $a - a^{(\tau)}$ is an integer only if $a^{(\tau)} = a$. When it is not an integer, the periodic part of

$$\frac{(NT-\tau - 1)f}{NT-1} - c_{f, \tau}$$

is the same as the periodic part of

$$\frac{(NT-\tau - 1)f \mod NT-1}{NT-1},$$

where we take the reduction modulo $NT-1$ in the set of residues $\{- (NT-2), - (NT-3), \cdots, -1, 0\}$. In particular, this latter rational number has a strictly periodic $N$-adic expansion, so we can compute its contribution to $S$ by considering the first $T$ coefficients.

Let $d = \gcd(T, T - \tau) = \gcd(T, \tau)$. Then $\gcd(NT-1, NT-\tau - 1) = N^d - 1$. Then the set of elements of the form $(NT-\tau - 1)f \mod NT-1$ is the same as the set of elements of the form $(N^d - 1)f \mod NT-1$. Thus

$$S = \sum_{f=0}^{NT-1} Z \left( \frac{(N^d - 1)f \mod NT-1}{NT-1} \right).$$

Now consider the contribution to $S$ from the $i$th term in the expansion in each element in the sum, say corresponding to an integer $f$. If we multiply $f$ by $NT-i$ modulo $NT-1$, this corresponds to cyclically permuting the corresponding sequence to the right by $T-i$ places. This is equivalent to permuting to the left by $i$ positions, so the elements in the $i$th place become the elements in the 0th place. Moreover, multiplying by $NT-i$ is a permutation modulo $NT-1$, so the distribution of values contributing to $S$ from the $i$th terms is identical to the distribution of values from the 0th term.

To count the contribution from the 0th position, let

$$D = \frac{NT-1}{N^d - 1}$$

and $f = u + vD$ with $0 < u < D$ and $0 \leq v < N^d - 1$. Then $(N^d - 1)f \mod NT-1 = (N^d - 1)u \mod NT-1 = (N^d - 1)u - (NT-1)$. Thus

$$\frac{(N^d - 1)f \mod NT-1}{NT-1} = \frac{(N^d - 1)u}{NT-1} - 1.$$

(3)
In particular, the contribution to $S$ from the 0th position depends only on $u$. Thus we can count the contributions over all $g$ with $0 < u < D$, and then multiply by $N^d - 1$. The contribution from the 0th position for a particular $u$ is given by reducing the right hand side of equation (3) modulo $N$. We have

$$\frac{(N^d - 1)u}{NT - 1} - 1 = (1 + N^T + N^{2T} + \cdots)(N^d - 1)u - 1 \equiv -u - 1 \mod N.$$ 

Since $-(1 + N^d + N^{2d} + \cdots + N^{T-d}) \leq -u - 1 \leq -2$, as $u$ varies its reduction modulo $N$ takes each value in $\{0, 1, \ldots, N - 1\}$ exactly $N^d - 1 + N^{2d - 1} + \cdots + N^{T-d-1}$ times.

It follows that the contribution to $S$ from the sequences that are not equal to their $\tau$ shifts is a multiple of $1 + \zeta + \cdots + \zeta^{N-1} = 0$.

Thus we need to count the number of sequences that are equal to their $\tau$ shifts. These are the sequences whose minimal periods are divisors of $\tau$. Of course the minimal periods of such sequences are also divisors of $T$, so it is equivalent to counting the sequences whose minimal period divides $d$. The number of such sequences is exactly $N^d$. Thus the expected autocorrelation is

$$E[A^a_\tau] = \frac{N^d T}{NT}.$$ 

The derivation of the expected arithmetic cross-correlation uses similar methods. \hfill \Box

**Theorem 5.** For any shift $\tau$, the second moment of the arithmetic cross-correlation, averaged over all pairs of sequences $a$ and $b$ is

$$E[C^A_{a,b}(\tau)^2] = T\frac{N^T + 1 - T}{NT}.$$ 

The variance is

$$V[C^A_{a,b}(\tau)] = T\frac{(N^T + 1)(N^T - T)}{N^{2T}}.$$ 

**Proof.** The proof uses methods which are similar to those used in the proof of Theorem 4. \hfill \Box

### 4 Computing Arithmetic Cross-Correlations

If $b$ and $c$ are two periodic sequences with associated $N$-adic numbers $b$ and $c$, respectively, then the sequence associated with the difference $b - c$ may not be strictly periodic (although it must be eventually periodic). Thus at first glance computing the arithmetic cross-correlation of two sequences is problematic. How many symbols of the difference must be computed before we reach the periodic part? As it turns out, however, the number of symbols needed is well bounded.
**Theorem 6.** Let \( b \) and \( c \) be periodic sequences with period \( T \). Let \( b \) and \( c \) be the \( N \)-adic numbers associated with \( b \) and \( c \). Let \( d = d_0, d_1, \ldots \) be the sequence associated with \( b - c \). Then \( d \) is strictly periodic from at least \( d_{T} \) on.

**Proof.** As noted earlier, the strict periodicity of \( b \) and \( c \) implies that there are integers \( g \) and \( h \) so that

\[
\begin{align*}
    b &= -\frac{g}{N^T - 1}, \\
    c &= -\frac{h}{N^T - 1},
\end{align*}
\]

where \( 0 \leq g \leq N^T - 1 \), and \( 0 \leq h \leq N^T - 1 \). Thus

\[
b - c = \frac{h - g}{N^T - 1}.
\]

We either have

\[
-(N^T - 1) \leq h - g \leq 0,
\]

in which case \( b - c \) is periodic, or

\[
-(N^T - 1) < h - g - 1 \leq 0.
\]

In the latter case we just show that adding 1 to a period \( T \) sequence results in a sequence that is periodic from position \( T \) on. \( \square \)

Consequently, the arithmetic cross-correlation of \( b \) and \( c \) can be computed by computing the first \( 2T \) bits of the difference \( b - c \), and finding the imbalance of the last \( T \) of these \( 2T \) bits. This is a linear time computation in \( T \) (although not easily parallelizable as is the case with standard cross-correlations).

**5 Arithmetic Shift and Add Sequences**

It is natural to consider an arithmetic analog of the shift and add property. In this section we give some basic definitions and characterize the sequences satisfying the arithmetic shift and add property.

Let \( N \geq 2 \) be a natural number and let \( a = a_0, a_1, \ldots \) be an infinite \( N \)-ary sequence. Let

\[
a = \sum_{i=0}^{\infty} a_i N^i
\]

be the \( N \)-adic number associated with \( a \). As above, for any integer \( \tau \) let \( a_\tau = a_\tau, a_{\tau+1}, \ldots \) be the left shift of \( a \) by \( \tau \) positions and let \( a(\tau) \) be the \( N \)-adic number associated with \( a_\tau \). We shall sometimes refer to the left shift of an \( N \)-adic number \( a \), meaning the \( N \)-adic number associated with the left shift of the coefficient sequence of \( a \).

A first attempt would be to ask that the set of shifts of \( a \) be closed under \( N \)-adic addition. This is impossible for eventually periodic sequences — multiples of an \( N \)-adic number by distinct positive integers are distinct, so there are infinitely many such multiples. If the set of shifts were closed under addition, all these multiples of \( a \) would be shifts of \( a \). But there are only finitely many distinct shifts of an eventually periodic sequence.

The solution is to concern ourselves only with the periodic part of the sum of two sequences, as we have done in defining arithmetic correlations.

**Definition 2.** The sequence \( a \) is said to have the arithmetic shift and add property if for any shift \( \tau \geq 0 \), either (1) some left shift of \( a + a(\tau) \) is zero or (2) some left shift of \( a + a(\tau) \) equals \( a \). That is, there is a \( \tau' \) so that \( (a + a(\tau))(\tau') = a \).
We may similarly define the shift and subtract property. It is helpful here to use rational representations of sequences. If \( a \) is periodic with minimal period \( T \) then for some \( q \) and \( f \) we have \( a = f/q \) with \( -q \leq f \leq 0 \) and \( \gcd(q,f) = 1 \). Then a shift \( a_\tau \) of \( a \) also corresponds to a rational number of this form, say \( a(\tau) = f_\tau/q \). Moreover, there is an integer \( c_\tau \) so that
\[
a(\tau) = c_\tau + N^{T-\tau}a.
\]
Thus \( f_\tau = c_\tau q + N^{T-\tau}f \). It follows that
\[
f_\tau \equiv N^{T-\tau}f \mod q.
\]
The set of integers
\[
C_f = \{ f, Nf \mod q, N^2f \mod q, \ldots \}
\]
is called the \( fth \) cyclotomic coset modulo \( q \) relative to \( N \) (the terms “modulo \( q \)” and “relative to \( N \)” may be omitted if \( q \) and/or \( N \) are understood). It follows that the set of numerators \( f_\tau \) of the \( N \)-adic numbers associated with the cyclic shifts of \( a \) is the \( fth \) cyclotomic coset modulo \( q \) relative to \( N \).

Now suppose that \((a + a_\tau)_\tau' = a\). Let \( g/r \) be the rational representation of the \( N \)-adic number associated with \( a + a_\tau \). Then
\[
g = d + N^{\tau'}f \mod q,
\]
for some integer \( d \). In particular, we can take \( r = q \). Then \( g = qd + N^{\tau'}f \). Thus \( g \equiv N^{\tau'}f \mod q \), so that \(-g\) is in the cyclotomic coset of \( f \).

**Theorem 7.** The periodic \( N \)-ary sequence \( a \) with associated \( N \)-adic number \( f/q \) with \( \gcd(q,f) = 1 \) has the arithmetic shift and add property if and only if \( G = C_f \cup \{0\} \) is an additive subgroup of \( \mathbb{Z}/(q) \).

**Proof (Sketch).** The proof amounts to showing that addition in \( G \) corresponds mod \( q \) to addition of the associated numerators of fractions, and that the integer multiple of \( q \) difference does not affect the periodic part. \( \square \)

**Corollary 1.** A sequence has the arithmetic shift and add property if and only if it has the arithmetic shift and subtract property.

How can it be that \( C_f \cup \{0\} \) is a subgroup of \( \mathbb{Z}/(q) \)? It implies, in particular, that \( C_f \cup \{0\} \) is closed under multiplication by integers modulo \( q \). If we take \( q \) and \( f \) so that \( \gcd(f,q) = 1 \), then for any integer \( g \), \( C_f \cup \{0\} \) is closed under multiplication by \( gf^{-1} \mod q \), so that \( g \in C_f \cup \{0\} \). That is, \( C_f \cup \{0\} = \mathbb{Z}/(q) \), and so \( C_f = \mathbb{Z}/(q) - \{0\} \). In particular, every nonzero element of \( \mathbb{Z}/(q) \) is of the form \( N^{i}f \), hence is a unit. Thus \( q \) is prime. Moreover, \( 1 \in C_f \), so that \( (\mathbb{Z}/(q))^* = C_1 = \{N^{\ell} \mod q, \ell = 0,1,\ldots,q-2\} \). That is, \( N \) is a primitive element modulo \( q \).

**Theorem 8.** A non-zero \( N \)-ary sequence has the arithmetic shift and add property if and only if it is an \( \ell \)-sequence.
6 Conclusions

We have analyzed the autocorrelations of ℓ-sequences and the expected arithmetic auto- and cross-correlations for fixed shift, and we have characterized arithmetic shift and add sequences. In all these cases the answers are similar to the answers in the classical (no carry) case.

Two problems are left open here. First, we have not computed the arithmetic cross-correlations of non-binary sequences. In the binary case, this is one instance where the answer in the arithmetic realm is radically different from the answer in the classical realm.

Second, we have not computed the second moment and variance of the arithmetic autocorrelation. This appears to be a much harder problem than computing the expected arithmetic auto- and cross-correlations or the second moment of the arithmetic cross-correlation.
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1 Introduction

Nonlinear functions have important applications in coding theory and cryptography \cite{7,17}. Linear codes constructed from functions with high nonlinearity \cite{2,6,11} can be good and have useful applications in communications \cite{9,10,19} or cryptography \cite{3,4,5,24}.

Throughout this paper, let \( \mathbb{F}_q \) be the finite field with \( q = p^n \) elements for a prime \( p \) and a positive integer \( n \), and let \( \mathbb{F}_q^* = \mathbb{F}_q \backslash \{0\} \). For an even integer \( n \geq 4 \), let \( C^k \) denote the \([p^n - 1, 5n/2]\) cyclic code given by \( C^k = \{c(\gamma, \delta, \epsilon) = (\Pi_{\gamma, \delta}(x) + Tr_1^n(\epsilon x))_{x \in \mathbb{F}_p^n} | \gamma \in \mathbb{F}_{p^{n/2}}, \delta, \epsilon \in \mathbb{F}_{p^n}\} \) constructed from the function

\( \Pi_{\gamma, \delta}(x) = Tr_1^{n/2}(\gamma x^{p^{n/2} + 1}) + Tr_1^n(\delta x^{p^k + 1}), \) (1)

where \( 1 \leq k < n \) with \( k \neq n/2 \), and \( Tr_1(\cdot) \) is the trace function from \( \mathbb{F}_{p^l} \) to \( \mathbb{F}_p \).

Several classes of binary codes \( C^k \) have been extensively studied for various values of the parameter \( k \). The binary code \( C^{n/2 \pm 1} \) is exactly the Kasami code

\* The work of Zeng and Li was supported in part by the National Science Foundation of China (NSFC) under Grant 60603012 and Chenguang plan of Wuhan City under Grant 200850731340. Hu's work was supported in part by the NSFC under Grant 60573053.
in Theorem 14 of [9]. By choosing cyclicly inequivalent codewords from the Kasami code, the large set of binary Kasami sequences was obtained in [19]. The minimum distance bound of $C_1$ was established by evaluating the exponential sums $\sum_{x \in \mathbb{F}_2^n} (-1)^{H_\gamma, 3(x) + \text{Tr}_1^n(\epsilon x)}$ in [12] and [16], and the weight distribution and then the minimum distance were completely determined in [22]. For even $n/2$, the binary code $C_1$ has the same weight distribution as the Kasami code [9,22]. Furthermore, for any $k$ with $\gcd(k, n) = 2$ if $n/2$ is odd or 1 if $n/2$ is even, the weight distribution of binary codes $C_k$ was also determined, and these codes were used to construct families of generalized Kasami sequences, which have the same correlation distribution and family size as the large set of Kasami sequences [26].

This paper discusses the code $C_k$ in the nonbinary case, namely we assume $p$ is odd, for a wide range of $k$ that satisfies

$$\gcd(n/2, k) = \gcd(n/2 - k, 2k) = d \text{ being odd.}$$

(2)

Applying the techniques developed in [1], we describe some properties of the roots to the equation $\delta^p y^n - y^{n/2 - k + 1} + \gamma y + \delta = 0$ with $\gamma \delta \neq 0$. Based on these properties and the theory of quadratic form over finite fields of odd characteristic, we completely determine the weight distribution. These codes are also used to construct a class of nonbinary sequence families $\mathcal{F}_k$. The correlation function of sequences in $\mathcal{F}_k$ takes $5p + 2$ values. Let $k = n/2 - t$ for any odd integer $t$ relatively prime to $n/2$, then $d = 1$ and the families $\mathcal{F}_k$ have the maximum magnitude $p^{n/2 + 1} + 1$. Some families of $p$-ary sequences of period $p^n - 1$ are listed in Table 1. The maximum magnitude of the proposed family deviates from the optimal correlation value [23], however, it has a large family size.

<table>
<thead>
<tr>
<th>Family</th>
<th>$n$</th>
<th>Period</th>
<th>Family size</th>
<th>Maximum magnitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kumar, Scholtz, Welch [11]</td>
<td>even</td>
<td>$p^n - 1$</td>
<td>$p^{n/2}$</td>
<td>$p^{n/2} + 1$</td>
</tr>
<tr>
<td>Liu, Komo [13]</td>
<td>even</td>
<td>$p^n - 1$</td>
<td>$p^{n/2}$</td>
<td>$p^{n/2} + 1$</td>
</tr>
<tr>
<td>Moriuchi, Imamura [15]</td>
<td>even</td>
<td>$p^n - 1$</td>
<td>$p^{n/2}$</td>
<td>$p^{n/2} + 1$</td>
</tr>
<tr>
<td>Sidelnikov [18]</td>
<td>even or odd</td>
<td>$p^n - 1$</td>
<td>$p^n$</td>
<td>$p^{n/2} + 1$</td>
</tr>
<tr>
<td>Kumar, Moreno [10]</td>
<td>$(2m + 1)k$</td>
<td>$p^n - 1$</td>
<td>$p^n + 1$</td>
<td>$p^{n/2} + 1$</td>
</tr>
<tr>
<td>Trachtenberg [20]</td>
<td>odd</td>
<td>$p^n - 1$</td>
<td>$p^{n/2 + 1}$</td>
<td>$p^{n/2 + 1} + 1$</td>
</tr>
<tr>
<td>Tang, Udaya, Fan [21]</td>
<td>$(2m + 1)k$</td>
<td>$p^n - 1$</td>
<td>$p^{n/2}$</td>
<td>$p^{n/2 + 1} + 1$</td>
</tr>
<tr>
<td>The proposed family</td>
<td>even</td>
<td>$p^n - 1$</td>
<td>$p^{n/2}$</td>
<td>$p^{n/2 + 1} + 1$</td>
</tr>
</tbody>
</table>

2 Preliminaries and Main Result

The field $\mathbb{F}_q$ is an $n$-dimensional vector space over $\mathbb{F}_p$. For any given basis $\{\alpha_1, \alpha_2, \ldots, \alpha_n\}$ of $\mathbb{F}_q$ over $\mathbb{F}_p$, each element $x \in \mathbb{F}_q$ can be uniquely represented as $x = \sum_{i=1}^{n} x_i \alpha_i$ with $x_i \in \mathbb{F}_p$. Under this representation, the field $\mathbb{F}_q$ is identical
to the \( \mathbb{F}_p \)-vector space \( \mathbb{F}_p^n \). A function \( f(x) \) on \( \mathbb{F}_p^n \) is a quadratic form if it can be written as a homogeneous polynomial of degree 2 on \( \mathbb{F}_p^n \), namely of the form

\[
 f(x_1, \cdots, x_n) = \sum_{1 \leq i \leq j \leq n} a_{ij}x_ix_j, \quad a_{ij} \in \mathbb{F}_p.
\]

The rank of \( f(x) \) is defined as the codimension of the \( \mathbb{F}_p \)-vector space \( V_f = \{ z \in \mathbb{F}_p^n \mid f(x + z) = f(x) \text{ for all } x \in \mathbb{F}_p^n \} \), denoted by \( \text{rank}(f) \). Then \( |V_f| = p^{n-\text{rank}(f)} \).

For the quadratic form \( f(x) \), there exists a symmetric matrix \( A \) such that

\[
 f(x) = X^TAX,
\]

where \( X^T = (x_1, x_2, \cdots, x_n) \in \mathbb{F}_p^n \) denotes the transpose of a column vector \( X \). The determinant \( \det(f) \) of \( f(x) \) is defined to be the determinant of \( A \), and \( f(x) \) is nondegenerate if \( \det(f) \neq 0 \). By Theorem 6.21 of [14], there exists a nonsingular substitution \( X = BY \) with \( Y^T = (y_1, y_2, \cdots, y_n) \), one has

\[
 f(x) = Y^T B^T A Y = \sum_{i=1}^{n} a_i y_i^2, \quad a_i \in \mathbb{F}_p.
\]  

(3)

The quadratic character of \( \mathbb{F}_q \) is defined by \( \eta(x) = 1 \) if \( x \) is a square element in \( \mathbb{F}_q^* \), -1 if \( x \) is a non-square element in \( \mathbb{F}_q^* \), and 0 if \( x = 0 \).

**Lemma 1 (Theorems 6.26 and 6.27 of [14]).** For odd \( q \), let \( f \) be a nondegenerate quadratic form over \( \mathbb{F}_q \) in \( l \) indeterminates, and a function \( v(x) \) over \( \mathbb{F}_q \) is defined by \( v(0) = q - 1 \) and \( v(x) = -1 \) for \( x \in \mathbb{F}_q^* \). Then for \( \rho \in \mathbb{F}_q \) the number of solutions to the equation \( f(x_1, \cdots, x_l) = \rho \) is \( q^{l-1} + q^{\frac{l-1}{2}} \eta \left( \left( -1 \right)^{\frac{l-1}{2}} \rho \cdot \det(f) \right) \) for odd \( l \), and \( q^{l-1} + v(\rho)q^{\frac{l-2}{2}} \eta \left( (-1)^{\frac{l-1}{2}} \det(f) \right) \) for even \( l \).

**Lemma 2 (Theorem 5.15 of [14]).** Let \( \omega \) be a complex primitive \( p \)-th root of unity. Then \( \sum_{k=1}^{p-1} \eta(k)\omega^k = \sqrt{(-1)^{\frac{p-1}{2}}p} \).

A \( p \)-ary \( [m, l] \) linear code \( C \) is a linear subspace of \( \mathbb{F}_p^m \) with dimension \( l \). The Hamming weight of a codeword \( c_1c_2 \cdots c_m \) of \( C \) is the number of nonzero \( c_i \) for \( 1 \leq i \leq m \).

Let \( \mathcal{F} = \{ \{s_i(t)\}_{t=0}^{p^n-2} \mid 0 \leq i \leq M - 1 \} \) be a family of \( M \) \( p \)-ary sequences of period \( p^n - 1 \). The periodic correlation function of the sequences \( \{s_i(t)\} \) and \( \{s_j(t)\} \) in \( \mathcal{F} \) is \( C_{i,j}(\tau) = \sum_{t=0}^{p^n-2} \omega^{s_i(t)-s_j(t+\tau)}, \ 0 \leq \tau \leq p^n - 2 \), and \( \{s_i(t)\} \) and \( \{s_j(t)\} \) are cyclicly inequivalent if \( |C_{i,j}(\tau)| < p^n - 1 \) for any \( \tau \). The maximum magnitude of the correlation values is \( C_{\text{max}} = \text{max}\{ |C_{i,j}(\tau)| : i \neq j \text{ or } \tau \neq 0 \} \).

From now on, we always assume that the prime \( p \) is odd, and \( n = 2m \geq 4 \).

Without loss of generality, the integer \( k \) in the definition of code \( C^k \) can be assumed to satisfy \( 1 \leq k < n/2 \). For an odd integer \( t \) relatively prime to \( m \), the integer \( k = m - t \) satisfies Equation (2), and \( d = 1 \). In particular, for \( t = 1 \), \( \text{gcd}(m, k) = \text{gcd}(m - k, 2k) = 1 \). The parameter \( k = m - 1 \) corresponds to the binary Kasami code \( \mathcal{B} \), and for this reason, we call these \( p \)-ary \( [p^n - 1, 5m] \) linear codes \( C^k \) with \( k \) satisfying Equation (2) the nonbinary Kasami codes.

The main result of this paper is stated as the following theorem.
Theorem 3. For \( n = 2m \geq 4 \) and any positive integer \( k \) satisfying Equation (2), the weight distribution of the nonbinary Kasami codes \( C^k \) is given as follows:

\[
\begin{array}{c|c}
\text{Weight} & \text{Frequency} \\
\hline
(p - 1)p^{n-1} & (p^n - 1)(1 + p^{n-2d}(p^m + d - p^{m-1} + p^{m-d} - 1)) \\
(p - 1)(p^{n-1} - p^{n-2d}) & p^d(p^{m+1})(p^n - 1)(p^{n-1} + (p - 1)p^{n-2d})/(2p^d + 2) \\
(p - 1)(p^{n-1} + p^{n-2d}) & p^d(p^{m+1})(p^n - 1)(p^{n-1} - p^{n-2d})/(2p^d + 2) \\
(p - 1)p^{n-1} - p^{n-2d} & p^{n-d}(p^n - 1)(p^{n-1} + (p - 1)p^{n-2d})/(2p^d + 2) \\
(p - 1)p^{n-1} - p^{n-2d} & p^{n-d}(p^n - 1)(p^{n-1} - p^{n-2d})/(2p^d + 2) \\
(p - 1)(p^{n-1} + p^{n-2d}) & (p^{n-d-1}+1)(p^{n-d-1} - (p - 1)p^{n-2d}) \\
(p - 1)p^{n-1} - p^{n-2d} & (p^{n-d-1}+1)(p^{n-d-1} - (p - 1)p^{n-2d}) \\
\end{array}
\]

It will be proven by the techniques developed in the next two sections.

3 Rank Distribution of Quadratic Form \( \Pi_{\gamma,\delta}(x) \)

This section investigates the rank distribution of the quadratic form \( \Pi_{\gamma,\delta}(x) \) defined by (1) for either \( \gamma \neq 0 \) or \( \delta \neq 0 \).

Lemma 4 (Theorems 5.4 and 5.6 of \([1]\)). Let \( h_c(x) = x^{p^{s-1}} - cx + c, c \in \mathbb{F}_{p^s}^\ast \). Then \( h_c(x) = 0 \) has either 0, 1, 2, or \( p^{\gcd(s,t)} + 1 \) roots in \( \mathbb{F}_{p^s}^\ast \). Further, let \( N_1 \) denote the number of \( c \in \mathbb{F}_{p^s}^\ast \) such that \( h_c(x) = 0 \) has exactly one solution in \( \mathbb{F}_{p^s}^\ast \), then \( N_1 = p^{(s-1)\gcd(s,t)} \) and if \( x_0 \in \mathbb{F}_{p^s}^\ast \) is the unique solution of the equation, then \( (x_0 - 1)^{p^{\gcd(s,t) - 1}} = 1 \).

Proposition 5. Let \( g_{\delta,\gamma}(y) = \delta p^{n-k}y^{p^{m-k}+1} + \gamma y + \delta \) with \( \gamma \delta \neq 0 \), and \( d \) be defined as in (2). Then

1. The equation \( g_{\delta,\gamma}(y) = 0 \) has either 0, 1, 2, or \( p^d + 1 \) roots in \( \mathbb{F}_{p^n}^\ast \);
2. If \( y_1, y_2 \in \mathbb{F}_{p^n}^\ast \) are different solutions of \( g_{\delta,\gamma}(y) = 0 \), then \( (y_1y_2)^{p^{n-1}} = 1 \);
3. If \( g_{\delta,\gamma}(y) = 0 \) has exactly one solution \( y_0 \in \mathbb{F}_{p^n}^\ast \), then \( y_0^{p^{n-1}} = 1 \).

Proof. (1) Let \( y = -\frac{\delta}{\gamma}x \) and \( c = \frac{\gamma p^{m-k+1} + 1}{\delta p^{m-k}(p^{m+1})} \). Then \( g_{\delta,\gamma}(y) = 0 \) becomes

\[
x^{p^{m-k}+1} - cx + c = 0.
\]
Since $c \in \mathbb{F}_p^* \subseteq \mathbb{F}_r^*$ and $\gcd(m - k, n) = d$ by Equation (2), by Lemma 4, Equation (4) has either 0, 1, 2, or $p^d + 1$ roots in $\mathbb{F}_p^n$. Thus, so does $g_{\gamma, \delta}(y) = 0$.

(2) Let $y_1, y_2$ be two different solutions of $g_{\gamma, \delta}(y) = 0$ in $\mathbb{F}_p^n$. Then $y_1y_2(y_1 - y_2)^{p^{n-k}} = \left( -\frac{\gamma y_1 + \delta}{\delta p^{n-k}} \right) - \left( -\frac{\gamma y_2 + \delta}{\delta p^{n-k}} \right) y_1(y_1 - y_2)^{1-p^{n-k}}$, i.e., $y_1y_2 = \delta^{1-p^{n-k}}(y_1 - y_2)^{1-p^{n-k}}$. This together with Equation (2) imply $(y_1y_2)^{p^{n-1}} = 1$.

(3) Suppose that $y_0$ is the unique solution of $g_{\gamma, \delta}(y) = 0$. Thus $x_0 = -\frac{\gamma y_0}{\delta}$ is the unique solution of Equation (4) in $\mathbb{F}_p^n$. Since $c \in \mathbb{F}_p^*$, $x_0$ is also a solution of Equation (4). Then $x_0 = x_0^{p^m}$, i.e., $x_0 \in \mathbb{F}_p^*$, $x_0$ is also a solution of Equation (4).

Remark 6. (1) For given $\gamma$ and $\delta$ with $\gamma \delta \neq 0$, by Proposition 5(3), if $g_{\gamma, \delta}(y) = 0$ has exactly one solution in $\mathbb{F}_p^n$, then the unique solution is $(p^d - 1)$-th power in $\mathbb{F}_p^n$.

(2) By Proposition 5(2), if $g_{\gamma, \delta}(y) = 0$ has at least two different solutions in $\mathbb{F}_p^n$, then either all these solutions or none of them are $(p^d - 1)$-th powers in $\mathbb{F}_p^n$. Over the finite field of characteristic 2, an analogy of Proposition 5(2) was obtained in Proposition 2 of [8]. But the analogy of Proposition 5(3) does not exist in [8].

With Proposition 5, rank$(\Pi_{\gamma, \delta})$ can be determined as follows.

**Proposition 7.** For $\gamma \neq 0$ or $\delta \neq 0$, the rank of $\Pi_{\gamma, \delta}(x)$ is $n$, $n - d$, or $n - 2d$.

**Proof.** The integer $p^{n-rank(\Pi_{\gamma, \delta})}$ is equal to the number of $z \in \mathbb{F}_p^n$ such that $\Pi_{\gamma, \delta}(x + z) = \Pi_{\gamma, \delta}(x)$ holds for all $x \in \mathbb{F}_p^n$. This equation holds if and only if

$$\gamma z^{p^m} + \delta z^{p^k} + (\delta z)^{p^{n-k}} = 0$$

since Equation (5) implies $Tr_1^m(\gamma z^{p^m + 1}) + Tr_1^n(\delta z^{p^k + 1}) = 0$.

When $\delta = 0$, one has $\gamma \neq 0$, and then Equation (5) has only zero solution. In the sequel, we only consider the case $\delta \neq 0$. If $\gamma = 0$, Equation (5) is equivalent to $z^{p^{2k - 1} + \delta^{1 - p^k}} = 0$. The number of all solutions to this equation is $p^{gcd(2k, n)} - 1$ depending on whether $-\delta^{1 - p^k}$ is a $(p^d - 1)$-th power in $\mathbb{F}_p^n$ or not.

For $\gamma \neq 0$, $\gamma z^{p^m} + \delta z^{p^k} + (\delta z)^{p^{n-k}} = z^{p^k} (\delta + \gamma z^{p^m - p^k} + \delta^{p^{n-k}} z^{p^{n-k} - p^k}) = 0$.

Thus, we only need consider the number of nonzero solutions to the equation

$$\delta + \gamma z^{p^m - p^k} + \delta^{p^{n-k}} z^{p^{n-k} - p^k} = 0,$$

which becomes $g_{\gamma, \delta}(y) = \delta^{p^{n-k}} y^{p^{m-k} + 1} + \gamma y + \delta = 0$ if let $y = z^{p^k(p^{m-k} - 1)}$. By Proposition 5(1), $g_{\gamma, \delta}(y) = 0$ has either 0, 1, 2, or $p^d + 1$ roots in $\mathbb{F}_p^n$. Remark 6
and the fact \( \gcd(p^k(p^{m-k} - 1), p^n - 1) = p^d - 1 \) show that Equation (6) has 0, \( p^d - 1, 2(p^d - 1) \), or \( (p^d - 1)(p^d + 1) = p^{2d} - 1 \) nonzero solutions in \( \mathbb{F}_{p^n} \). Then, Equation (5) has 1, \( p^d \), 2\( p^d - 1 \), or \( p^{2d} \) solutions. Since \( 2p^d - 1 \) is not a power of \( p \) and hence is not the number of solutions of an \( \mathbb{F}_p \)-linearization polynomial, the number of solutions to Equation (5) is equal to 1, \( p^d \), or \( p^{2d} \).

Therefore, the rank of \( \Pi_{\gamma, \delta}(x) \) is either \( n, n - d \), or \( n - 2d \).

In order to further determine the rank distribution of \( \Pi_{\gamma, \delta}(x) \), we define

\[
R_i = \left\{ (\gamma, \delta) \mid \text{rank}(\Pi_{\gamma, \delta}) = n - i, (\gamma, \delta) \in \mathbb{F}_{p^m} \times \mathbb{F}_{p^n} \setminus \{(0, 0)\} \right\}
\]

for \( i = 0, d, \) and \( 2d \). To achieve this goal, we need to evaluate the sum

\[
S(\gamma, \delta, \epsilon) = \sum_{x \in \mathbb{F}_{p^n}} \omega^{\Pi_{\gamma, \delta}(x) + Tr_1^n(\epsilon x)},
\]

where \( \gamma \in \mathbb{F}_{p^m}, \delta, \epsilon \in \mathbb{F}_{p^n} \). For \( \rho \in \mathbb{F}_p \), let \( N_{\gamma, \delta, \epsilon}(\rho) \) denote the number of solutions to \( \Pi_{\gamma, \delta}(x) + Tr_1^n(\epsilon x) = \rho \). Then, (8) can be expressed as

\[
S(\gamma, \delta, \epsilon) = \sum_{\rho=0}^{p-1} N_{\gamma, \delta, \epsilon}(\rho) \omega^\rho.
\]

Let \( f(x) = \Pi_{\gamma, \delta}(x) \) be as in (1). For convenience, for \( i \in \{0, d, 2d\} \), we define

\[
\Delta_i = (-1)^{\left\lfloor \frac{n-i}{2} \right\rfloor} \prod_{j=1}^{n-i} a_j,
\]

where \( \left\lfloor \frac{n-i}{2} \right\rfloor \) denotes the largest integer not exceeding \( \frac{n-i}{2} \), and the coefficients \( a_j \) are defined by (3).

In what follows, we will study the values of \( S(\gamma, \delta, 0) \) according to the rank of \( \Pi_{\gamma, \delta}(x) \), and then use them to determine the rank distribution.

**Case 1.** \( (\gamma, \delta) \in R_0 \): in this case, \( \text{rank}(\Pi_{\gamma, \delta}) = n \) and every \( a_i \) in (3) is nonzero. Since \( \det(\Pi_{\gamma, \delta})(\det(B))^2 = \prod_{i=1}^{n} a_i \), one has \( \eta(\det(\Pi_{\gamma, \delta})) = \eta(\prod_{i=1}^{n} a_i) \).

Then by Lemma 1, \( N_{\gamma, \delta, 0}(\rho) = p^{n-1} + v(\rho)p^{\frac{n-2}{2}} \eta(\Delta_0) \) and then by (9), we have

\[
S(\gamma, \delta, 0) = \eta(\Delta_0) p^\frac{m}{2} \text{ since } \sum_{\rho=0}^{p-1} v(\rho) \omega^\rho = p.
\]

**Case 2.** \( (\gamma, \delta) \in R_d \): since \( \text{rank}(\Pi_{\gamma, \delta}) = n - d \), without loss of generality, we assume \( \prod_{i=1}^{n-d} a_i \neq 0 \) and \( a_i = 0 \) for \( n - d < i \leq n \). Then, \( \Pi_{\gamma, \delta}(x) = \sum_{i=1}^{n-d} a_i y_i^2 \), and by Lemma 1, for odd \( d \), one has \( N_{\gamma, \delta, 0}(\rho) = p^d \left( p^{n-d-1} + p^{\frac{n-d-1}{2}} \eta(\rho \Delta_d) \right) = p^{n-1} + p^{\frac{n-d-1}{2}} \eta(\rho \Delta_d) \).

By (9) and Lemma 2, \( S(\gamma, \delta, 0) = \eta(\Delta_d) \sqrt{(-1)^{\frac{n-1}{2}} p^{\frac{n+d}{2}}} \).

**Case 3.** \( (\gamma, \delta) \in R_{2d} \): similarly, let \( \prod_{i=1}^{n-2d} a_i \neq 0 \) and \( a_i = 0 \) for \( n - 2d < i \leq n \). Then, \( N_{\gamma, \delta, 0}(\rho) = p^{n-1} + v(\rho)p^{\frac{n+2d}{2}} \eta(\Delta_{2d}) \) and \( S(\gamma, \delta, 0) = \eta(\Delta_{2d}) p^\frac{m}{2} + d \).

For each \( i \in \{0, d, 2d\} \), we define \( R_{i,j} = \{(\gamma, \delta) \in R_i \mid \eta(\Delta_i) = j\} \) for \( j = \pm 1 \). Since \( d \) is odd, we have
Lemma 8. $|R_{d,1}| = |R_{d,-1}|$.

Proof. Let $(\gamma, \delta) \in R_d$ and let $u \in \mathbb{F}_p^*$ such that its inverse element satisfies $\eta(u^{-1}) = -1$. By (8) and the analysis in Case 2, one has $S(u\gamma, u\delta, 0) = \sum_{x \in \mathbb{F}_p^n} \omega^{u\Pi_{\gamma, \delta}(x)} = \sum_{\rho \in \mathbb{F}_p} N_{\gamma, \delta, 0}(u^{-1}\rho)w^\rho = p^{-1} \sum_{\rho = 0}^{p-1} \eta(u^{-1}\rho\Delta_d)w^\rho = -S(\gamma, \delta, 0)$. The above equality shows that for $j \in \{1, -1\}$, if $(\gamma, \delta) \in R_{d,j}$, then $(u\gamma, u\delta) \in R_{d,-j}$. Thus, one has $|R_{d,1}| = |R_{d,-1}|$. □

Applying Proposition 5 and Lemma 8, we have

Proposition 9. $|R_d| = p^{m-d}(p^n - 1)$ and $|R_{d,\pm1}| = p^{m-d}(p^n - 1)/2$.

Proof. By (7), it is sufficient to determine the number of $(\gamma, \delta) \in \mathbb{F}_p^n \times \mathbb{F}_p^n \setminus \{(0,0)\}$ such that Equation (5) has exactly $p^d$ solutions in $\mathbb{F}_p^n$. By the proof of Proposition 7, this case can occur only if $\gamma \delta \neq 0$.

Let $W = \{x^{p^d-1} | x \in \mathbb{F}_p^n\}$ be the set of nonzero $(p^d - 1)$-th powers in $\mathbb{F}_p^n$. By Proposition 5(1), $g_{\delta, \gamma}(y) = 0$ has either 0, 1, 2, or $p^d + 1$ roots in $\mathbb{F}_p^n$.

When $g_{\delta, \gamma}(y) = 0$ has at least two different roots in $\mathbb{F}_p^n$, by Proposition 5(2) and Remark 6, if one of the solutions belongs to $W$, then all these solutions are also in $W$ and Equation (5) has at least $2(p^d - 1) + 1 = 2p^d - 1$ solutions. If none of these solutions belong to $W$, then Equation (5) has only zero solution. Thus, in this case the number of solutions to Equation (5) can never be $p^d$.

If $g_{\delta, \gamma}(y) = 0$ has exactly one solution in $\mathbb{F}_p^n$, by Proposition 5(3) and Remark 6, Equation (5) has $1 \times (p^d - 1) + 1 = p^d$ solutions. Since $y = -\frac{\delta}{\gamma}x$, $g_{\delta, \gamma}(y) = 0$ has exactly one solution in $\mathbb{F}_p^n$ if and only if Equation (4) has exactly one solution in $\mathbb{F}_p^n$. Furthermore, in this case the unique solution to Equation (4) belongs to $\mathbb{F}_p^n$ by the analysis in the proof of Proposition 5(3). When Equation (4) has exactly one solution in $\mathbb{F}_p^n$, it has exactly one solution in $\mathbb{F}_p^n$ since this equation has either 0, 1, 2, or $p^d + 1$ roots in $\mathbb{F}_p^n$ and its solutions in $\mathbb{F}_p^n \setminus \mathbb{F}_p^n$ occur in pairs. Therefore, $g_{\delta, \gamma}(y) = 0$ has exactly one solution in $\mathbb{F}_p^n$ if and only if Equation (4) has exactly one solution in $\mathbb{F}_p^n$.

By Lemma 4, the number of $c \in \mathbb{F}_p^n$ such that Equation (4) has exactly one solution in $\mathbb{F}_p^n$ is $p^{m-d}$. For any fixed $\gamma \in \mathbb{F}_p^n$, $c = \frac{\gamma p^{m-k+1}}{\delta p^{m-k}(p^m+1)}$ runs through $\mathbb{F}_p^n$ exactly $(p^m+1)$ times when $\delta$ runs through $\mathbb{F}_p^n$. Therefore, when $\gamma$ and $\delta$ run throughout $\mathbb{F}_p^n$ and $\mathbb{F}_p^n$, respectively, there are exactly $(p^m - 1)p^{m-d}(p^m + 1) = p^{m-d}(p^n - 1)$ elements in $R_d$. This together with Lemma 8 finish the proof. □

Proposition 10 describes the sums of $i$-th powers of $S(\gamma, \delta, 0)$ for $1 \leq i \leq 3$.

Proposition 10. (i) $\sum_{\gamma \in \mathbb{F}_p^n} \sum_{\delta \in \mathbb{F}_p^n} S(\gamma, \delta, 0) = p^{n+m}$.

(ii) $\sum_{\gamma \in \mathbb{F}_p^n} \sum_{\delta \in \mathbb{F}_p^n} S(\gamma, \delta, 0)^2 = \begin{cases} p^{n+m}, & p \equiv 3 \text{ mod } 4, \\ (2p^n - 1)p^{n+m}, & p \equiv 1 \text{ mod } 4. \end{cases}$

(iii) $\sum_{\gamma \in \mathbb{F}_p^n} \sum_{\delta \in \mathbb{F}_p^n} S(\gamma, \delta, 0)^3 = p^{n+m}(p^{n+d} + p^{n} - p^d)$. 
Proof. The proof of (i) is trivial, and we only give the proof of (ii) and (iii).

(ii) It is true that

\[
\sum_{\gamma \in \mathbb{F}_{p^m}, \delta \in \mathbb{F}_{p^n}} S(\gamma, \delta, 0)^2
= \sum_{x, y \in \mathbb{F}_{p^n}} \sum_{\gamma \in \mathbb{F}_{p^m}} \omega T_{x,y}^m(\gamma(x^{p^m+1} + y^{p^m+1})) \sum_{\delta \in \mathbb{F}_{p^n}} \omega T_{x,y}^n(\delta(x^{k+1} + y^{k+1}))
= p^{n+m}|T_2|
\]

where \(T_2\) consists of all solutions \((x, y) \in \mathbb{F}_{p^n} \times \mathbb{F}_{p^n}\) to the system of equations

\[
\begin{cases}
x^{p^m+1} + y^{p^m+1} = 0, \\
x^{k+1} + y^{k+1} = 0.
\end{cases}
\]

(10)

If \(xy = 0\), then \(x = y = 0\) by (10). If \(xy \neq 0\), again by (10), one has

\[
\left(\frac{x}{y}\right)^{p^k(p^{m-k}-1)} = 1
\]

which implies \(\left(\frac{x}{y}\right)^{p^m-k-1} = \left(\left(\frac{x}{y}\right)^{p^k(p^{m-k}-1)}\right)^{p^m-k} = 1\), then \(x/y \in \mathbb{F}_{p^n}^* \cap \mathbb{F}_{p^m}^* = \mathbb{F}_{p^d}^*\) since \(\gcd(m-k, n) = d\) by (2). Let \(x = ty\) for some \(t \in \mathbb{F}_{p^d}\), then Equation (10) becomes \(t^2 + 1 = 0\) since \(\gcd(m, k) = d\) and \(xy \neq 0\).

For \(p \equiv 3 \mod 4\), \(-1\) is a non-square element in \(\mathbb{F}_{p^d}^*\) since \(d\) is odd. Thus, \(t^2 + 1 = 0\) has no solutions and \(|T_2| = 1\). For \(p \equiv 1 \mod 4\), \(-1\) is a square element in \(\mathbb{F}_{p^d}^*\) and \(t^2 + 1 = 0\) has 2 solutions in \(\mathbb{F}_{p^d}^*\). Then, \(|T_2| = 1 + 2(p^n - 1) = 2p^n - 1\).

(iii) Similar analysis as in (ii) shows

\[
\sum_{\gamma \in \mathbb{F}_{p^m}, \delta \in \mathbb{F}_{p^n}} S(\gamma, \delta, 0)^3 = p^{n+m}|T_3|,
\]

where \(T_3\) consists of all solutions \((x, y, z) \in \mathbb{F}_{p^n} \times \mathbb{F}_{p^n} \times \mathbb{F}_{p^n}\) to the system of equations

\[
\begin{cases}
x^{p^m+1} + y^{p^m+1} + z^{p^m+1} = 0, \\
x^{k+1} + y^{k+1} + z^{k+1} = 0.
\end{cases}
\]

(11)

For \(xyz = 0\), then \(x = y = z = 0\), or there are exactly two nonzero elements in \(\{x, y, z\}\). Thus, by (10), in this case the number of solutions to Equation (11) is equal to \(3(|T_2| - 1) + 1 = 3|T_2| - 2\). For \(xyz \neq 0\), the number of solutions to Equation (11) is \((p^n - 1)\) multiples of that to

\[
\begin{cases}
x^{p^m+1} + y^{p^m+1} + 1 = 0, \\
x^{k+1} + y^{k+1} + 1 = 0
\end{cases}
\]

(12)

where \(x, y \in \mathbb{F}_{p^n}^*\). Equation (12) implies \(y^{(p^k+1)p^m} + y^{p^k+1} - y^{(p^m+1)p^k} - y^{p^m+1} = (y^{p^m+k} - y)(y^{p^m} - y^{k}) = 0\). By (2), one has \(\gcd(m + k, n) = d\). Then \(y \in \mathbb{F}_{p^m+k} \cap \mathbb{F}_{p^n} = \mathbb{F}_{p^d}\), or \(y \in \mathbb{F}_{p^m} \cap \mathbb{F}_{p^k} = \mathbb{F}_{p^d}\), i.e., \(y \in \mathbb{F}_{p^d}\). Similarly, one has \(x \in \mathbb{F}_{p^d}\). By the fact \(\gcd(m, k) = d\), Equation (12) is equivalent to

\[
x^2 + y^2 + 1 = 0, \quad x, y \in \mathbb{F}_{p^d}^*.
\]

(13)

By Lemma 1, the number of solutions \((x, y) \in \mathbb{F}_{p^d} \times \mathbb{F}_{p^d}\) to \(x^2 + y^2 + 1 = 0\) is \(p^d + v(-1)\eta(-1)\). Notice that the number of solutions to \(xy = 0\) and \(x^2 + y^2 + 1 = 0\) in \(\mathbb{F}_{p^d}\) is 0 for \(p \equiv 3 \mod 4\), and 4 for \(p \equiv 1 \mod 4\). Then, the number of solutions to Equation (13) is equal to \(p^d + 1\) for \(p \equiv 3 \mod 4\), and \((p^d - 1) - 4\) for \(p \equiv 1 \mod 4\). Therefore, one has \(|T_3| = p^{n+d} + p^n - p^d\). □
With the above preparations, the rank distribution of $\Pi_{\gamma,\delta}(x)$ can be determined as follows. Since $S(0,0,0) = p^n$, by Proposition 10 and the values of $S(\gamma,\delta,0)$ corresponding to the rank of $\Pi_{\gamma,\delta}(x)$, one has

$$p^n(|R_{0,1}| - |R_{0,-1}|) + p^n(|R_{2d,1}| - |R_{2d,-1}|) + p^n = \sum_{\gamma \in \mathbb{F}_{p^m}} \sum_{\delta \in \mathbb{F}_{p^n}} S(\gamma,\delta,0),$$

$$p^n|R_0| + (\frac{p^n}{2})p^n|R_d| + p^n + 2d|R_{2d}| + p^{2n} = \sum_{\gamma \in \mathbb{F}_{p^m}} \sum_{\delta \in \mathbb{F}_{p^n}} S(\gamma,\delta,0)^2,$$

$$p^{3n}(|R_{0,1}| - |R_{0,-1}|) + p^{3n+3d}(|R_{2d,1}| - |R_{2d,-1}|) + p^{3n} = \sum_{\gamma \in \mathbb{F}_{p^m}} \sum_{\delta \in \mathbb{F}_{p^n}} S(\gamma,\delta,0)^3.$$

This together with the equalities $|R_{0,1}| + |R_{0,-1}| + |R_d| + |R_{2d,1}| + |R_{2d,-1}| = p^{n+m} - 1$, $|R_i| = |R_{i,1}| + |R_{i,-1}|(i = 0, 2d)$ as well as Proposition 9 give

$$|R_{0,1}| = \frac{p^n(p^n+1)(p^n-1)}{2(p^n+1)},$$

$$|R_{0,-1}| = \frac{(p^n+2)(p^n-1)}{2(p^n-1)},$$

$$|R_{2d,1}| = 0,$$

$$|R_{2d,-1}| = \frac{(p^n-d-1)(p^n-1)}{p^{2d-1}}.$$

Therefore, we have the following result.

**Proposition 11.** When $(\gamma, \delta)$ runs through $\mathbb{F}_{p^m} \times \mathbb{F}_{p^n} \setminus \{(0,0)\}$, the rank distribution of the quadratic form $\Pi_{\gamma,\delta}(x)$ is given as follows:

\[
\begin{align*}
&\begin{cases}
n, & (p^{n}+2d) + p^n + p^{n+d} - p^{n+n} - p^{n+d} - p^{2d} \bigg/(p^{2d} - 1) \text{ times,} \\
n - d, & p^{n-d}(p^n-1) \text{ times,} \\
n - 2d, & (p^n-d-1)(p^n-1)/(p^{2d} - 1) \text{ times.}
\end{cases}
\end{align*}
\]

### 4 Weight Distribution of the Nonbinary Kasami Codes

This section determines the weight distribution of the nonbinary Kasami codes $C^k$. Further, we also give the distribution of $S(\gamma, \delta, \epsilon)$, which will be used to derive the correlation distribution of the sequence families proposed in next section.

Since the weight of the codeword $c(\gamma, \delta, \epsilon)$ is equal to $p^n - 1 - (N_{\gamma,\delta,\epsilon}(0) - 1) = p^n - N_{\gamma,\delta,\epsilon}(0)$, it is sufficient to find $N_{\gamma,\delta,\epsilon}(0)$ for any given $\gamma, \delta, \epsilon$.

Under the basis $\{\alpha_1, \alpha_2, \cdots, \alpha_n\}$ of $\mathbb{F}_{p^n}$ over $\mathbb{F}_p$, let $\epsilon = \sum_{i=1}^n \epsilon_i \alpha_i$ with $\epsilon_i \in \mathbb{F}_p$. Then, $Tr_1^n(\epsilon x) = \Lambda^T C X$ where $\Lambda^T = (\epsilon_1, \epsilon_2, \cdots, \epsilon_n) \in \mathbb{F}_p^n$ and the matrix $C = (Tr_1^n(\alpha_i \alpha_j))_{1 \leq i, j \leq n}$, which is nonsingular since $\{\alpha_1, \alpha_2, \cdots, \alpha_n\}$ is a basis of $\mathbb{F}_{p^n}$ over $\mathbb{F}_p$. Then let $X = BY$ as in Section 2 and $\Lambda^T C B = (b_1, b_2, \cdots, b_n)$, one has

$$\Pi_{\gamma,\delta}(x) + Tr_1^n(\epsilon x) = Y^T B^T A B Y + \Lambda^T C B Y = \sum_{i=1}^n a_i y_i^2 + \sum_{i=1}^n b_i y_i.$$

We calculate $N_{\gamma,\delta,\epsilon}(\rho)$ ($\rho \in \mathbb{F}_p$) and $S(\gamma, \delta, \epsilon)$ as follows:

**Case 1.** $(\gamma, \delta) = (0,0)$: the weight of $c(\gamma, \delta, \epsilon)$ is $(p - 1)p^{n-1}$ for $\epsilon \neq 0$, and 0 for $\epsilon = 0$. Then $S(0,0,\epsilon) = 0$ for $\epsilon \neq 0$, and $p^n$ for $\epsilon = 0$. 


Case 2. $(\gamma, \delta) \neq (0, 0)$:

Case 2.1. $(\gamma, \delta) \in R_0$: a substitution $y_i = z_i - \frac{b_i}{2a_i}$ for $1 \leq i \leq n$ leads to

$$\sum_{i=1}^{n} (a_i y_i^2 + b_i y_i) = \rho \iff \sum_{i=1}^{n} a_i z_i^2 = \lambda_{\gamma, \delta, \epsilon} + \rho,$$

where $\lambda_{\gamma, \delta, \epsilon} = \sum_{i=1}^{n} \frac{b_i^2}{4a_i}$. Then, for any $\rho \in \mathbb{F}_p$ and given $(\gamma, \delta) \in R_0$, by Lemma 1, one has

$$N_{\gamma, \delta, \epsilon}(\rho) = p^{n-1} + v(\lambda_{\gamma, \delta, \epsilon} + \rho)p^{\frac{n-2}{2}} \eta(\Delta_0).$$

(15)

When $\epsilon$ runs through $\mathbb{F}_{p^n}$, $(b_1, b_2, \cdots, b_n)$ runs through $\mathbb{F}_p^n$, since $CB$ is nonsingular. Notice that $\lambda_{\gamma, \delta, \epsilon}$ is a quadratic form with $n$ variables $b_i$ for $1 \leq i \leq n$. Then, for any given $(\gamma, \delta) \in R_0$, by Lemma 1, when $\epsilon$ runs through $\mathbb{F}_{p^n}$, one has

$$\lambda_{\gamma, \delta, \epsilon} = \sum_{i=1}^{n} \frac{b_i^2}{4a_i} = \rho' \text{ occurring } p^{n-1} + v(\rho')p^{\frac{n-2}{2}} \eta(\Delta_0) \text{ times} \quad (16)$$

for each $\rho' \in \mathbb{F}_p$ since $\eta(\frac{1}{4^n} \prod_{i=1}^{n} a_i) = \eta(\prod_{i=1}^{n} a_i)$. Thus, when $\epsilon$ runs through $\mathbb{F}_{p^n}$, by (15) and (16), $N_{\gamma, \delta, \epsilon}(0) = p^{n-1} + (p-1)p^{\frac{n-2}{2}} \eta(\Delta_0)$ occurs $p^{n-1} + (p-1)p^{\frac{n-2}{2}} \eta(\Delta_0)$ times, and $N_{\gamma, \delta, \epsilon}(0) = p^{n-1} - p^{\frac{n-2}{2}} \eta(\Delta_0)$ occurs $(p-1)(p^{n-1} - p^{\frac{n-2}{2}} \eta(\Delta_0))$ times.

By (9) and (15), $S(\gamma, \delta, \epsilon) = \eta(\Delta_0)p^{\frac{n}{2}} \omega^{-\lambda_{\gamma, \delta, \epsilon}}$ since $\sum_{\rho \in \mathbb{F}_p} v(\lambda_{\gamma, \delta, \epsilon} + \rho)\omega^\rho + \lambda_{\gamma, \delta, \epsilon} = p$. Notice that $v(-\lambda_{\gamma, \delta, \epsilon}) = v(\lambda_{\gamma, \delta, \epsilon})$. By (16), for given $(\gamma, \delta) \in R_0$, when $\epsilon$ runs through $\mathbb{F}_{p^n}$, $S(\gamma, \delta, \epsilon) = \eta(\Delta_0)p^{\frac{n}{2}} \omega^\rho$ occurs $p^{n-1} + v(\rho)p^{\frac{n-2}{2}} \eta(\Delta_0)$ times for each $\rho \in \mathbb{F}_p$.

Case 2.2. $(\gamma, \delta) \in R_d$: in this case, $\Pi_{\gamma, \delta}(x) + Tr_1^n(\epsilon x) = \sum_{i=1}^{n-d} a_i y_i^2 + \sum_{i=1}^{n} b_i y_i$. If there exists some $b_i \neq 0$ for $n-d < i \leq n$, then for any $\rho \in \mathbb{F}_p$, $N_{\gamma, \delta, \epsilon}(\rho) = p^{n-1}$ and by (9), $S(\gamma, \delta, \epsilon) = 0$. Further, for given $(\gamma, \delta) \in R_d$, when $\epsilon$ runs through $\mathbb{F}_{p^n}$, there are exactly $p^n - p^{n-d}$ choices for $\epsilon$ such that there is at least one $b_i \neq 0$ with $n-d < i \leq n$ since $CB$ is nonsingular.

If $b_i = 0$ for all $n-d < i \leq n$, a similar analysis as in Case 2.1 shows that

$$\sum_{i=1}^{n-d} (a_i y_i^2 + b_i y_i) = \rho \iff \sum_{i=1}^{n-d} a_i z_i^2 = \lambda_{\gamma, \delta, \epsilon} + \rho,$$

where $\lambda_{\gamma, \delta, \epsilon} = \sum_{i=1}^{n-d} \frac{b_i^2}{4a_i}$ and $z_i = y_i + \frac{b_i}{2a_i}$ for $1 \leq i \leq n-d$. Then, for any $\rho \in \mathbb{F}_p$ and given $(\gamma, \delta) \in R_d$, by Lemma 1, for odd $n-d$, $N_{\gamma, \delta, \epsilon}(\rho) = p^{d}(p^{n-d-1} + p^{\frac{n-d-1}{2}} \eta((\lambda_{\gamma, \delta, \epsilon} + \rho)\Delta_d))$, i.e.,

$$N_{\gamma, \delta, \epsilon}(\rho) = p^{n-1} + p^{\frac{n-d-1}{2}} \eta((\lambda_{\gamma, \delta, \epsilon} + \rho)\Delta_d).$$

(17)

For given $(\gamma, \delta) \in R_d$, by Lemma 1, when $(b_1, b_2, \cdots, b_{n-d})$ runs through $\mathbb{F}_{p^{n-d}}$,

$$\lambda_{\gamma, \delta, \epsilon} = \sum_{i=1}^{n-d} \frac{b_i^2}{4a_i} = \rho' \text{ occurring } p^{n-d-1} + \eta(\rho')p^{\frac{n-d-1}{2}} \eta(\Delta_d) \text{ times} \quad (18)$$

for each $\rho' \in \mathbb{F}_p$. Thus, $\eta(\lambda_{\gamma, \delta, \epsilon}) = 0$ occurs $p^{n-d-1}$ times, and $\pm 1$ occur $\frac{p-1}{2}(p^{n-d-1} \pm p^{\frac{n-d-1}{2}} \eta(\Delta_d))$ times, respectively. Therefore, when $(b_1, b_2, \cdots, b_{n-d})$
runs through $\mathbb{F}_p^{n-d}$, $N_{\gamma, \delta, \epsilon}(0) = p^{n-1}$ occurs $p^{n-d-1}$ times, and $N_{\gamma, \delta, \epsilon}(0) = p^{n-1} + p^{\frac{n-1}{2}} \eta(\Delta_d) \eta(\Delta_d)$ occurs $p^{n-d-1} + p^{\frac{n-1}{2}} \eta(\Delta_d)$ times.

By (9) and (17), $S(\gamma, \delta, \epsilon) = \eta(\Delta_d)p^{\frac{n-1}{2}} \sqrt{(-1)^{\frac{n-1}{2}}} \omega^{-\lambda_{\gamma, \delta, \epsilon}}$. By (18), for given $(\gamma, \delta) \in R_d$, when $(b_1, b_2, \ldots, b_{n-d})$ runs through $\mathbb{F}_p^{n-d}$, $S(\gamma, \delta, \epsilon) = \eta(\Delta_d)p^{\frac{n-1}{2}} \sqrt{(-1)^{\frac{n-1}{2}}} \omega^\rho$ occurs $p^{n-d-1} + \eta(-\rho)p^{\frac{n-1}{2}} \eta(\Delta_d)$ times for each $\rho \in \mathbb{F}_p$.

Case 2.3. $(\gamma, \delta) \in R_{2d}$: in this case, $\Pi_{\gamma, \delta}(x) + Tr_i^m(\epsilon x) = \sum_{i=1}^{n-2d} a_i y_i^2 + \sum b_i y_i$.

Similarly as in Case 2.2, if there exists some $b_i \neq 0$ with $n-2d < i \leq n$, then $N_{\gamma, \delta, \epsilon}(\rho) = p^{n-1}$ for any $\rho \in \mathbb{F}_p$, and $S(\gamma, \delta, \epsilon) = 0$. Further, for given $(\gamma, \delta) \in R_{2d}$, when $\epsilon$ runs through $\mathbb{F}_p^*$, there are $p^n - p^{n-2d}$ choices for $\epsilon$ such that there is at least one $b_i \neq 0$ with $n-2d < i \leq n$.

If $b_i = 0$ for all $n-2d < i \leq n$, a similar analysis shows that for any given $(\gamma, \delta) \in R_{2d}$, when $(b_1, b_2, \ldots, b_{n-2d})$ runs through $\mathbb{F}_p^{n-2d}$, $N_{\gamma, \delta, \epsilon}(0) = p^{n-1} + (p-1)p^{\frac{n-1}{2}} \omega^\rho$ occurs $p^{n-d-1} + (p-1)p^{\frac{n-1}{2}} \eta(\Delta_d)$ times, $N_{\gamma, \delta, \epsilon}(0) = p^{n-1} - p^{\frac{n-1}{2}} \eta(\Delta_d) \eta(\Delta_d)$ occurs $(p-1)(p^{n-2d} - p^{\frac{n-1}{2}} \eta(\Delta_d))$ times, and $S(\gamma, \delta, \epsilon) = \eta(\Delta_d)p^{\frac{n-1}{2}} \omega^\rho$ occurs $p^{n-d-1} + v(\rho)p^{\frac{n-1}{2}} \eta(\Delta_d)$ times for each $\rho \in \mathbb{F}_p$.

For $i \in \{0, d, 2d\}$ and $j \in \{1, -1\}$, since $\eta(\Delta_i) = j$ for $(\gamma, \delta) \in R_{i,j}$, Theorem 3 can be proven by the above analysis, Equation (14), and Proposition 9.

Proof (of Theorem 3). We only give the frequency of the codewords with weight $(p-1)p^{n-1}$. The other cases can be proven in a similar way. The weight of $c(\gamma, \delta, \epsilon)$ is equal to $(p-1)p^{n-1}$ if and only if $N_{\gamma, \delta, \epsilon}(0) = p^{n-1}$, which occurs only in Cases 1, 2.2 and 2.3. The frequency is equal to $p^n - 1 + ((p^n - p^{n-d}) + p^{n-d-1}) |R_d| + (p^n - p^{n-2d}) |R_{2d}| = (p^n - 1)(1 + p^{n-2d}(p^{m+d} - p^{m} + p^{m-1} + p^{m-2d} - 1)). \ \Box$

Remark 12. By Theorem 3, the code $\mathcal{C}^k$ has 9 different weights for $d = 1$, and 10 different weights for $d > 1$. The codewords with weight $(p-1)(p^{n-1} - p^{\frac{n+2d-2}{2}})$ or $(p-1)p^{n-1} + p^{\frac{n+2d-2}{2}}$ do not exist in $\mathcal{C}^k$ since $|R_{2d,1}| = 0$.

The following result can also be similarly proven and we omit its proof here.

Proposition 13. For $n = 2m \geq 4$, let $\varphi = \sqrt{(-1)^{\frac{n-1}{2}}}$, when $(\gamma, \delta, \epsilon)$ runs through $\mathbb{F}_p^m \times \mathbb{F}_p^m \times \mathbb{F}_p^n$, the exponential sum $S(\gamma, \delta, \epsilon)$ defined in (8) has the following distribution, where $\rho = 0, 1, \ldots, p-1$.

\[
\begin{align*}
&\left\{ \begin{array}{l}
p^n, \quad 1 \text{ time,} \\
0, \quad (p^n - 1)(1 + p^{n+n-d} - p^{m+n-2d} - p^{m+n-3d} - p^{n-2d}) \text{ times,} \\
p^{\frac{n}{2}} \omega^\rho, \quad p^d(p^m + 1)(p^n - 1)(p^{n-1} + v(\rho)p^{\frac{n-1}{2}})/(2(p^d + 1)) \text{ times,} \\
-p^{\frac{n}{2}} \omega^\rho, \quad (p^{n+d} - 2p^n + p^d)(p^{m-1} - (p^{n-1} - v(\rho)p^{\frac{n-1}{2}}))/(2(p^d - 1)) \text{ times,} \\
p^{\frac{n-1}{2}} \omega^\rho, \quad p^{m-d}(p^n - 1)(p^{n-1} + \eta(-\rho)p^{\frac{n-1}{2}})/2 \text{ times,} \\
-p^{\frac{n-1}{2}} \omega^\rho, \quad p^{m-d}(p^n - 1)(p^{n-d-1} - \eta(-\rho)p^{\frac{n-1}{2}})/2 \text{ times,} \\
p^{\frac{n-1}{2}} \omega^\rho, \quad (p^{m-d} - 1)(p^n - 1)(p^{n-2d-1} - v(\rho)p^{\frac{n-2d-2}{2}})/(p^{2d} - 1) \text{ times.}
\end{array} \right.
\end{align*}
\]
5 A Class of Nonbinary Sequence Families

By choosing cyclicly inequivalent codewords from $C^k$, a family of nonbinary sequences is defined by

$$\mathcal{F}^k = \left\{ s_{a,b}(\alpha^n) \right\}_{0 \leq t \leq p^n-2} \mid a \in \mathbb{F}_{p^m}, b \in \mathbb{F}_{p^n} \right\},$$

(19)

where $s_{a,b}(\alpha^n) = Tr^n_m(a\alpha^{(p^m+1)n}) + Tr^n_1(b\alpha^{(p^k+1)n} + \alpha^n)$, and $\alpha$ is a primitive element of $\mathbb{F}_{p^n}$. The possible correlation values of $\mathcal{F}^{m+1}$ were discussed in [25], but the correlation distribution remains unsolved.

It is easy to verify that for two sequences $s_{a_1,b_1}$ and $s_{a_2,b_2}$, $C_{a_1,b_1,a_2,b_2}(\tau) = -1 + S(\lambda_1, \lambda_2, \lambda_3)$, where $\lambda_1 = a_1 - a_2\alpha^{(p^m+1)n}$, $\lambda_2 = b_1 - b_2\alpha^{(p^k+1)n}$, $\lambda_3 = 1 - \alpha^n$. With this, the correlation distribution of $\mathcal{F}^k$ can be described in terms of the exponential sum $S(\lambda_1, \lambda_2, \lambda_3)$.

**Theorem 14.** Let $\mathcal{F}^k$ be the family of sequences defined in (19) and $\varphi = \sqrt{(-1)^{\frac{p^m-1}{2}}}$, then $\mathcal{F}^k$ is a family of $p^\frac{m}{2}$ nonbinary sequences with period $p^n-1$, and its maximum correlation magnitude is equal to $p^\frac{n+d}{2} + 1$. Further, the correlation distribution is given as follows, where $\rho = 1, 2, \ldots, p - 1$:

<table>
<thead>
<tr>
<th>Correlation value</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p^n-1$</td>
<td></td>
</tr>
<tr>
<td>$-1$</td>
<td>$p^{\frac{m}{2}} (p^n-2)(1 + p^{\frac{m+1}{2}} - p^{\frac{m-1}{2}} + d + p^{\frac{n+3}{2}} - 3d - (p^n-2))$</td>
</tr>
<tr>
<td>$p^{\frac{m}{2}} - 1$</td>
<td>$p^{\frac{m}{2}+2d}(p^{\frac{m}{2}+1})(p^n-2)(p^{\frac{m}{2}}-p^{\frac{n+3}{2}}-1)$</td>
</tr>
<tr>
<td>$p^{\frac{m}{2}} \omega^n - 1$</td>
<td>$p^{\frac{m}{2}+2d}(p^{\frac{m}{2}}+1)(p^n-2)(p^{\frac{m}{2}}-p^{\frac{n+3}{2}})(2p^n-1)$</td>
</tr>
<tr>
<td>$-p^{\frac{m}{2}} - 1$</td>
<td>$p^{\frac{m}{2}+2d}(p^{\frac{m}{2}}+1)(p^n-2)(p^{\frac{m}{2}}-p^{\frac{n+3}{2}})(2p^n-1)$</td>
</tr>
<tr>
<td>$-p^{\frac{m}{2}} \omega^n - 1$</td>
<td>$p^{\frac{m}{2}+2d}(p^{\frac{m}{2}}+1)(p^n-2)(p^{\frac{m}{2}}-p^{\frac{n+3}{2}})(2p^n-1)$</td>
</tr>
<tr>
<td>$\pm p^{\frac{m}{2}} \varphi - 1$</td>
<td>$p^{2n-2d}(p^n-2)(p^n-1)/2$</td>
</tr>
<tr>
<td>$p^{\frac{m}{2}+d} \omega^n - 1$</td>
<td>$p^{2n-2d}(p^n-2)(p^n-1)/2$</td>
</tr>
<tr>
<td>$-p^{\frac{m}{2}+d} \omega^n - 1$</td>
<td>$p^{2n-2d}(p^n-2)(p^n-1)/2$</td>
</tr>
<tr>
<td>$p^{\frac{m}{2}+d} - 1$</td>
<td>$p^{2n-2d}(p^n-2)(p^n-1)/2$</td>
</tr>
<tr>
<td>$-p^{\frac{m}{2}+d} - 1$</td>
<td>$p^{2n-2d}(p^n-2)(p^n-1)/2$</td>
</tr>
</tbody>
</table>

**Proof.** For any fixed $(a_2, b_2) \in \mathbb{F}_{p_m} \times \mathbb{F}_{p^n}$, when $(a_1, b_1)$ runs through $\mathbb{F}_{p_m} \times \mathbb{F}_{p^n}$, and $\tau$ varies from 0 to $p^n-2$, $(\lambda_1, \lambda_2, \lambda_3)$ runs through $\mathbb{F}_{p_m} \times \mathbb{F}_{p^n} \times \{\mathbb{F}_{p^n} \setminus \{1\}\}$ one time. Thus, the correlation distribution of $\mathcal{F}^k$ is $p^\frac{m}{2}$ times as that of $\mathcal{S}(\gamma, \delta, \epsilon) - 1$ when $(\gamma, \delta, \epsilon)$ runs through $\mathbb{F}_{p_m} \times \mathbb{F}_{p^n} \times \{\mathbb{F}_{p^n} \setminus \{1\}\}$. By Proposition 9, Equation (14) and the possible values of $\mathcal{S}(\gamma, \delta, 0)$ corresponding to $(\gamma, \delta)$, the distribution of $\mathcal{S}(\gamma, \delta, 0) - 1$ is obtained when $(\gamma, \delta)$ runs through $\mathbb{F}_{p_m} \times \mathbb{F}_{p^n}$. This together with Proposition 13 give the distribution of $\mathcal{S}(\gamma, \delta, \epsilon) - 1$ as $(\gamma, \delta, \epsilon)$ runs through $\mathbb{F}_{p_m} \times \mathbb{F}_{p^n} \times \mathbb{F}_{p^n}$. Notice that $\mathcal{S}(\gamma, \delta, \epsilon) = \mathcal{S}(\gamma \epsilon^{-(p^m+1)}, \delta \epsilon^{-(p^k+1)}, 1)$ for any fixed $\epsilon \in \mathbb{F}_{p^n}^*$, and then for any given $\epsilon \in \mathbb{F}_{p^n}$, when $(\gamma, \delta)$ runs through $\mathbb{F}_{p_m} \times \mathbb{F}_{p^n}$, the distribution of $\mathcal{S}(\gamma, \delta, \epsilon)$ is the same as that of $\mathcal{S}(\gamma, \delta, 1)$. Thus, the distribution of
$S(\gamma, \delta, \epsilon) - 1$ can be determined when $(\gamma, \delta, \epsilon)$ runs through $\mathbb{F}_{p^n} \times \mathbb{F}_{p^n} \times \{\mathbb{F}_{p^n}^* \setminus \{1\}\}$. Together with the distribution of $S(\gamma, \delta, 0) - 1$ as $(\gamma, \delta)$ runs through $\mathbb{F}_{p^m} \times \mathbb{F}_{p^n}$, the correlation distribution is obtained.

By the definition of $\{s_{a,b}(\alpha^t)\}_{0 \leq t \leq p^n - 2}$, its period is $p^n - 1$. From the correlation distribution given in Theorem 14, one easily knows there are exactly $p^{3n^2}$ sequences in the family $\mathcal{F}_k$ and the maximum magnitude is $p^{2n^2} + d + 1$.
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Abstract. In this paper we investigate some properties of the crosscorrelation spectrum of an m-sequence \( a \) with period \( 2^m - 1 \) and a \( d \)-decimation \( b \). Recently, Lahtonen et. al. calculated the crosscorrelation value \( \Theta_d(1) \) for specific exponents (i.e. for Gold and Kasami type). In this paper we generalize this result to all known almost bent exponents. In [1], the authors also prove that Gold functions are bent on some hyperplanes with respect to the base field \( F_2 \). We also generalize this result and show that Gold functions are bent on all hyperplanes with respect to any subfield \( F_{2^k} \). We also show that \( \Theta_d(1) \neq 0 \) for many exponents \( d \), and conclude that many sequences of type \( a + b \) (including \( m \)-sequences added to an almost bent decimation) do not have perfect autocorrelation.

1 Introduction

Consider binary sequences \( a := (a_i) \), \( b := (b_i) \) with period \( v \), i.e. \( a_{i+v} = a_i, b_{i+v} = b_i \). Quantifying the similarity between two periodic binary sequences is important in many applications, and a lot of research has been done on the analysis of the correlation of sequences. The crosscorrelation of a sequence \( a \) with a sequence \( b \) at shift \( \tau \) is defined as \( C_{a,b}(\tau) := \sum_{i=1}^{v} (-1)^{a_i+b_i+\tau} \), where \( v \) is the period. When the period \( v = 2^m - 1 \) for some integer \( m \), one can use several algebraic tools. Let \( F = F_q \) be the finite field with \( q = 2^m \) elements. The multiplicative group \( F^* \) of \( F \) is cyclic and has cardinality \( 2^m - 1 \), and any binary sequence of period \( 2^m - 1 \) can be generated by a polynomial in \( F[x] \). The polynomial is called the trace representation of the sequence, and has the form \( a_i := \text{Tr}_{k}^m (\beta_1 \alpha^{d_1 i} + \cdots + \beta_s \alpha^{d_s i}) \), where \( \beta_j \in F^* \), \( \alpha \) is a generator of \( F^* \), \( d_j \in \{1, \ldots, q-1\} \), and the trace map \( \text{Tr}_{k}^m : F_{2^m} \rightarrow F_{2^k} \) defined as \( \text{Tr}_{k}^m (\alpha) := \sum_{i=0}^{q-1} \alpha^{2^{ki}} \). When we omit the sub- and superscripts it should be understood that \( k = 1 \), and we have the so-called absolute trace. Note that the trace representation is not unique, however one can choose the exponents from the so-called cyclotomic coset leaders to make the representation unique (see for instance [2]).
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One can also consider the correlation of a sequence with itself. The auto-
correlation of a sequence is the crosscorrelation of the sequence with itself,
and defined as follows. \( A_\alpha(\tau) := \sum_{i=1}^{v}(-1)^{a_i+a_i+\tau} \). Note that \( A_\alpha(0) = v \). If the
autocorrelation spectrum \( A_\alpha := \{A_\alpha(\tau) \ : \ \tau \in \{0,\ldots,v-1\}\} \), consists of \(-1 \) and \( v \), then the sequence \( \alpha \) is said to be a sequence with perfect autocorrelation. For instance \( m \)-sequences, which are defined to be \( a_i := \text{Tr}(\beta x^i) \), with \( \beta \in \mathbb{F}^* \), and \( \alpha \) a generator of \( \mathbb{F}^* \), have perfect autocorrelation. There are many
known types of perfect autocorrelation sequences when the period is \( 2^m - 1 \). It is
not known whether the following list of perfect autocorrelation sequences is
complete: \( m \)-sequences, Dillon-Dobbertin-sequences \[3\], Legendre-sequences \[4\],
twin-prime-sequences \[4\], GMW-construction \[2\].

Let us return to the discussion of the crosscorrelation. The crosscorrelation
of an \( m \)-sequence \( \alpha \) with a decimation \( \beta \), (i.e. \( b_i := a_{di} \)) is well studied \[5\].
Note that neither the crosscorrelation spectrum nor \( C_{\alpha,\beta}(1) \) depends on the
choice of the primitive element \( \alpha \). When \( i \) runs through \( \{1,\ldots,q-1\} \), then \( \alpha^i \)
runs through all nonzero elements \( \mathbb{F}^* \) of \( \mathbb{F} \): \( C_{\alpha,\beta}(\tau) = \sum_{i=1}^{q-1}(-1)^{\text{Tr}(\alpha^i+\beta^i)} = 
-1 + \sum_{x \in \mathbb{F}}(-1)^{\text{Tr}(x^d+\beta x)} \), where \( \beta = \alpha^\tau \). In this paper we will be interested in
\( \Theta_d(\beta) = \sum_{x \in \mathbb{F}}(-1)^{\text{Tr}(x^d+\beta x)} \), which satisfy \( C_{\alpha,\beta}(\tau) + 1 = \Theta_d(\alpha^\tau) \) for the
chosen \( \alpha \). When \( d \) has some specific values it was proved that (for odd \( m \)) the
crosscorrelation function is optimal (i.e. \( \max_{\alpha \in \mathbb{F}} \{\Theta_d(\alpha)\} \) is minimal), and it has
a 3-valued spectrum. These pairs of sequences are called preferred pairs and
they satisfy: \( \Theta_d(\alpha) \in \{0, \pm 2^{(m+1)/2}\} \) for all \( \alpha \in \mathbb{F} \).

Note also that the crosscorrelation spectrum of \( d \)-th decimation is basically the
Walsh spectrum of the function \( f : \mathbb{F} \rightarrow \mathbb{F}, x \mapsto x^d \). We denote the Walsh
transform of a function at \( (\beta, \gamma) \) by \( W_f(\beta, \gamma) := \sum_{x \in \mathbb{F}}(-1)^{\text{Tr}(\beta f(x)+\gamma x)} \). When
we are dealing with monomials we will abuse the notation and write \( W_f(\gamma) \) in-
stead of \( W_f(1, \gamma) \). The functions above with optimal 3-valued Walsh spectra are
called almost bent (AB). The functions \( f : \mathbb{F} \rightarrow \mathbb{F} \) for which the derivatives
\( \{f(x) + f(x+\alpha) : x \in \mathbb{F}\} \) have cardinality \( 2^m - 1 \) are called almost perfect
nonlinear (APN). AB functions are necessarily APN. Known AB exponents are:

- **Gold**: \( 2^e + 1 \), where \( \gcd(e, m) = 1 \),
- **Kasami**: \( 2^{2e} - 2^e + 1 \), where \( \gcd(e, m) = 1 \),
- **Welch**: \( 2^t + 3 \), where \( m = 2t + 1 \),
- **Niho**:
  - \( 2^t + 2^{t/2} - 1 \), if \( t \) even and \( m = 2t + 1 \),
  - \( 2^t + 2^{(3t+1)/2} - 1 \), if \( t \) odd and \( m = 2t + 1 \).

In this paper the sets **Gold**, **Kasami**, **Welch** and **Niho** will denote the sets of
exponents which are AB in \( \mathbb{F} \) of the mentioned type. The reader can consult \[7\]
for more on AB and APN functions.

We need some elementary results on finite fields. For more on finite fields, the
reader can consult \[8\]. The cyclotomic coset containing \( \alpha \in \mathbb{F} \) is defined as:

\[ \Theta_d(\beta) = \Theta_d(\beta) + 1. \]

\[1\] In the literature, generally, \( \Theta_d(\beta) = \sum_{x \in \mathbb{F}^*}(-1)^{\text{Tr}(x^d+\beta x)} \). In this paper we have
\( \Theta_d(\beta) = \Theta_d(\beta) + 1. \)
Let $F = 1$, we have an intersection of the Trace-0-hyperplane $H_1$, is denoted simply by $H$. Obviously for all $\alpha \in \mathbb{F}^*$, $H_\alpha = \alpha^{-1}H$. Note that $\mathbb{F}$ is the union of cyclotomic cosets of length $k$ whenever $k | m$. That is: $\mathbb{F}_{2m} = \bigcup_{|m|} C_k$, where $C_k$ is the set of field elements in a cyclotomic coset of length $k$, i.e. $C_k := \bigcup_{\alpha \in \mathbb{F}} |C_\alpha| = k C_\alpha$.

The cardinalities $c_k := |C_k|$ can be calculated as follows:

$$c_1 = 2, \quad \text{since } C_1 = \{0, 1\},$$

$$c_k = 2^k - \sum_{l \mid k, l \neq k} c_1.$$  \hspace{1cm} (1)

(2)

When $m$ is odd, the intersections of the Trace-0-hyperplane with the subfields of $\mathbb{F}_{2m}$ have the following cardinalities:

**Lemma 1.** Let $m$ be odd, $k | m$, and $H \cap \mathbb{F}_{2k}$ denote the intersection of the hyperplane $H$ with the subfield $\mathbb{F}_{2k}$ of $\mathbb{F}_{2m}$. Then

$$|H \cap \mathbb{F}_{2k}| = 2^k - 1.$$  \hspace{1cm} (3)

Moreover, the intersection with the cyclotomic cosets of length $k$ is

$$|H \cap C_k| = \frac{c_k}{2}.$$  \hspace{1cm} (4)

**Proof.** Let $\alpha \in \mathbb{F}_{2k} \leq \mathbb{F}_{2m}$. Then

$$\text{Tr}_1^m(\alpha) = \text{Tr}_1^k(\text{Tr}_k^m(\alpha)) = \text{Tr}_1^k\left(\frac{m}{k}\alpha\right) = \frac{m}{k}\text{Tr}_1^k(\alpha) = \text{Tr}_1^k(\alpha).$$

Hence $|H \cap \mathbb{F}_{2k}| = 2^k - 1$. We prove the second claim by an easy induction on the length $l = e_1 + \cdots + e_r$ of the prime decomposition $m = p_1^{e_1} \cdots p_r^{e_r}$ of $m$.

If $l = 0$, then $H \cap \mathbb{F}_2 = \{0\}$, and $|H \cap \mathbb{F}_2| = c_1/2$. Also for $l = 1$, we have $c_m = 2^m - 2$ and $|H \cap C_k| = 2^m - 1$. Now if all $n | m$, $n \neq m$ satisfy $|H \cap C_m| = 2^{m-1}$, then we have (using (4))

$$|H \cap C_m| = 2^{m-1} - \sum_{k | m, k \neq m} c_k = \frac{c_m}{2},$$

which was to be shown. \hfill $\Box$

It is well known that the crosscorrelation spectrum of $\Theta_d$ is related to the cardinality of intersections $|H^d \cap \alpha H|$ if $\gcd(d, q - 1) = 1$,

$$\Theta_d(\alpha) = \sum_{x \in \mathbb{F}} (-1)^{\text{Tr}(x^d + \alpha x)} = \sum_{x \in \alpha^{-1} H} (-1)^{\text{Tr}(x^d)} - \sum_{x \in \alpha^{-1} H} (-1)^{\text{Tr}(x^d)} = 2 \sum_{x \in \alpha^{-1} H} (-1)^{\text{Tr}(x^d)} = 2 \left( |H^d \cap \alpha^{-1} H| - |H^d \cap \alpha^{-1} H| \right)$$

$$= -2^m + 4 \left| H^d \cap \alpha^{-1} H \right|,$$
where $\overline{S}$ denote complementation of $S$ in $\mathbb{F}$. We can now characterize the AB exponents simply by these cardinalities: An exponent $d$ is AB if and only if

$$|H^d \cap \alpha H| \in \{2^{m-2}, 2^{m-2} \pm 2^{(m-3)/2}\}, \forall \alpha \in \mathbb{F}^*.$$ (4)

2 Computing $\Theta_d(1)$

Our main result in this section is the following theorem.

**Theorem 1.** Let $\mathbb{F} = \mathbb{F}_{2^m}$, $m$ odd, and let $d$ be an AB exponent in $\mathbb{F}$ such that $d$ is also AB in $\mathbb{F}_{2^k}$ for all $k | m$, that is the function $f : \mathbb{F}_{2^k} \rightarrow \mathbb{F}_{2^k}, x \mapsto x^d$ is AB. Then:

$$\Theta_d(1) = \begin{cases} +2^{(m+1)/2} & \text{if } m \equiv \pm 1 \pmod{8}, \\ -2^{(m+1)/2} & \text{if } m \equiv \pm 3 \pmod{8}. \end{cases}$$ (5)

Recently Lahtonen et. al. [1] proved the following theorem:

**Theorem 2.** [1] Let $\mathbb{F} = \mathbb{F}_{2^m}$, and $d \in \text{Gold} \cup \text{Kasami}$ be an AB exponent in $\mathbb{F}$. Then $\Theta_d(1)$ satisfies (5).

Actually the Gold case is due to Dillon and Dobbertin [3]. Also we should mention that when $d$ is Gold, $\Theta_d(1)$ determines all the values in the crosscorrelation spectrum of $d$, as shown in [1].

The following theorem proves that (5) is true for all AB exponents $d$ in $\mathbb{F}_{2^p}$, where $p$ is an odd prime. This will also act as a basis of a further inductive generalization.

**Theorem 3.** Let $\mathbb{F} = \mathbb{F}_{2^m}$, $m = p$ be an odd prime, and let $d$ be an AB exponent in $\mathbb{F}$. Then $\Theta_d(1)$ satisfies (5).

**Proof.** Since $p$ is a prime, $c_1 = 2$ and $c_p = 2^p - 2$. Now, $H$ and $H^d$ are combinations of cosets (since $\text{Tr}(\alpha) = \text{Tr}(\alpha^2)$, and $x^d$ is a permutation which maps cyclotomic cosets to cyclotomic cosets), and consist of $c_p/2p$ cosets of cardinality $p$ and $C_0 = \{0\}$. Then $|H \cap H^d| = lp + 1$, where $0 \leq l \leq c_p/2p$. Now we have $\frac{c_p}{2} + 1 = 2^{p-1}$, and $lp + 1 \in \{2^{p-2}, 2^{p-2} \pm 2^{(p-3)/2}\}$. But $lp + 1 = 2^{p-2}$ leads to a quick contradiction since

$$2lp + 2 = 2^p - 1 = \frac{c_p}{2} + 1$$

$$1 = p\left(\frac{c_p}{2p} - 2l\right) = p\left(\frac{2^p - 2}{2p}\right)$$

is impossible (note that $\frac{2^p - 2}{2p}$ is an integer). When we analyse the other possibilities we see that

$$lp + 1 = 2^{p-2} \pm 2^{(p-3)/2}$$

$$2lp + 2 = \frac{c_p}{2} + 1 \pm 2^{(p-1)/2}$$

$$1 = p\left(\frac{c_p}{2p} - 2l\right) \pm 2^{(p-1)/2} = p\left(\frac{2^p - 2}{2p}\right) \pm 2^{(p-1)/2}.$$
Now consider the last equalities modulo $p$, that is

$$1 \equiv p\left(\frac{C_p}{2p} - 2l\right) + 2^{(p-1)/2} \pmod{p} \equiv \pm 2^{(p-1)/2} \pmod{p}.$$

We have 2 is a square in $\mathbb{F}_p$ if $p \equiv \pm 1 \pmod{8}$, and non-square if $p \equiv \pm 3 \pmod{8}$ (see any book on elementary number theory). Now if 2 is a square (resp. non-square) equality with $+$ (resp. $-$) holds. That is, if 2 is a square (resp. non-square) $|H \cap H^d| = 2^{p-2} + 2^{(p-3)/2}$ (resp. $|H | \setminus H^d| = 2^{p-2} - 2^{(p-3)/2}$), which implies (using \([1]\)) $\Theta_d(1) = +2^{(p+1)/2}$ if $p \equiv \pm 1 \pmod{8}$ (resp. $\Theta_d(1) = -2^{(p+1)/2}$ if $p \equiv \pm 3 \pmod{8}$).

**Proof of Theorem 1:** We will prove the claim by induction on the length $l = e_1 + \cdots + e_r$ of the prime decomposition $m = p_1^{e_1} \cdots p_r^{e_r}$ of $m$.

**Base case $l = 1$:** We have $m$ prime. This case is proved by Theorem 3. We also prove for $l = 2$, as an example of the inductive step. Consider $m = pq$, where $p, q$ are odd primes. Recall that the sets $C_k \subset \mathbb{F}$ have cardinalities $c_k$ given by \([1]\) and \([2]\). Also, by Lemma \([1]\) $|H \cap C_k| = \frac{q^k}{2}$ for all $k | m$. Since $x^d$ is a permutation not only on $\mathbb{F}$, but also on the restrictions to $C_k$, the intersections $|H^d \cap C_k|$ satisfy $|H \cap C_k| = |H^d \cap C_k|$, for all $k | m$.

Let $h := |H \cap H^d|$ and $h_k := |(H \cap C_k) \cap (H^d \cap C_k)|$. Then we have $H \cap H^d = \bigcup_{k|m}(H \cap C_k) \cap (H^d \cap C_k)$, and $h = \sum_{k|m} h_k$. Note that the numbers $h_k$ satisfy $k|h_k$. Since $d$ is AB on subfields $\mathbb{F}_{2^m}, \mathbb{F}_{2^n}$, we get $h_k$ for all $k | m$ and $k \neq m$ by Theorem 3. Note that $3 \in \text{Gold}$ for any finite field $\mathbb{F}_{2^m}$. Let $g := |H \cap H^3|$ and $g_k := |(H \cap C_k) \cap (H^3 \cap C_k)|$. Then we know $g$ by Theorem 2. Note that $g = \sum_{k|m} g_k$, and $g_k = h_k$ for $k | m$ and $k \neq m$ by Theorem 3 and Theorem 2. Hence $h_m \in \{g_m, g_m + 2^{(m-3)/2}, g_m + 2 \cdot 2^{(m-3)/2}\}$ (or $h_m \in \{g_m, g_m - 2^{(m-3)/2}, g_m - 2 \cdot 2^{(m-3)/2}\}$), depending on $(\frac{2}{m})$ by \([1]\). Now since $pq \mid \pm 2^{(m-3)/2}$, then $h_m = g_m$ and therefore $h = g$. Note that $(\frac{2}{m})$ is the so-called Jacobi symbol and is equal to $+1$ (resp. $-1$) if 2 is a square (resp. non-square) in $\mathbb{Z}_{2^m-1}$.

**Inductive step:** Now let the theorem be true for all $k | m$, but $k \neq m$. Then since $3 \in \text{Gold}$ we get $g := |H \cap H^3|$ and $g_k := |(H \cap C_k) \cap (H^3 \cap C_k)|$ for all $k | m$. We also get $h_k = g_k$ for $k | m$ and $k \neq m$, again inductively (starting from $k$’s with simpler prime decomposition). The divisibility argument above is employed to get $h_m = g_m$ and consequently $h = g$. □

Now we will prove that all known AB exponents, i.e. Gold, Kasami, Welch and Niho satisfy the assumption of the Theorem 1 that is they are AB on all subfields.

**Lemma 2.** Let $\mathbb{F} = \mathbb{F}_{2^m}$ be a finite field, $m$ odd, and $K = \mathbb{F}_{2^k} \subset \mathbb{F}$ be an arbitrary subfield. If $d$ is an AB exponent in $\mathbb{F}$ such that $d \in \text{Gold} \cup \text{Kasami} \cup \text{Niho} \cup \text{Welch}$, then $d$ is also AB in $K$. Moreover $d$ belongs to the same subclass of AB exponents in the subfield.
Proof. We analyse case by case.

- **Gold**: Let \( d = 2^e + 1 \), with \( \gcd(e, m) = 1 \), and let \( e = rk + s \), where \( s < k \leq 0 \). Then
\[
2^e + 1 = 2^s(2^{rk} - 1) + 2^s + 1 \equiv 2^s + 1 \pmod{2^k - 1},
\]
with \( \gcd(e, m) = 1 \Rightarrow \gcd(e, k) = 1 \Rightarrow \gcd(s, k) = 1 \).

- **Kasami**: Let \( d = 2^{2e} - 2^e + 1 \), with \( \gcd(e, m) = 1 \), and let \( e = rk + s \), where \( s < k \leq 0 \). Then
\[
2^{2e} - 2^e + 1 = 2^{2s}(2^{rk} - 1) + 2^{2s} - 2^s(2^{rk} - 1) - 2^s + 1
\equiv 2^{2s} - 2^s + 1 \pmod{2^k - 1},
\]
with \( \gcd(e, m) = 1 \Rightarrow \gcd(e, k) = 1 \Rightarrow \gcd(s, k) = 1 \).

- **Welch and Niho**: Let \( m = 2^t + 1 \), and \( m = kl \). Then
\[
t = \frac{kl - 1}{2} = \frac{kl - k}{2} + \frac{k - 1}{2} = \frac{l - 1}{2}k + \frac{k - 1}{2}.
\]
Note that \( k > \frac{k-1}{2} > 0 \). Therefore, for the Welch exponent \( d = 2^t + 3 \), we have
\[
2^t + 3 = 2^{\frac{k-1}{2}}(2^{\frac{l-1}{2}k} - 1) + 2^{\frac{k-1}{2}} + 3
\equiv 2^{\frac{k-1}{2} + 3} \pmod{2^k - 1}.
\]
Let \( r = \frac{l-1}{2}k \), and \( s = \frac{k-1}{2} \). Then \( t = rk + s \). For the Niho case we have to consider two cases:

- **t even**: In \( t = rk + s \), if \( s \) is also even, then \( t/2 = rk/2 + s/2 \) and:
\[
2^t + 2^{t/2} - 1 = 2^s(2^{rk} - 1) + 2^s + 2^{s/2}(2^{rk/2} - 1) + 2^{s/2} - 1
\equiv 2^s + 2^{s/2} - 1 \pmod{2^k - 1}.
\]
If \( s \) is odd, then
\[
t = \frac{rk + s}{2} = \frac{(r - 1)k + k + s}{2} = \frac{(r - 1)k + 3s + 1}{2} = \frac{(r - 1)k + 3s + 1}{2},
\]
and finally \( 2^t + 2^{t/2} - 1 \equiv 2^s + 2^{(3s+1)/2} - 1 \pmod{2^k - 1} \).

- **t odd**: We have
\[
\frac{t + 1}{2} = \frac{rk + s + 1}{2}
\]
\[
t + \frac{t + 1}{2} = rk + s + \frac{rk + s + 1}{2}
\]
\[
\frac{3t + 1}{2} = 3rk + 3s + 1
\]
If $s$ is also odd, then
\[ \frac{3t + 1}{2} = \frac{3rk}{2} + \frac{3s + 1}{2}, \]
and, $2^t + 2^{(3t+1)/2} - 1 \equiv 2^s + 2^{(3s+1)/2} - 1 \pmod{2^k - 1}$.
If $s$ is even, then
\[ \frac{3t + 1}{2} = \frac{3rk + 3s + 1}{2} = \frac{3rk + k + s}{2} = \frac{(3r + 1)k + s}{2}, \]
and consequently $2^t + 2^{(3t+1)/2} - 1 \equiv 2^s + 2^{s/2} - 1 \pmod{2^k - 1}$.

As a corollary we have:

**Corollary 1.** Let $F = \mathbb{F}_{2^m}$ and $d \in \text{Gold} \cup \text{Kasami} \cup \text{Welch} \cup \text{Niho}$, then $\Theta_d(1)$ satisfies (3).

### 3 Decomposition of Gold Exponent

In this section we let $m = kk'$, $K = \mathbb{F}_{2k}$, $d$ be an AB exponent such that it is AB on all subfields, $f : \mathbb{F}_{2^m} \to \mathbb{F}_{2^m}, x \mapsto x^d$, and $\bar{f} : K \to K, x \mapsto x^d$.

Rewriting Corollary 1, we have $W_f(1) = W_{\bar{f}}(1) 2^{m-k}(\frac{2}{k})$. Actually if $d$ is a Gold exponent, we can generalize the above equality. Since, as mentioned before, the Gold spectrum is completely known, the following theorem is not new. But it emphasizes an interesting property of Gold exponents, which is not shared by other exponents, even by Kasami exponents; and our proof has a corollary, which is also a generalization of a result in [1].

**Theorem 4.** Let $d = 2^e + 1 \in \text{Gold}$ and $K^\perp = \{ x \in F : \text{Tr}(xy) = 0, \forall y \in K \}$. If $\gamma \in K^\perp$ and $a \in K$, then:

\[ W_f(\alpha + \gamma) = W_{\bar{f}}(\alpha) 2^{m-k} \delta(\gamma), \quad (6) \]

and, in particular,

\[ W_f(\alpha) = W_{\bar{f}}(\alpha) 2^{m-k} \left( \frac{2}{k'} \right), \quad (7) \]

where $\delta(\gamma) := \text{sign} \left( \frac{W_f(1+\gamma)}{W_f(1)} \right)$.

**Proof.** We have

\[
W_f(1) = \sum_{x \in F} (-1)^{\text{Tr}(x^{2^e+1} + x)} = \sum_{u \in K, v \in K^\perp} (-1)^{\text{Tr}((u+v)^{2^e+1} + u+v)} \\
= \sum_{u \in K, v \in K^\perp} (-1)^{\text{Tr}(u^{2^e+1} + u^e v + v^{2^e} + u + v^{2^e+1} + u + v)} \\
= \sum_{u \in K} (-1)^{\text{Tr}(u^d + u)} \sum_{v \in K^\perp} (-1)^{\text{Tr}(v^d)},
\]
since \( \text{Tr} \left( u^x v \right) = \text{Tr} \left( v^x u \right) = \text{Tr} \left( v \right) = 0 \). Now put \( s_d(0) := \sum_{v \in K} (-1)^{\text{Tr}(v^d)} \). Then \( W_f(1) = W_f(1) \ s_d(0) \), hence \( s_d(0) = 2 \frac{m-k}{2} \left( \frac{2}{k} \right) \), since \( \left( \frac{2}{m} \right) = \left( \frac{2}{k} \right) \left( \frac{2}{k} \right) \). Now for \( \alpha \in K \), we get
\[
W_f(\alpha) = \sum_{x \in \mathbb{F}} (-1)^{\text{Tr}(x^{x+1}+\alpha x)}
= \sum_{u \in K} (-1)^{\text{Tr}(u^d+\alpha u)} \sum_{v \in K} (-1)^{\text{Tr}(v^d)}
= W_f(\alpha) 2^{\frac{m-k}{2}} \left( \frac{2}{k} \right).
\]
For \( \gamma \in K^\perp \) we get:
\[
W_f(\alpha + \gamma) = \sum_{x \in \mathbb{F}} (-1)^{\text{Tr}(x^{x+1}+(\alpha+\gamma)x)}
= \sum_{u \in K} (-1)^{\text{Tr}(u^d+\alpha u)} \sum_{v \in K} (-1)^{\text{Tr}(v^d+\gamma v)}
= W_f(\alpha) \sum_{v \in K} (-1)^{\text{Tr}(v^d+\gamma v)}.
\]
Putting \( \alpha = 1 \) we have \( s_d(\gamma) := \sum_{v \in K} (-1)^{\text{Tr}(v^d+\gamma v)} = \frac{W_f(1+\gamma)}{W_f(1)} \in \{ \pm 2^{\frac{m-k}{2}} \} \) since \( 1 + \gamma \in \mathbb{F} \setminus H \), where \( H \) is the Trace-0 hyperplane of \( \mathbb{F} \) (if \( d \in \text{Gold} \) then we have \( W_f(\alpha) = 0 \iff \alpha \in H \) cf. \cite{10}). Letting \( \delta(\gamma) := \text{sign} \left( \frac{W_f(1+\gamma)}{W_f(1)} \right) \), the proof is finished.
\[\square\]

**Remark 1.** Equality (6) is in general not true if \( d \in \text{Kasami} \cup \text{Welch} \cup \text{Niho} \). We expect, however, (7) is a property of AB exponents.

The following corollary shows that a Gold exponent can be decomposed into bent functions. We note here that a **bent function** is a boolean function defined on a vector space \( V \) with a 2-valued Walsh spectrum (i.e. \( \{ \sum_{x \in V} (-1)^{f(x)+u^x} : u \in V \} = \{ \pm \sqrt{|V|} \} \)).

**Corollary 2.** Let \( d \in \text{Gold} \) and \( f|_V \) denote the restriction of \( f \) to a subspace \( V \). Then

1. \( f|_V \) is AB.
2. \( \text{Tr} \left( f(x) \right) |_{K^\perp} \) is bent.

**Proof.** The first item is already proved. For the second, note that all the linear functionals on \( K^\perp \) are of the form \( \text{Tr} \left( \gamma x \right) \), where \( \gamma \in K^\perp \), as a result of nondegeneracy of the trace bilinear form (cf. \cite{8}). Noting that \( s_d(\gamma) \) are Walsh coefficients of \( \text{Tr} \left( x^d \right) \) on \( K^\perp \) completes the proof. \[\square\]
Remark 2. Note that $K^\perp$ is the Trace-0 hyperplane, when $\mathbb{F}$ is considered as an $(m-k)$-dimensional vector space over $K$. Hence, the above corollary generalizes the result in [1], which states that Gold functions restricted to a hyperplane are bent. Since $\text{Tr}((\alpha + \gamma)^d) = \text{Tr}((\alpha^d + \gamma^d))$, where $\alpha \in K$, $\gamma \in K^\perp$, $d \in \text{Gold}$, functions $\text{Tr}(f|_{\alpha + K^\perp})$ are all bent, hence $\text{Tr}(f)$ is decomposed into $2^k$ bent functions. We also expect that similar to Gold exponents, Kasami exponents restricted to $K^\perp$ are bent (see [11] for the restriction of Kasami exponents to $H$ and $[12]$ for functions decomposing to bent functions) not satisfying the decomposition.

4 Sequences from Binomials

The linear complexity of a sequence $a$ with period $2^m - 1$, is equal to the number of nonzero monomials of the expanded trace representation of $a$, which is a polynomial in $\mathbb{F}[x]/(x^{2^m-1} - 1)$. The $m$-sequences have linear complexity $m$, and they have minimal linear complexity among all perfect autocorrelation sequences. We think that the following question is interesting:

Question 1. What is the minimal linear complexity $l$ of a perfect autocorrelation sequence such that $l > m$.

In the case $m = 2k$ even, GMW construction $\text{Tr}_k^m \left( \text{Tr}_k^m \left( \alpha^i \right)^d \right)$, where $\text{wt}(d) = 2$, leads to a sequence with perfect autocorrelation and linear complexity $2m$. Here $\text{wt}(d)$ denotes the number of 1s in the binary expansion of $d$. In the odd case, however, the GMW construction cannot lead to complexity $2m$ [28]. In this section we prove that many sequences whose trace representations are of the form $\text{Tr}(\beta_1 x^{d_1} + \beta_2 x^{d_2})$ cannot have perfect autocorrelation. Note that the linear complexity of these sequences are at most $2m$.

In [13], Helleseth et al. prove that in $\mathbb{F}_{3^m}$, the sequence $\text{Tr}(\alpha^{d_i} + \alpha^i)$ gives a sequence with perfect autocorrelation, where $d = 3^{2k} - 3^k + 1$ (a Kasami exponent), and $m = 3k$. This exponent also gives a 3-valued crosscorrelation spectrum in $\mathbb{F}_{3^m}$, as proved by Trachtenberg [6]. In this paper we will give an argument why AB exponents cannot be used as above to produce perfect autocorrelation sequences in the binary case.

First note that if $\gcd(d_1, q - 1) = \gcd(d_2, q - 1) = 1$, then it is sufficient to study the autocorrelation spectrum of $u_i := \text{Tr}(\alpha^{d_i} + \beta \alpha^i)$, where $d = d_1d_2^{-1}$ and $\beta = \frac{\beta_2}{\beta_1}$. We assume for the following that $d \neq 2^i$ for some $i \in \{0, \ldots, m - 1\}$, otherwise the linear complexity would be at most $m$. The corresponding difference set $D_u \in \mathbb{Z}_2^{2m-1}$ is defined as $D_u := \{i : u_i = 0\}$. A multiplier of a difference set in a group $G$ is a number $m$ which satisfies $mD = D + g$ for some $g \in G$. Note that $2$ is a multiplier of the difference sets we are interested in (i.e. difference sets with Singer parameters) in $\mathbb{Z}_2^{2m-1}$. It is well know that there exists a ‘translate’ (or ‘shift’) $E = D + g$ of $D$, which satisfies $2E = E$ [42]. Therefore if $u$ has perfect autocorrelation, then an $l$ shift $u^l_i := \text{Tr}(\alpha^{d_i} \alpha^{d_i} + \alpha^l \beta \alpha^i)$ of $u$ must be constant on cosets, i.e. must be of the form $\text{Tr}(\alpha^{d_i} + \alpha^i)$ (cf. [2]). But this is not possible unless $\beta = 1$ and $l = 0$. Also if $u$ is a perfect autocorrelation
sequence with Singer parameters, then it should be the case that $|D| = 2^{m-1}$, hence $\Theta_d(1) = 0$ should be satisfied.

For the remaining let $s_i = \text{Tr} (\alpha^i), t_i = \text{Tr} (\alpha^{di})$ and $u_i = s_i + t_i = \text{Tr} (\alpha^{di} + \alpha^i)$, and $\gcd(d,q - 1) = 1$. The following relation is also in $[13]$: $A_u(\tau) = -1 + \sum_{x \in \mathbb{F}} (-1)^{\text{Tr}(x^d + \psi_d(\alpha^r)x)}$, where $\psi_d : \mathbb{F}^* \to \mathbb{F}, \beta \mapsto (1 + \beta)(1 + \beta^d)^e$ and $e = q - 1 - d^{-1}$, that is $de \equiv -1 \pmod{q - 1}$. Note that the values of the autocorrelation spectrum of $u$ depends on the image of the map $\psi_d$ and the kernel of the crosscorrelation function $\Theta_d$. Note also that $\psi_d$ maps 1 to 0, and $\Theta_d(0) = 0$ for all $d$. Next two proposition follows from these arguments:

**Proposition 1.** ([13]) Let $\phi_d : \mathbb{F} \setminus \mathbb{F}_2 \to \mathbb{F} \setminus \mathbb{F}_2$ denote the map $x \mapsto [x^d + (x + 1)^d]^e$, and $\psi_d : \mathbb{F} \setminus \mathbb{F}_2 \to \mathbb{F} \setminus \mathbb{F}_2$ denote the map $x \mapsto (1 + x)(1 + x^d)^e$. Then $\text{Im}(\phi_d) = \text{Im}(\psi_d)$, where $\text{Im}$ denotes the image of a map, and $e = q - 1 - d^{-1}$.

**Proposition 2.** The sequence $\text{Tr} (\alpha^{di} + \alpha^i)$ has perfect autocorrelation if and only if $\Theta_d(1) = 0$ and $\text{Im}(\phi_d) \subseteq \text{Ker}(\Theta_d)$, where $\text{Ker}$ denotes the zeroes of a function.

The following theorem shows that for many $d$ and $m$, $\Theta_d(1) \neq 0$.

**Theorem 5.** Let $\gcd(d, q - 1) = 1$, and $\mathbb{F} = \mathbb{F}_{2^m}$. If $m$ is $p^e$, $2p^e$, or $3p^e$, where $p$ is an odd prime, $e \geq 0$. Then $\Theta_d(1) \neq 0$.

**Proof.** For cases $m = p^e$ and $m = 3p^e$, we will make use of Lemma [1]. Let $a_i$ and $b_i$ denote the number of intersecting cosets $|H \cap H^d \cap C_k|/k$, where $k$ will be clear from the context. First consider $m = p^e$. We must show $a_e p^e + a_{e-1} p^{e-1} + \cdots + a_1 p + 1 \neq 2^{p^{-e}} - 2$. If the theorem is not true then again considering modulo $p$ we would have $a_e p^e + a_{e-1} p^{e-1} + \cdots + a_1 p + 1 \equiv 2^{p^{-e}} - 2 \pmod{p}$ and $1 \equiv 2^{1} \pmod{p}$, which is a contradiction.

Now let $m = 2p^e$. Note that if $\alpha \in \mathbb{F}_4 \setminus \mathbb{F}_2$, then $\text{Tr}_1^m (\alpha) = p^e \text{Tr}_1^2 (\alpha) = 1$, and if $\alpha \in \mathbb{F}_p$, then $\text{Tr}_1^m (\alpha) = 2 \text{Tr}_1^2 (\alpha) = 0$. Hence we should show: $a_e 2p^e + \cdots + a_1 2p + 1 \equiv 2^{p^{-e}} - 2 \pmod{p}$ cannot hold.

Finally let $m = 3p^e$. Now we have to show $a_e 3p^e + \cdots + a_1 3p + a_0 3 + b_e p^e + \cdots + b_1 p + 1 \equiv 2^{3p^{-e}} - 2$. Note that $|H \cap C_3| = 3$, which means $a_0 \in \{0, 1\}$ and therefore the modulo $p$ reduction $a_0 3 + 1 \equiv 2^{3(p^{-1})+1} \equiv 2 \pmod{p}$ cannot hold.

**Remark 3.** If $m = 4k$, then we have exponents $d$ with $\gcd(d, q - 1) = 1$, satisfying $\Theta_d(1) = 0$. The theorem covers all odd $m$ (resp. $m = 2k$, $k$ odd), for $m < 35$ (resp. $m < 30$). We believe that there are exponents $d$ with $\gcd(d, q - 1) = 1$ in larger fields like $\mathbb{F}_{230}$ or $\mathbb{F}_{235}$, satisfying $\Theta_d(1) = 0$, that is, we believe the above theorem is as general as possible.

**Corollary 3.** If

- $d$ is $AB$, or
- $d$ satisfies $\gcd(d, q - 1) = 1$ and $m$ is $p^e$, $2p^e$, or $3p^e$, where $p$ is an odd prime and $e \geq 0$,
then \( \text{Tr} \left( \beta_1 \alpha^{d_1 i} + \beta_2 \alpha^{d_2 i} \right) \) where \( d_1, d_2 \) satisfy \( d_1 d_2^{-1} = d \), does not have perfect autocorrelation.

**Proof.** The second item follows immediately by Theorem 5 and Proposition 2. If \( d \) is AB with \( \Theta_d(1) \neq 0 \) then the result follows from Proposition 2. Now assume \( d \) is AB with \( \Theta_d(1) = 0 \). Then \( |Im(\psi_d)| = |Im(\phi_d)| = 2^{m-1} - 1 \), since \( d \) is AB, and in turn APN. But \( |\text{Ker}(\Theta_d) \setminus \{0, 1\}| = 2^{m-1} - 2 \), and therefore \( Im(\psi_d) \nsubseteq \text{Ker}(\Theta_d) \), since \( |\text{Ker}(\Theta_d)| = 2^{m-1} \) if \( d \) is AB (see for instance [2]). \( \Box \)

**Question 2.** If \( m \) is odd, are there sequences \( \text{Tr} \left( \beta_1 \alpha^{d_1 i} + \beta_2 \alpha^{d_2 i} \right) \) with perfect autocorrelation where \( d_1, d_2 \) satisfy \( d_1 d_2^{-1} = d \), and \( \gcd(d, q-1) = 1 \)?
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1 Introduction and Preliminaries

Let \( \{a_t\} \) and \( \{b_t\} \) be two binary sequences of length \( p \). The cross-correlation function between these two sequences at shift \( \tau \), where \( 0 \leq \tau < p \), is defined by

\[
C(\tau) = \sum_{t=0}^{p-1} (-1)^{a_t + b_{t+\tau}}.
\]

Recently, Ness and Helleseth [1] studied the cross correlation between any \( m \)-sequence \( \{s_t\} \) of length \( p = 2^m - 1 \) and any \( m \)-sequences \( \{u_{dt}\} \) of shorter length \( 2^{m/2} - 1 \), where \( m \) is even and \( \gcd(d, 2^{m/2} - 1) = 1 \). For convenience, \( \{u_t\} \) is selected to be the \( m \)-sequence used in the small Kasami sequence family. The only known families of \( m \)-sequences of these periods giving a two-valued cross correlation are related to the Kasami sequences [2] and are obtained taking \( d = 1 \). Further, families with three-valued cross correlation have been constructed by Ness and Helleseth in [1] and [3]. These results were generalized by Helleseth, Kholosha and Ness [4] who covered all known cases of three-valued cross correlation and conjectured that these were the only existing. The first family with four-valued cross correlation was described in [5].

In this paper, we consider pairs of sequences with at most four-valued cross correlation. We completed a full search for all values of \( m \leq 32 \) and revealed a
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few examples that did not fit into the known families. Except for a single case with \( m = 8 \) and \( d = 7 \), all decimations leading to at most four-valued cross correlation are such that \( m = 2k \) and \( d(2^k + 1) \equiv 2^i \pmod{2^k - 1} \) for some integer \( l \) with \( 0 \leq l < k \) and \( i \geq 0 \). Note that the Kasami case satisfies this general condition on \( d \) taking \( l = 0 \), three-valued cases from [4] are achieved when \( \gcd(l, k) = 1 \), and the four-valued pairs found in [5] hold with \( k = 3t \) and \( l = t \). The main result of this paper is finding the cross-correlation distribution for the above decimations. Moreover, for any given \( \tau \in \{0, 1, \ldots, 2^k - 2\} \) we exactly compute the corresponding cross-correlation value (see Corollary 3). We also conjecture that we have a characterization of all decimations leading to at most four-valued cross correlation of \( m \)-sequences with the described parameters except for a single case.

In the remaining part of this section, we present preliminaries needed to prove our main results. In Sect. 2 we give the distribution of the number of zeros of a particular affine polynomial \( A_a(x) \) and find the zeros. This information is useful when obtaining the cross-correlation values and their distribution. Sect. 3 determines the cross-correlation distribution of our family.

Let \( \text{GF}(q) \) denote a finite field with \( q \) elements and let \( \text{GF}(q)^* = \text{GF}(q) \setminus \{0\} \). The finite field \( \text{GF}(q^l) \) is a subfield of \( \text{GF}(q^m) \) if and only if \( l \) divides \( m \). The trace and norm mappings from \( \text{GF}(q^m) \) to \( \text{GF}(q^l) \) are defined respectively by

\[
\text{Tr}^m_l(x) = \sum_{i=0}^{m/l-1} x^{q^{li}} \quad \text{and} \quad \text{N}^m_l(x) = \prod_{i=0}^{m/l-1} x^{q^{li}}.
\]

In the case when \( l = 1 \), we use the notation \( \text{Tr}_m(x) \) instead of \( \text{Tr}^m_1(x) \).

Let \( m = 2k \) and \( \alpha \) be an element of order \( p = 2^m - 1 \) in \( \text{GF}(2^m) \). Then the \( m \)-sequence \( \{s_t\} \) of length \( p = 2^m - 1 \) can be written in terms of the trace mapping as

\[
s_t = \text{Tr}_m(\alpha^t).
\]

Let \( \beta = \alpha^{2^k + 1} \) be an element of order \( 2^k - 1 \). The sequence \( \{u_t\} \) of length \( 2^k - 1 \) (which is used in the construction of the well known Kasami family) is obtained as

\[
u_t = \text{Tr}_k(\beta^t).
\]

In this paper, we consider the cross correlation between the \( m \)-sequences \( \{s_t\} \) and \( \{v_t\} = \{u_{dt}\} \) at shift \( \tau \) defined by

\[
C_d(\tau) = \sum_{t=0}^{p-1} (-1)^{s_t + v_{t+\tau}},
\]

where \( \gcd(d, 2^k - 1) = 1 \) and \( \tau = 0, 1, \ldots, 2^k - 2 \).

Take any \( a \in \text{GF}(2^k)^* \) and let

\[
S(a) = \sum_{x \in \text{GF}(2^m)} (-1)^{\text{Tr}_m(ax) + \text{Tr}_k(x^{d(2^k + 1)})}.
\]

The following moment identities are known to hold for \( S(a) \).
Lemma 1 ([1]). For any decimation \( d \) with \( \gcd(d, 2^k - 1) = 1 \) the exponential sum \( S(a) \) defined in (1) satisfies the following moment identities

\[
\sum_{a \in \text{GF}(2^k)^*} S(a) = 2^k \\
\sum_{a \in \text{GF}(2^k)^*} S(a)^2 = 2^{2k} (2^k - 1) \\
\sum_{a \in \text{GF}(2^k)^*} S(a)^3 = -2^{4k} + (\lambda + 3)2^{m+k}
\]

where \( \lambda \) is the number of solutions for \( x_1, x_2 \in \text{GF}(2^m)^* \) of the equation system

\[
1 + x_1 + x_2 = 0 \\
1 + x_1^{d(2^k+1)} + x_2^{d(2^k+1)} = 0 .
\]

For the values of \( d \) that we consider it is easy to show that \( \lambda = 2^{\gcd(l,k)} - 2 \).

2 The Affine Polynomial \( A_a(x) \)

In this section, we consider zeros in \( \text{GF}(2^k) \) of the affine polynomial

\[
A_a(x) = a x_1^{2^i} x_2^{2^{2i}} + x_1^{2^i} + ax + c ,
\]

where \( a \in \text{GF}(2^k) \) and \( c \in \text{GF}(2^e) \), where \( e = \gcd(l, k) \). Some additional conditions on the parameters will be imposed later. The distribution of zeros in \( \text{GF}(2^k) \) of (2) will determine to a large extent the distribution of our cross-correlation function. It is clear that \( A_a(x) \) does not have multiple roots if \( a \neq 0 \). Zeros of the linearized homogeneous part of \( A_a(x) \) were previously studied in [6,7]. Some results needed here will be cited from [7].

Let \( k = ne \) for some \( n \) and introduce a particular sequence of polynomials over \( \text{GF}(2^k) \) that will play a crucial role when finding zeros of (2). For any \( u \in \text{GF}(2^k) \) denote \( u_i = u^{2^i} \) for \( i = 0, \ldots, n - 1 \) so \( A_a(x) = a x_1 x_2 + x_1 + a_0 x_0 + c \). Let

\[
B_1(x) = 1 , \\
B_2(x) = 1 , \\
B_{i+2}(x) = B_{i+1}(x) + x B_i(x) \quad \text{for} \quad 1 \leq i \leq n - 1 .
\]

Observe the following recursive identity that can be seen as an equivalent definition of \( B_i(x) \) and which was proved in [7]

\[
B_{i+2}(x) = B_{i+1}(x) + x B_i^{2^{2i}}(x) \quad \text{for} \quad 1 \leq i \leq n - 1 .
\]

We also define polynomials \( Z_n(x) \) over \( \text{GF}(2^k) \) as \( Z_1(x) = 1 \) and

\[
Z_n(x) = B_{n+1}(x) + x B_{n-1}^{2^i}(x)
\]

for \( n > 1 \). The following lemma describes zeros of \( B_n(x) \) in \( \text{GF}(2^k) \).
Proposition 1. Take any \( v \in GF(2^{ne}) \setminus GF(2^e) \) with \( n > 1 \) and let
\[
V = \frac{v_0^{2l+1}}{(v_0 + v_1)^{2l+1}}.
\] (6)

Then
\[
B_n(V) = \frac{\text{Tr}_e(v_0)}{(v_1 + v_2)} \prod_{j=2}^{n-1} \left( \frac{v_0}{v_0 + v_1} \right)^{2jl}.
\]

If \( n \) is odd (respectively, \( n \) is even) then the total number of distinct zeros of \( B_n(x) \) in \( GF(2^{ne}) \) is equal to \( \frac{2^{(n-1)e+1}}{2e-1} \) (respectively, \( \frac{2^{(n-1)e+2^e}}{2e-1} \)). All zeros have the form of \( \Box \) with \( \text{Tr}_e(v_0) = 0 \) and occur with multiplicity \( 2^l \). Moreover, polynomial \( B_n(x) \) splits in \( GF(2^{ne}) \) if and only if \( e = l \) or \( n < 4 \).

Proof. Most of the proof is completed in [7, Lemma 1] and the remaining part follows. In particular, it was shown that
\[
B_l(V) = \sum_{i=1}^{2l} v_j \prod_{j=2}^{l-1} \left( \frac{v_0}{v_0 + v_1} \right)^{2jl}
\]
for \( 2 \leq i \leq n+1 \) and that \( B_n(x) \) splits in \( GF(2^{nl}) \) and zeros of \( B_n(x) \) in \( GF(2^{ne}) \) are exactly the elements obtained by (6) using \( w_0 \in GF(2^{nl}) \setminus GF(2^l) \) with \( \text{Tr}_l(w_0) = 0 \) that result in \( V \in GF(2^{ne}) \).

It also follows from the proof of [7, Proposition 4] that polynomial \( f_b(y) = y^{2l+1} + by + b \) with \( b \in GF(2^{ne})^* \) has exactly \( 2^e + 1 \) zeros in \( GF(2^{ne}) \) if and only if \( b^{-1} \) has the form of \( \Box \) with \( \text{Tr}_e(v_0) = 0 \). Take any \( V \in GF(2^{ne}) \) obtained by (6) using \( w_0 \in GF(2^{nl}) \setminus GF(2^l) \) with \( \text{Tr}_l(w_0) = 0 \). Then \( f_{V^{-1}}(y) \) splits in \( GF(2^{nl}) \) and, by [6, Corollary 7.2], this is equivalent to \( f_{V^{-1}}(y) \) having \( 2^e + 1 \) zeros in \( GF(2^{ne}) \). Thus, there exists some \( v_0 \in GF(2^{ne}) \setminus GF(2^e) \) with \( \text{Tr}_e(v_0) = 0 \) that gives this \( V \) using (6).

\[ \Box \]

Corollary 1. If \( n \) is odd (respectively, \( n \) is even) then the total number of distinct zeros of \( Z_n(x) \) in \( GF(2^{ne}) \) is equal to \( \frac{2^{(n+1)e+2^e}}{2e-1} \) (respectively, \( \frac{2^{(n+1)e+2^e}}{2e-1} \)). All zeros have the form of \( \Box \) and occur with multiplicity one. Moreover, polynomial \( Z_n(x) \) splits in \( GF(2^{ne}) \) if and only if \( e = l \) or \( n = 1 \).

Proof. Most of the proof is completed in [7, Corollary 1] and the remaining part follows.

In particular, it was shown that \( Z_n(x) \) splits in \( GF(2^{nl}) \) and zeros of \( Z_n(x) \) in \( GF(2^{ne}) \) are exactly the elements obtained by (6) using \( w_0 \in GF(2^{nl}) \setminus GF(2^l) \) that result in \( V \in GF(2^{ne}) \). It also follows from the proof of [7, Propositions 3, 4] that polynomial \( f_b(y) = y^{2l+1} + by + b \) with \( b \in GF(2^{ne})^* \) has exactly one or \( 2^e + 1 \) zeros in \( GF(2^{ne}) \) if and only if \( b^{-1} \) has the form of (6). Take any \( V \in GF(2^{ne}) \) obtained by (6) using \( w_0 \in GF(2^{nl}) \setminus GF(2^l) \). Then \( f_{V^{-1}}(y) \) has exactly one or \( 2^l + 1 \) zeros \( GF(2^{nl}) \) and, by [6, Corollaries 7.2, 7.3], this is equivalent to \( f_{V^{-1}}(y) \) having one or \( 2^e + 1 \) zeros in \( GF(2^{ne}) \) respectively. Thus, there exists some \( v_0 \in GF(2^{ne}) \setminus GF(2^e) \) that gives this \( V \) using (6). \[ \Box \]
Corollary 2. For any $V \in \mathbb{GF}(2^{ne})$ having the form of \( \mathbb{G} \) with $n > 2$ and $\operatorname{Tr}_{e}^{ne}(v_{0}) \neq 0$ we have
\[
\operatorname{Tr}_{e}^{ne}\left(\frac{B_{n-1}^{2}(V)}{B_{n+1}^{2}(V)}\right) = 0 = \operatorname{Tr}_{e}^{ne}\left(\frac{B_{n-1}^{2}(V)B_{n+1}(V)}{B_{n+1}^{2}(V)}\right),
\]
where the second identity holds if and only if $n$ is odd.

Proof. Using (7), it can be verified directly that
\[
\frac{B_{n-1}^{2}(V)}{B_{n+1}^{2}(V)} = N_{e}^{ne}\left(1 + \frac{v_{1}}{v_{0}}\right)\frac{v_{1}\sum_{j=2}^{n}v_{j}}{\operatorname{Tr}_{e}^{ne}(v_{0})^{2}} \quad \text{and} \quad \frac{B_{n-1}^{2}(V)B_{n+1}(V)}{B_{n+1}^{2}(V)} = \frac{v_{1}^{2}}{\operatorname{Tr}_{e}^{ne}(v_{0})^{2}} + 1
\]
for any $V \in \mathbb{GF}(2^{ne})$ having the form of \( \mathbb{G} \) and $n > 2$. Now note that
\[
\operatorname{Tr}_{e}^{ne}\left(v_{1}\sum_{j=2}^{n}v_{j}\right) = \operatorname{Tr}_{e}^{ne}\left(v_{1}\operatorname{Tr}_{e}^{ne}(v_{0}) + v_{1}^{2}\right) = \operatorname{Tr}_{e}^{ne}(v_{0})^{2} + \operatorname{Tr}_{e}^{ne}(v_{0})^{2} = 0.
\]
The second trace is obviously equal 0 if $n$ is odd and is equal 1 if $n$ is even.  

Lemma 2. Assume $A_{a}(x)$ has a zero in $\mathbb{GF}(2^{k})$. Take $v_{0}$ being any zero of $A_{a}(x)$ in $\mathbb{GF}(2^{k})$. Then for any zero $v$ of $A_{a}(x)$ in $\mathbb{GF}(2^{k})$ holds
\[
\operatorname{Tr}_{k}(v) = \operatorname{Tr}_{k}(v_{0}).
\]

Proof. The trace identity follows by observing that any zero of $A_{a}(v)$ is obtained as a sum of $v_{0}$ and a zero of its homogeneous part $a^{2^{l}}x^{2^{2l}} + x^{2^{l}} + ax$. To prove the identity it therefore suffices to show that $\operatorname{Tr}_{k}(v_{1}) = 0$ for any $v_{1}$ with $a^{2^{l}}v_{1}^{2^{2l}} + v_{1}^{2} + av_{1} = 0$. This follows from
\[
\operatorname{Tr}_{k}(v_{1}) = \operatorname{Tr}_{k}(v_{1}^{2^{l}+1}) = \operatorname{Tr}_{k}(v_{1}^{2^{l}+2^{l}}) = \operatorname{Tr}_{k}(a^{2^{l}}v_{1}^{2^{2l}+2^{l}} + av_{1}^{2^{l}+1}) = 0,
\]

as claimed.

We will need the following result that can be obtained combining Theorems 5.6 and 6.4 in [6].

Theorem 1 ([6]). Take polynomials over $\mathbb{GF}(2^{k})$
\[
f(x) = x^{2^{l}+1} + b^{2}x + b^{2} \quad \text{and} \quad g(x) = b^{-1}f(bx^{2^{l}-1}) = b^{2^{l}}x^{2^{2l}-1} + b^{2}x^{2^{l}-1} + b
\]
with $b \neq 0$ and $\gcd(l, k) = e$. Then exactly one of the following holds
(i) $f(x)$ has none or two zeros in $\mathbb{GF}(2^{k})$ and $g(x)$ has none zeros in $\mathbb{GF}(2^{k})$;
(ii) $f(x)$ has one zero in $\mathbb{GF}(2^{k})$, $g(x)$ has $2^{e} - 1$ zeros in $\mathbb{GF}(2^{k})$ and each rational root $\delta$ of $g(x)$ satisfies $\operatorname{Tr}_{e}^{k}(b^{-1}\delta-(2^{e}+1)) \neq 0$;
(iii) $f(x)$ has $2^e + 1$ zeros in $\text{GF}(2^k)$ and $g(x)$ has $2^{2e} - 1$ zeros in $\text{GF}(2^k)$.

Let $N_i$ denote the number of $b \in \text{GF}(2^k)^*$ such that $g(x) = 0$ has exactly $i$ roots in $\text{GF}(2^k)$. Then the following distribution holds for $k/e$ odd (respectively, $k/e$ even)

$$
N_0 = \frac{2^{k+2e} - 2^{k+e} - 2^k + 1}{2^e - 1}, \quad (\text{resp.} \frac{2^{k+2e} - 2^{k+e} - 2^k - 2^{2e} + 2 + 1}{2^e - 1}),
$$

$$
N_{2^e - 1} = \frac{2^{k-e} - 1}{2^{e-1}} \quad (\text{resp.} \frac{2^{k-e} + 2^e}{2^{e-1}}),
$$

$$
N_{2^e - 1} = \frac{2^{k-e} - 1}{2^{e-1}} \quad (\text{resp.} \frac{2^{k-e} + 2^e}{2^{e-1}}).
$$

Note 1. Let

$$M_i = \{a \mid a \neq 0, A_a(x) \text{ has exactly } i \text{ zeros in } \text{GF}(2^k)\} .$$

Obviously, either $A_a(x)$ has no zeros in $\text{GF}(2^k)$ or it has exactly the same number of zeros as its linearized homogeneous part that is

$$l_a(x) = a_1 x^{2^i} + x^{2^i} + a_0 x .$$

The zeros in $\text{GF}(2^k)$ of $l_a(x)$ form a vector subspace over $\text{GF}(2^e)$ and thus, the number of zeros can be equal to $1, 2^e, 2^{2e}, \ldots, 2^{2l}$ (we will see that, in fact, $l_a(x)$ can not have more than $2^{2e}$ zeros). Assume $a \neq 0$, then dividing $l_a(x)$ by $a_0 a_1 x$ (we remove one zero $x = 0$) and then substituting $x$ with $a_0^{-1} x$ leads to $a_1^{-1} x^{2^2l - 1} + a_1^{-2} x^{2^2l - 1} + a_1^{-1}$ which has the form of polynomial $g(x)$ from Theorem 1 taking $b = a_1^{-1}$ (note a 1-to-1 correspondence between $a$ and $b$). Thus, $l_a(x)$ has either $1$, $2^e$ or $2^{2e}$ zeros in $\text{GF}(2^k)$ and $|M_i| \leq N_{i-1}$ for $i \in \{1, 2^e, 2^{2e}\}$. The equality would hold if we prove that $A_a(x)$ always has a zero in $\text{GF}(2^k)$.

Proposition 2. For any $a \in \text{GF}(2^{ne})^*$, polynomial $A_a(x)\text{ has exactly one zero in } \text{GF}(2^{ne})$ if and only if $Z_n(a) \neq 0$. Moreover, this zero is equal to $V_a = cB_n(a)/Z_n(a)$ and $\text{Tr}_{ne}(V_a) = \text{Tr}_e(nc)$. Also if $n$ is odd (resp. $n$ is even) then

$$|M_1| = \frac{2^{k+2e} - 2^{k+e} - 2^k + 1}{2^e - 1} \quad (\text{resp.} \frac{2^{k+2e} - 2^{k+e} - 2^k - 2^{2e} + 2^e + 1}{2^e - 1}).$$

Proof. If $n = 1$ then the proof is obvious, so we further assume $n > 1$ and start with proving that $cB_n(a)/Z_n(a)$ indeed is a zero of $A_a(x)$ if $Z_n(a) \neq 0$. First, for any $v \in \text{GF}(2^{ne})$, using both recursive definitions of $B_n(x)$

$$Z_n^2(v) \begin{cases} \begin{align*}
&= B_{n+1}(v) + v_1 B_{n-1}^2(v) \\
&= B_n^2(v) + v_0 B_{n-1}^2(v) + v_1 B_{n-1}^2(v) \\
&= B_{n+1}(v) + v_0 B_{n-1}^2(v) \\
&= Z_n(v)
\end{align*} \end{cases}$$
and thus, \( Z_n(v) \in \text{GF}(2^l) \). Since \( \text{GF}(2^{ne}) \cap \text{GF}(2^l) = \text{GF}(2^e) \), we have \( Z_n(v) \in \text{GF}(2^e) \). Therefore,

\[
A_a(V_a) = \frac{c}{Z_n(a)} \left( a_1 B_{n}^{2li}(a) + B_n^{2li}(a) + a_0 B_n(a) + Z_n(a) \right)
\]

for \( c \neq 0 \),

\[
\frac{c}{Z_n(a)} \left( a_1 B_{n-1}^{2li}(a) + a_1 a_0 B_{n-2}^{2li}(a) + B_n^{2li}(a) + a_0 B_n(a) + Z_n(a) \right)
\]

is necessarily such that \( a \in \mu_B \) and for each zero of this type \( B \) such that \( c \neq 0 \) and take any \( a \), we have exactly one root in \( \text{GF}(2^e) \).

Therefore, since \( c \) and \( Z_n(v) \) are both in \( \text{GF}(2^e) \), then

\[
\text{Tr}_{ne}(B_n(v) + Z_n(v)) = \text{Tr}_{ne} \left( B_n(v) + B_{n+1}(v) + v_0 B_{n-1}^{2li}(v) \right)
\]

for \( v \in \text{GF}(2^{ne}) \).

This completes the proof.

**Proposition 3.** Let \( n \) be odd and take any \( a \in \text{GF}(2^{ne})^* \). Then polynomial \( A_a(x) \) has exactly \( 2^e \) zeros in \( \text{GF}(2^{ne}) \) if and only if \( Z_n(a) = 0 \) and \( B_n(a) \neq 0 \). Moreover, these zeros are the following

\[
v_{\mu} = c \sum_{i=0}^{n-1} \frac{B_{n-1}^{2(2i+1)}}{B_n^{2(2i+1)+22i-1}(a)} + \mu B_n(a)
\]

with \( \mu \in \text{GF}(2^e) \) and for each zero of this type \( \text{Tr}_{ne}(v_{\mu}) = 0 \). Also \( |M_{2^e}| = 2^{k-e} - 1 \).
Proof. First, we consider \(l_a(x)\) defined in (8) that is the linearized homogeneous part of \(A_a(x)\), and prove that it has exactly \(2^e\) zeros in \(\mathbb{GF}(2^{ne})\) if and only if \(Z_n(a) = 0\) and \(B_n(a) \neq 0\). We quote the following fact that can be found in the proof of [7, Proposition 3]. Namely, polynomial \(f_b(y) = y^{2^l+1} + by + b\) with \(b \in \mathbb{GF}(2^{ne})^*\) has exactly one zero in \(\mathbb{GF}(2^{ne})\) if and only if \(b^{-1}\) has the form of (6) with \(\text{Tr}_{e}^{ne}(v_0) \neq 0\).

By Note 1 and Theorem 1[[1]], \(l_a(x)\) has exactly \(2^e\) zeros in \(\mathbb{GF}(2^{ne})\) if and only if \(f_{a^{-1}}(y)\) (as well as \(f_{a^{-2^l+1}}(y))\) has exactly one zero in \(\mathbb{GF}(2^{ne})\) and, by the fact cited above, this is equivalent to \(a\) having the form of (6) with \(\text{Tr}_{e}^{ne}(v_0) \neq 0\). Then it remains to apply Proposition 1 and Corollary 1[[1]]

If \(A_a(x)\) has exactly \(2^e\) zeros in \(\mathbb{GF}(2^{ne})\) then the same holds for its homogeneous part \(l_a(x)\) and we already proved that in this case, \(Z_n(a) = 0\) and \(B_n(a) \neq 0\). Now we have to find a particular solution of \(A_a(x) = 0\) assuming \(Z_n(a) = 0\) and \(B_n(a) \neq 0\). Then, by (9),

\[
a_1B_n^{2^l}(a) + B_n^{2^l}(a) + a_0B_n(a) = 0
\]

which means that all \(2^e\) distinct elements \(\mu B_n(a) \in \mathbb{GF}(2^{ne})\) for \(\mu \in \mathbb{GF}(2^e)\) are zeros of \(l_a(x)\) (since \(\mathbb{GF}(2^{ne}) \cap \mathbb{GF}(2^l) = \mathbb{GF}(2^e)\)).

The remaining calculations are technical and are placed in Appendix A. The identity for \(|M_{2^e}|\) follows from Theorem 1[[1]]

\[\Box\]

**Proposition 4.** Take any \(a \in \mathbb{GF}(2^{ne})^*\). Then polynomial \(l_a(x)\) from (8) has exactly \(2^e\) zeros in \(\mathbb{GF}(2^{ne})\) if and only if \(B_n(a) = 0\).

**Proof.** We quote the following fact that can be found in the proof of [7, Proposition 4]. Namely, polynomial \(f_b(y) = y^{2^l+1} + by + b\) with \(b \in \mathbb{GF}(2^{ne})^*\) has exactly \(2^e + 1\) zeros in \(\mathbb{GF}(2^{ne})\) if and only if \(b^{-1}\) has the form of (6) with \(\text{Tr}_{e}^{ne}(v_0) = 0\).

By Note 1 and Theorem 1[[1]], \(l_a(x)\) has exactly \(2^e\) zeros in \(\mathbb{GF}(2^{ne})\) if and only if \(f_{a^{-1}}(y)\) (as well as \(f_{a^{-2^l+1}}(y))\) has exactly \(2^e + 1\) zeros in \(\mathbb{GF}(2^{ne})\) and, by the fact cited above, this is equivalent to \(a\) having the form of (6) with \(\text{Tr}_{e}^{ne}(v_0) = 0\). Then it remains to apply Proposition 1[[1]]

\[\Box\]

### 3 Three- and Four-Valued Cross Correlation

In this section, we prove our main result. First, we consider the exponential sum denoted \(S_0(a)\) that to some extent is determined by the following proposition.

**Proposition 5.** Take integers \(l\) and \(k\) with \(0 \leq l < k\) such that \(k/e\) is odd, where \(e = \gcd(l, k)\). For any \(a \in \mathbb{GF}(2^k)\) define

\[
S_0(a) = \sum_{y \in \mathbb{GF}(2^{2k})} (-1)^{\text{Tr}_{2k}(ay^{2^l+1})+\text{Tr}_{k}(y^{2^l+1})},
\]

Then

\[
S_0(a) = 2^k \sum_{v \in \mathbb{GF}(2^k), A_v(a)=0} (-1)^{\text{Tr}_k\left(a(l/e+1)c^{-2}v^{2^{l+1}+v}\right)},
\]

(12)
where \( A_a(x) \) comes from (2) with \( c^{-1} = \delta + \delta^{-1} \in GF(2^e) \) for \( \delta \) being a primitive \((2^e + 1)\)th root of unity over \( GF(2) \), and \( Tr_e(c) = 1 \). Moreover, \( S_0(a)^2 \) taken for all \( a \in GF(2^k)^* \) has the following distribution for \( l/e \) even:

\[
\begin{align*}
0 & \quad \text{occurs } 2^{k-e} - 1 \quad \text{times} \\
2^{2k} & \quad \text{occurs } \frac{2^{k+2e}-2^{k+e}-2^k+1}{2^{2e}-1} \quad \text{times} \\
2^{2(k+e)} & \quad \text{occurs } \frac{2^{k-e}-1}{2^{2e}-1} \quad \text{times} .
\end{align*}
\]

**Proof.** Let \( \delta \) be a primitive \((2^e + 1)\)th root of unity over \( GF(2) \). Then any element in \( GF(2^{2k}) \) can be written uniquely as \( y = u + \delta v \) with \( u, v \in GF(2^k) \). This easily follows from the fact that \( \delta \in GF(2^{2e}) \setminus GF(2^e) \) and noting that \( GF(2^k) \cap GF(2^{2e}) = GF(2^e) \) since \( k/e \) is odd.

Denote \( \overline{y} = y^{2^k} \) and \( c^{-1} = \delta + \delta^{-1} \in GF(2^e) \subset GF(2^l) \), then we obtain

\[
y^{2^l} + \overline{y}^{2^l} + (u + \delta v)^2^{2^l} + v^{2^{l+1}} + (\delta^{2^l} + \delta v^{2^l})uv^{2^l} + (\delta + \delta^{2^l})u^2 \equiv (\delta + \delta^{-1})(uv^{2^l} + u^2) + (l/e + 1)(\delta^2 + \delta^{-2})v^{2^l+1}.
\]

and further

\[
y^{2^k} + (u + \delta v)^{2^k} \\
= u^{2^k} + v^{2^k} + v^2 u + uv^{2^k} \delta^{2^k} + v^{2^k+1} \\
= u^2 + (\delta + \delta^{-1})uv + v^2.
\]

Hence, we get

\[
S_0(a) = \sum_{y \in GF(2^{2k})} (-1)^{Tr_k}\left(a(y^{2^l+1} + \overline{y}^{2^l+1} + y^{2^k+1})\right) \\
= \sum_{u, v \in GF(2^k)} (-1)^{Tr_k}\left(a\left(c^{-1}(uv^{2^l} + u^{2^l}v) + (l/e+1)c^{-2}v^{2^l+1}\right) + u^2 + c^{-1}uv + v^2\right) \\
= \sum_{v \in GF(2^k)} (-1)^{Tr_k}\left(a(l/e+1)c^{-2}v^{2^l+1} + v\right) \\
\times \sum_{u \in GF(2^k)} (-1)^{Tr_k}\left(u^{2^l}c^{-1}(a^{2^l}v^{2^l} + u^{2^l} + av + c)\right) \\
= 2^k \sum_{v \in GF(2^k), A_a(v)=0} (-1)^{Tr_k}\left(a(l/e+1)c^{-2}v^{2^l+1} + v\right),
\]

where \( A_a(x) = a^{2^l}x^{2^l} + x^{2^l} + ax + c \) and \( c^{-1} = \delta + \delta^{-1} \).

Consider equation \( x^2 + c^{-1}x = 1 \) that has two roots \( \delta \) and \( \delta^{-1} \) which are elements in \( GF(2^{2e}) \) but not in \( GF(2^e) \). Letting \( x = c^{-1}y \) we get \( y^2 + y = c^2 \)
that has two solutions \( c\delta \) and \( c\delta^{-1} \) which do not belong to \( \text{GF}(2^e) \). Thus, 
\[ \text{Tr}_c(c^2) = \text{Tr}_c(c) = 1. \]

Define function \( \chi(x) = (-1)^{\text{Tr}_{2k}(ax^{2^l+1}+\text{Tr}_k(x^{2^{k+1}}))} \) on \( \text{GF}(2^{2k}) \) and linearized polynomial \( L_a(x) = x^{2^l}x^{2^2} + x^{2^{k+1}} + ax \). Note that for any \( u, v \in \text{GF}(2^{2k}) \) with \( L_a(u) = L_a(v) = 0 \) we have

\[
\chi(u + v) = \chi(u)\chi(v)(-1)^{\text{Tr}_{2k}(a(uv^{2^l}+u^{2^l}v)) + \text{Tr}_k(uv^{2^k}+u^{2^k}v)} = \chi(u)\chi(v).
\]

Therefore, \( \chi(x) \) defines homomorphism on the set of zeros of \( L_a(x) \) and, thus, since \( L_a(x) \) is a linearized polynomial, \( \chi(x) \) is either identically 1 or is balanced on this set. Now we can compute

\[
S_0(a)^2 = \sum_{x,y \in \text{GF}(2^{2k})} (-1)^{\text{Tr}_{2k}(a(x^{2^l+1}+y^{2^l+1}))+\text{Tr}_k(x^{2^{k+1}}+y^{2^{k+1}})}
= \sum_{y,v \in \text{GF}(2^{2k})} (-1)^{\text{Tr}_{2k}(a((v+y)^{2^l+1}+y^{2^l+1})) + \text{Tr}_k((v+y)^{2^{k+1}}+y^{2^{k+1}})}
= \sum_{y,v \in \text{GF}(2^{2k})} (-1)^{\text{Tr}_{2k}(a(vy^{2^l}+v^{2^l}y+y^{2^l+1})+vy^{2^k}) + \text{Tr}_k(v^{2^{k+1}})}
= \sum_{v \in \text{GF}(2^{2k})} (-1)^{\text{Tr}_{2k}(av^{2^l+1}) + \text{Tr}_k(v^{2^{k+1}})} \sum_{y \in \text{GF}(2^{2k})} (-1)^{\text{Tr}_{2k}(y^{2^l}L_a(v))}
= 2^{2k} \sum_{v \in \text{GF}(2^{2k}), L_a(v) = 0} \chi(v) = 2^{2k} \# \{ v \in \text{GF}(2^{2k}) \mid L_a(v) = 0 \} \quad \text{or} \quad 0.
\]

Now recall that \( a \in \text{GF}(2^k) \) and, thus, \( L_a(x) = x^{2^{k+1}}x^{2^{2(k+1)}} + x^{2^{k+1}} + ax \) is similar to \( l_a(x) \) from \( \mathbb{S} \). By Note \( \mathbb{L} \) \( L_a(x) \) has either 1, \( 2^e \) or \( 2^{2e} \) zeros in \( \text{GF}(2^{2k}) \) if \( l/e \) is even because

\[
gcd(k + l, 2k) = e \gcd(k/e + l/e, 2k/e) = e \gcd(k/e + l/e, k/e) = e
\]
since \( k/e \) is odd.

Now we show that \( L_a(x) \) can not have \( 2^e \) zeros in \( \text{GF}(2^{2k}) \) if \( l/e \) is even. This obviously holds for \( a = 0 \). Take \( a \neq 0 \) and assume the opposite. Then there exists some \( \nu \in \text{GF}(2^{2k})^* \) with \( L_a(\nu) = 0 \) and all zeros of \( L_a(x) \) are exactly \( \{ \mu \nu \mid \mu \in \text{GF}(2^e) \} \). Note that \( L_a(\nu^{2^k}) = L_a(\nu)^{2^k} = 0 \) since \( a \in \text{GF}(2^k) \) and, thus, \( \nu^{2^{k-1}} \in \text{GF}(2^e) \). Take \( \xi \) being a primitive element of \( \text{GF}(2^{2k}) \) and assume \( \nu = \xi^i \). Then \( \nu^{2^{k-1}} \in \text{GF}(2^e) \) if and only if \( 2^{2k} - 1 \) divides \( i(2^{k-1})(2^e - 1) \) which is equivalent to \( 2^k + 1 \) divide \( i(2^e - 1) \) and, further, to \( 2^k + 1 \) divide \( i \) since \( \gcd(2^k + 1, 2^e - 1) = 1 \) if \( k/e \) is odd. Therefore, \( \nu \in \text{GF}(2^{2k})^* \). Taking any \( \delta \neq 0 \) it can be checked directly that \( L_a(a^{-1}\delta) = 0 \) if and only if \( G(\delta) = 0 \), where
\( G(x) = b^2 x^{2(k+1)} + b^2 x^{2^k + 1} + b \) and \( b = a^{-2^{k+1}} \). Note that \( G(x) \) has the form of polynomial \( g(x) \) from Theorem 1. Thus, \( G(x) \) has \( 2^e \) zeros in \( \text{GF}(2^k) \) with \( aV \) being one of them and, by the trace condition from Theorem 1, \( \text{Tr}^e (a^2^{k+1} (aV)^{(2^{k+1}+1)}) \neq 0 \) which is wrong.

Finally, we prove the value distribution of \( S_0(a)^2 \). By (12), \( S_0(a)^2 = 2^{2k} \) if and only if \( A_a(x) \) has just one zero in \( \text{GF}(2^k) \). Therefore, by Proposition 2, \( S_0(a)^2 \) is equal to \( 2^{2k} \) for \( |M_1| = \frac{2^{k+2e} - 2^{k+e} - 2^{k+1}}{2^n - 1} \) values of \( a \). If \( l/e \) is even then suppose \( \text{Tr}^e (x) = 0 \) then, by Proposition 2, \( S_0(a)^2 = 0 \).

**Corollary 3.** Under the conditions of Proposition 2, let \( n = k/e \). Then the distribution of \( S_0(a) \) for \( l/e \) being even is as follows:

\[
\begin{align*}
-2^k (-1)^{\text{Tr}_k (aB_n(a)^{2l+1}/Z_0(a)^2)} & \quad \text{if} \quad Z_n(a) \neq 0 \\
0 & \quad \text{if} \quad Z_n(a) = 0 \quad \text{and} \quad B_n(a) \neq 0 \\
\pm 2^{k+e} & \quad \text{if} \quad B_n(a) = 0.
\end{align*}
\]

**Proof.** If \( Z_n(a) \neq 0 \) then, by Proposition 2, \( A_a(x) \) has exactly one zero in \( \text{GF}(2^k) \) that is equal to \( V_a = cB_n(a)/Z_n(a) \) and \( \text{Tr}_k (V_a) = \text{Tr}_e (c) = 1 \) since \( n \) is odd. Further,

\[
\text{Tr}_k \left( ac^{-2} V_a^{2l+1} \right) = \text{Tr}_k \left( \frac{aB_n(a)^{2l+1}}{Z_n(a)^2} \right)
\]

since \( c, Z_n(a) \in \text{GF}(2^e) \) as proved in Proposition 2.

Further, assume \( Z_n(a) = 0 \) and \( B_n(a) \neq 0 \). By Proposition 1 and Corollary 1, there exists some \( v \in \text{GF}(2^{ne}) \setminus \text{GF}(2^e) \) with \( \text{Tr}_e^e (v) \neq 0 \) such that \( a = v_0^{2l+1}/(v_0 + v_1)^{2l+1} \). Using Proposition 1, we obtain

\[
aB_n(a)^{2l+1} = N_e \left( \frac{v_0}{v_0 + v_1} \right)^2 \frac{\text{Tr}_e^e (v_0)^2}{v_1^2}.
\]

Note that \( \text{Tr}_e^e (v) = \text{Tr}_l^l (v) \) and \( N_e^e (v) = N_l^l (v) \) if \( v \in \text{GF}(2^{ne}) \).

By Proposition 3, \( A_a(x) \) has exactly \( 2^e \) zeros in \( \text{GF}(2^k) \) that have particular form \( v_\mu \) corresponding to every \( \mu \in \text{GF}(2^e) \) and \( \text{Tr}_k (v_\mu) = 0 \). Checking the trace calculations in the proof of Proposition 3 (see Appendix A), it is easy to see that

\[
\text{Tr}_e^e (V B_n(a)) = \text{Tr}_e^e \left( \frac{B_{n-1}(a) B_{n+1}(a)}{B_n^{2l+1}(a)} \right)
\]

\[
= N_e \left( \frac{v_0}{v_0 + v_1} \right) \text{Tr}_e^e \left( \frac{(v_1 + \text{Tr}_e^e (v_0))^3}{\text{Tr}_e^e (v_0)^2 v_1} \right)
\]

\[
= N_e \left( \frac{v_0}{v_0 + v_1} \right) \left( 1 + \text{Tr}_e^e (v_0) \text{Tr}_e^e (v_0^{-1}) \right),
\]

where \( V = c^{-1} (v_\mu + \mu B_n(a)) \). Now it is quite technical to show that
\[
\sum_{\mu \in \text{GF}(2^r)} (-1)^{\text{Tr}_k (a c^{-2} v^{i+1} + v_\mu)} = 0
\]

(see Appendix B for the details).

From Proposition 5 we know that the number of \( a \in \text{GF}(2^k)^* \) for which \( S_0(a) = 0 \) is equal to \( 2^{k-e} - 1 \) which is equal to \(|M_{2e}|\) from Proposition 3. Thus, \( S_0(a) = 0 \) only if \( Z_n(a) = 0 \) and \( B_n(a) \neq 0 \).

Finally, if \( B_n(a) = 0 \) then, by Proposition A, \( A_a(x) \) has either none or \( 2^{2e} \) zeros in \( \text{GF}(2^k) \) and, thus, \( S_0(a) = \pm 2^{k+e} \) since zero is impossible and \( \pm 2^k \) occurs if and only if \( A_a(x) \) has exactly one zero. \( \square \)

Using the trace representation, Ness and Helleseth [1] showed that the set of values of \( C_d(\tau) + 1 \) for \( \tau = 0, 1, \ldots, 2^k - 2 \) is equal to the set of values of \( S(a) \) defined in (1) taking \( a \in \text{GF}(2^k)^* \). Lemma 1 and Proposition 5 allow to determine the distribution of \( S(a) \) completely.

**Theorem 2.** Let \( m = 2k \) and \( d(2^l + 1) \equiv 2^i \pmod{2^k - 1} \) for some integer \( l \) with \( 0 \leq l < k \) and \( i \geq 0 \). Then the exponential sum \( S(a) \) defined in (1) for \( a \in \text{GF}(2^k)^* \) (and \( C_d(\tau) + 1 \) for \( \tau = 0, 1, \ldots, 2^k - 2 \)) have the following distribution:

- \(-2^{k+e}\) occurs \( \frac{2^{k-e} - 1}{2^{e} - 1} \) times
- \(-2^k\) occurs \( \frac{(2^{k-1})(2^{e} - 1)}{2^{e} - 1} \) times
- \(0\) occurs \( \frac{2^{k-e} - 1}{2^{e} + 1} \) times
- \(2^k\) occurs \( \frac{(2^{k+1})2^{e-1}}{2^{e} + 1} \) times

where \( e = \gcd(l, k) \).

**Proof.** If \( l = 0 \) we assume \( e = k \). Now note that conditions of the theorem allow \( k/e \) to be odd only. Indeed, suppose \( k/e \) is even then \( \gcd(2^l + 1, 2^k - 1) = 2^e + 1 \) and, thus, \( 2^e + 1 \) divides \( 2^i \) which is impossible. Further, note that \( d(2^l + 1) \equiv 2^i \pmod{2^k - 1} \) conditioned by the theorem, holds if and only if \( d(2^{k-l} + 1) \equiv 2^{i+k-l} \pmod{2^k - 1} \) meaning that \( l \) can be substituted by \( k-l \). Now suppose that \( \gcd(2^l + 1, 2^{2k} - 1) = 1 \) which holds if and only if \( v_2(l) = v_2(k) \) (since we know already that \( v_2(l) = v_2(k) \)). Obviously, \( \max\{v_2(l), v_2(k-l)\} = v_2(k) \) since if \( v_2(l) = v_2(k) \) then \( v_2(k-l) = v_2(k) + 1 \). Thus, we can assume that \( \gcd(2^l + 1, 2^{2k} - 1) = 1 \). The latter is equivalent to \( l/e \) being even.

Finding the distribution of the cross-correlation function \( C_d(\tau) + 1 \) is equivalent to computing the distribution of \( S(a) \) defined in (1) for \( a \in \text{GF}(2^k)^* \). Since \( \gcd(2^l + 1, 2^{2k} - 1) = 1 \), substituting \( x = y^{2^{l+1}} \) in the expression for \( S(a) \) and since \( d(2^l + 1)(2^k + 1) \equiv 2^i(2^{k+1}) \pmod{2^m - 1} \), we are led to

\[
S(a) = \sum_{y \in \text{GF}(2^m)} (-1)^{\text{Tr}_m (ay^{2^{l+1}} + \text{Tr}_k (y^{2^{k+1}})} = S_0(a)
\]

where \( S_0(a) \) comes from Proposition 5.

Suppose \( S_0(a) \) takes on value \( 2^k \) totally \( r \) times, the value \(-2^k \) is taken on \( s \) times, the value \( 2^{k+e} \) occurs \( t \) times and \(-2^{k+e} \) occurs \( z \) times. From the
distribution of $S_0(a)^2$ proven in Proposition 5 we get $r + s = \frac{2^{k+2e}-2^{k^2}+2^k+1}{2^{2k-1}}$ and $t + z = \frac{2^{k-e}}{2^{2e-1}}$. Taking the simple sum and the sum-of-cubes identities from Lemma 1 we get

\[ 2^k(r - s) + 2^{k+e}(t - z) = 2^k \]

\[ 2^{3k}(r - s) + 2^{3(k+e)}(t - z) = -2^{4k} + (2^e + 1)2^{3k}. \]

Solving this system of four equations for four unknowns gives the claimed distribution. \(\square\)

As noted above in the proof, from the conditions of Theorem 2 it follows that $k/e$ is odd. Thus, the condition for $k$ to be odd can safely be removed from Theorem 2 in [4], where particular case of $e = 1$ is considered. Also note that if $e = 1$ then the cross correlation is three-valued since the value $-2^k$ is not taken on. If $l = 0$ then the cross correlation is two-valued since the values $0$ and $-2^{k+e}$ are not taken on, which gives the Kasami case where $d = 1$. Also note that the value of $C_d(\tau)$ and $S(a)$ can be found directly using Corollary 3 which is usually a much more difficult task than finding the value distribution.

Conjecture 1. Except for the case when $m = 8$ and $d = 7$, all decimations leading to at most four-valued cross correlation between two $m$-sequences of different lengths $2^m - 1$ and $2^k - 1$, where $m = 2k$, are described in Theorem 2.

4 Conclusions

We have identified pairs of $m$-sequences having different lengths $2^{2k} - 1$ and $2^k - 1$ with at most four-valued cross correlation and we have completely determined the cross-correlation distribution. In these pairs, decimation $d$ is taken such that $d(2^l + 1) \equiv 2^i \pmod{2^k - 1}$ for some integer $l$ with $0 \leq l < k$ and $i \geq 0$. Our results cover the two-valued Kasami case where $d = 1$ and all three-valued decimations found in [4]. Conjectured is that we have a characterization of all decimations leading to at most four-valued cross correlation of $m$-sequences with the described parameters except for a single, seemingly degenerate, case.
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A Remaining Proof of Proposition 3

By Corollary \[1\] \( a \) has the form of \[3\] and, by Proposition \[1\], \( \text{Tr}^n_e(v_0) \neq 0 \). Using these facts and assuming that \( n \) is odd (note that the latter assumption is involved only at this stage), we compute

\[
A_a \left( c \sum_{i=0}^{n-1} \frac{B_{2^{(2i+1)}l}^2(a)}{B_{2^{(2i+1)}l+2^{2li}}^2(a)} \right) = c a_1 B_{2^{2li}}^2(a) \sum_{i=1}^{n-1} \frac{B_{n-1}^{2(2i+1)l}(a)}{B_{n-1}^{2(2i+1)l+2^{2li}}(a)}
\]

\[
+ c a_1 B_{2^{2li}}^2(a) \cdot \frac{B_{n-1}^{2(2i)l}(a)}{B_{n-1}^{2(2i)l+2^{2li}}(a)} + c B_{2^{2li}}^2(a) \sum_{i=1}^{n-1} \frac{B_{n-1}^{2(2i+1)l}(a)}{B_{n}^{2(2i+1)l+2^{2li}}(a)} + c
\]

\[
c B_{2^{2li}}^2(a) \sum_{i=0}^{n-1} \frac{B_{n-1}^{2(2i+1)l}(a)}{B_{n-1}^{2(2i+1)l+2^{2li}}(a)} + c B_{2^{2li}}^2(a) \sum_{i=1}^{n-1} \frac{B_{n-1}^{2(2i)l}(a)}{B_{n}^{2(2i)l+2^{2li}}(a)} + c
\]

\[
= c B_{2^{2li}}^2(a) \cdot \left( \frac{B_{n-1}^{2(l-1)l}(a)}{B_{n}^{2(l-1)l}(a)} \right) + c a_0 B_{n-1}^{2l}(a) + (a_0 B_{n-1}^2(a))^{2l} + c
\]

\[
= c \frac{(a_{n-1} B_{n-1}^2(a))^{2l} + B_{n-1}^2(a)}{B_{n}^2(a)} + c
\]

where \((*)\) holds by Corollary \[2\] (since the value under the trace function is an element of GF(\( 2^{\text{ne}} \))) and since \( B_{n+1}(a) = a_0 B_{n-1}^2(a) \) resulting from \[5\] if \( Z_n(a) = 0 \).

Finally, to prove the trace identity for \( v_k \) first note that, by \[10\], \( \text{Tr}^n_e(B_n(a) + Z_n(a)) = \text{Tr}^n_e(B_n(a)) = 0 \) if \( Z_n(a) = 0 \). Further,

\[
\text{Tr}^n_e \left( \sum_{i=0}^{n-1} \frac{B_{n-1}^{2(2i+1)l}(a)}{B_{n-1}^{2(2i+1)l+2^{2li}}(a)} \right) = \sum_{j=0}^{n-1} \sum_{i=0}^{n-1} \frac{B_{n-1}^{2(2i+j)l}(a) B_{n}^{2(2i+j+1)l}(a)}{B_{n}^{2(2i+j+1)l+2^{2li}}(a)}
\]
\[
= \sum_{j=0}^{n-1} \frac{B_{n-1}^{2(j+1)l}(a) \sum_{i=0}^{\frac{n-1}{2}} B_{n}^{2i(2j+1)l}(a)}{B_{n}^{2(j+1)l+2i}(a)} = \text{Tr}_e^{ne} \left( \frac{B_{n-1}^{2l}(a) \sum_{i=0}^{\frac{n-1}{2}} B_{n}^{2i(2j+1)l}(a)}{B_{n}^{2l+1}(a)} \right)
\]

\[
\text{Tr}_e^{ne} \left( \frac{B_{n}^{2l}(a) \sum_{i=0}^{\frac{n-1}{2}} B_{n}^{2i}(a) + B_{n}^{2i}(a)}{B_{n}^{2l+1}(a)} \right) = \text{Tr}_e^{ne} \left( \frac{B_{n-1}^{2l}(a)(\text{Tr}_e^{ne}(B_{n+1}(a)) + B_{n+1}(a))}{B_{n}^{2l+1}(a)} \right) = \text{Tr}_e^{ne} (B_{n+1}(a)) \text{Tr}_e^{ne} \left( \frac{B_{n}^{2l}(a)B_{n+1}(a)}{B_{n}^{2l+1}(a)} \right) + \text{Tr}_e^{ne} \left( \frac{B_{n-1}^{2l}(a)B_{n+1}(a)}{B_{n}^{2l+1}(a)} \right) = 0 ,
\]

where the latest identity follows by Corollary 2 (note that \(\text{Tr}_e^{ne}(v) = \text{Tr}_i^{nl}(v)\) if \(v \in \text{GF}(2^{ne})\)).

**B Remaining Proof of Corollary 3**

We can compute

\[
\text{Tr}_k \left( a^{-2}v_{\mu}^{2l+1} \right)
= \text{Tr}_k \left( a\nu^{2l+1} + ac^{-1}\mu\nu^{2l}B_n(a) + ac^{-1}\mu\nu B_n^{2l}(a) + ac^{-2}\mu^2 B_n^{2l+1}(a) \right)
\]

\[
= \text{Tr}_k \left( a\nu^{2l+1} + c^{-1}\mu\nu^{2l}B_n^{2l}(a) + ac^{-2}\mu^2 B_n^{2l+1}(a) \right)
\]

\[
= \text{Tr}_k \left( a\nu^{2l+1} + c^{-1}\mu\nu B_n(a) + c^{-2}\mu^2 N_{\nu}^{ne} \left( \frac{v_0}{v_0 + v_1} \right)^2 \text{Tr}_e^{ne}(v_0)^2v_1^{-2} \right)
\]

\[
= \text{Tr}_k \left( a\nu^{2l+1} \right) + \text{Tr}_e \left( c^{-1}\mu N_{\nu}^{ne} \left( \frac{v_0}{v_0 + v_1} \right) \left( 1 + \text{Tr}_e^{ne}(v_0)\text{Tr}_e^{ne}(v_0^{-1}) \right) \right.
\]

\[
+ c^{-1}\mu N_{\nu}^{ne} \left( \frac{v_0}{v_0 + v_1} \right) \text{Tr}_e^{ne} \left( \text{Tr}_e^{ne}(v_0)v_1^{-1} \right) \left( 1 + \text{Tr}_e^{ne}(v_0)\text{Tr}_e^{ne}(v_0^{-1}) \right) \right) = \text{Tr}_k \left( a\nu^{2l+1} \right) + \text{Tr}_e \left( c^{-1}\mu N_{\nu}^{ne} \left( \frac{v_0}{v_0 + v_1} \right) \right) .
\]

Thus,

\[
\sum_{\mu \in \text{GF}(2^n)} (-1)^{\text{Tr}_k \left( a^{-2}v_{\mu}^{2l+1} + v_{\mu} \right)} = (-1)^{\text{Tr}_k \left( a\nu^{2l+1} \right)} \sum_{\mu \in \text{GF}(2^n)} (-1)^{\text{Tr}_e \left( c^{-1}\mu N_{\nu}^{ne} \left( \frac{v_0}{v_0 + v_1} \right) \right)} = 0 .
\]
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1 Introduction

CDMA systems provide several users with simultaneous access to the full channel bandwidth by assigning a unique sequence from a sequence family to each user. In order to distinguish each user and minimize interference due to competition and simultaneous traffic across the channel, the sequence family must have as low maximal correlation as possible. Nevertheless, the maximal correlation is subjected to the limitation of some theoretical bounds, for example the Welch and Sidelnikov bounds. The Welch bound states that for a family of sequences of period \( N \), the maximal value of cross correlations and out-of-phase autocorrelations (usually refer to maximal nontrivial correlation value \( R_{\text{max}} \)), is lower bounded by \( \sqrt{N} \) approximately.

The well-known Kasami sequence is the first optimal family of binary sequence with respect to the Welch bound, consisting of \( 2^{n/2} \) sequences of period \( 2^n - 1 \), whose \( R_{\text{max}} \) is lower bounded by \( 2^{n/2} + 1 \), for any even integer \( n \). In 1996, by employing interleaved maximal length sequences over \( \mathbb{Z}_4 \), Udaya and Siddiqi
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constructed a family of $2^{n-1}$ binary sequences of period $2(2^n - 1)$ satisfying the Welch bound on maximum out of phase correlations [7]. Compared with the Kasami sequences, US sequences have almost the same maximal nontrivial correlation value, more precisely $R_{\text{max}} = 2^{n/2} + 2$, but offer much more sequences.

Later in [4], by the Gray map of the optimal Family $A$ of maximal length sequences over $\mathbb{Z}_4$, Helleseth and Kumar defined Kerdock sequences $Q(2)$, comprised of $2^n$ sequences of period $2(2^n - 1)$ having $R_{\text{max}} = 2^{n/2} + 2$. In fact, Kerdock sequences $Q(2)$ turn out to be the Kerdock code punctured in two coordinates in cyclic form given by Nechaev [6], which includes US sequences as a subset. Recently aiming at doubling the size of US sequences, Tang, Udaya, and Fan obtained Kerdock sequences from a distinct technique [8]. However, the correlation distribution of Kerdock sequences is still open problem.

Most recently, Johansen, Helleseth, and Tang studied the correlation distribution of sequences of period $2(2^n - 1)$ over $\mathbb{Z}_4$ [5]. During this study, the authors developed some results for determining the correlation distribution of sequences in Family $A$. Thanks to one result (c.f. Lemma 2 in this paper), we are able to completely determine the correlation distribution of the binary Kerdock sequences using connections between the correlation of binary and quaternary sequences under the Gray map.

2 Preliminaries

The Galois ring $\mathbb{R} = \mathbb{GR}(4, n)$ with $4^n$ elements is the Galois extension of degree $n$ over $\mathbb{Z}_4$. $\mathbb{R}$ is a commutative ring having the maximal ideal $2\mathbb{R}$. Let $\mu : \mathbb{R} \leftarrow \mathbb{R}/(2\mathbb{R})$ be the mod-2 reduction map given by

$$\mu(x) = x + 2\mathbb{R}, \ x \in \mathbb{R}.$$ 

Clearly, $\mu(\mathbb{R}) = \mathbb{R}/(2\mathbb{R}) \cong \mathbb{F}_{2^n}$, where $\mathbb{F}_{2^n}$ is the finite field with $2^n$ elements.

As a multiplicative group, the units $\mathbb{R}^*$ in $\mathbb{R}$ has a cyclic group $G_C$ of order $2^n - 1$. Let $\beta$ be a generator of the cyclic group $G_C$, i.e.,

$$G_C = \{1, \beta, \beta^2, \ldots, \beta^{2^n-2}\}.$$

Then $\alpha = \mu(\beta)$ is a primitive root of $\mathbb{F}_{2^n}$. The set $T = G_C \cup \{0\}$ is called the Teichmuller set, which is isomorphic to the finite field $\mathbb{F}_2^n$.

The trace function $Tr_1^n(\cdot)$ maps elements of $\mathbb{R}$ to $\mathbb{Z}_4$, defined as

$$Tr_1^n(x) = \sum_{i=0}^{n}(\sigma(x))^i,$$

where $\sigma(\cdot)$ is the automorphisms of $\mathbb{R}$ given by:

$$\sigma(a + 2b) = a^2 + 2b^2 \ f o r \ a, b \in \mathbb{R}.$$ 

Let $tr(\cdot)$ denote the analogous trace function over $\mathbb{F}_{2^n}$, defined by:

$$tr_1^n(x) = \sum_{i=0}^{n-1} x^{2^i}.$$
A. Correlation Function

Let \( a = (a(t), 0 \leq t < L) \) and \( b = (b(t), 0 \leq t < L) \) be two sequences over \( \mathbb{Z}_N \). The correlation function between the sequences \( a \) and \( b \) at shift \( 0 \leq \tau < L \) is defined by

\[
R_{a,b}(\tau) = \sum_{t=0}^{L-1} \omega^{a(t+\tau) - b(t)}, 0 \leq \tau < N
\]

where \( \omega \) is a primitive complex \( N \)th root of unity.

Specifically, in this paper there are two types of sequences: binary sequences and quaternary sequences. They are corresponding to different \( \omega \) in (1), i.e., \( \omega = -1 \) for binary sequences, and \( \omega = \sqrt{-1} \) for quaternary sequences.

B. Gray Map

For arbitrary element \( x = 2x_1 + x_2 \) in \( \mathbb{Z}_4 \), \( x_1, x_2 \in \mathbb{Z}_2 \), the Gray map \( \phi : \mathbb{Z}_4 \rightarrow \mathbb{Z}_2 \times \mathbb{Z}_2 \) is given by \( \phi(x) = (x_1, x_1 + x_2 \pmod{2}) \), i.e.,

\[
0 \rightarrow 00, \ 1 \rightarrow 01, \ 2 \rightarrow 11, \ 3 \rightarrow 10.
\]

If defining \( \pi(x) = x_1 \) and \( \nu(x) = x_1 + x_2 \pmod{2} \), the Gray map can be described by the two maps \( \pi \) and \( \nu \), i.e., \( \phi(x) = (\pi(x), \nu(x)) \). In particular, it is easy to see that

\[
\pi(x + 1) = x_1 + x_2 \pmod{2}, \ \nu(x + 1) = x_1 + 1 \pmod{2},
\]

\[
\pi(x + 3) = x_1 + x_2 + 1 \pmod{2}, \ \nu(x + 3) = x_1 \pmod{2}.
\]

Applying the Gray map to all entries of the sequence \( (a(0), \ldots, a(L-1)) \), we naturally obtain the Gray map sequence \( \phi_a = (\phi_a(t), 0 \leq t < 2L) \) of length \( 2L \) respectively, where

\[
\phi_a(t) = \begin{cases} 
\pi(a(t_1)), & t = 2t_1 \\
\nu(a(t_1)), & t = 2t_1 + 1.
\end{cases}
\]

When \( L \) is odd, it is more convenient to use the modified Gray map sequence \( \varphi_a = (\varphi_a(t), 0 \leq t < 2L) \) proposed by Nechaev \[6\], which is equivalent to the Gray map sequence via a permutation of coordinates, and is defined by

\[
\varphi_a(t) = \begin{cases} 
\pi(a(t_1)), & t = 2t_1 \\
\nu(a(t_1 + \frac{L+1}{2})), & t = 2t_1 + 1.
\end{cases}
\]

The following lemma establishes the connection between the correlation of quaternary sequences and the correlation of their (modified) Gray map sequence.

**Lemma 1** \[4\]. Let \( (a(0), \ldots, a(L-1)) \) and \( (b(0), \ldots, b(L-1)) \) be two quaternary sequences of length \( L \). Then,

\[
\sum_{t=0}^{2L-1} (-1)^{\phi(a(t))+\phi(b(t))} = 2 \cdot \Re \left( \sum_{t=0}^{L-1} \omega^{a(t)-b(t)} \right),
\]

where \( \Re \) denotes the real part of a complex number.
where \( \Re(x) \) denotes the real part of complex-valued variable \( x \). Specifically, when \( L \) is odd,
\[
2^{L-1} \sum_{t=0}^{2L-1} (-1)^{\varphi(a(t)) + \varphi(b(t))} = 2 \cdot \Re(\sum_{t=0}^{L-1} \omega^{a(t) - b(t)}).
\]

3 Correlation Distribution of Family \( \mathcal{A} \)

Throughout this paper let \( n \) be an odd integer and \( \{\eta_0, \eta_1, \cdots, \eta_{2^n-1}\} \) an enumeration of the elements in \( T \), satisfying \( \eta_{i+2^n-1} = 1 + \eta_i \mod 2 \), \( 0 \leq i < 2^n-1 \), and
\[
\Tr^{n}_1(\eta_i) = \begin{cases} 
0 \mod 2, & 0 \leq i < 2^n-1 \\
1 \mod 2, & 2^n-1 \leq i < 2^n.
\end{cases}
\]

The well-known sequence Family \( \mathcal{A} \) is defined in [1].

**Definition 1 ([1]).** The sequence Family \( \mathcal{A} = \{a_i, i = 0, 1, \cdots, 2^n\} \) of length \( 2^n - 1 \) is defined by
\[
a_i(t) = \begin{cases} 
\Tr^{n}_1((1 + 2\eta_i)\beta^t), & 0 \leq i < 2^n \\
2\Tr^{n}_1(\beta^t), & i = 2^n.
\end{cases}
\]

In this paper, we will focus on a smaller set comprised of the first \( 2^n \) sequences. For convenience, we still call it Family \( \mathcal{A} \), i.e., \( \mathcal{A} = \{a_i, i = 0, 1, \cdots, 2^n - 1\} \).

Let \( \mathcal{A}_1 = \{a_i, i = 0, \cdots, 2^n-1 - 1\} \) and \( \mathcal{A}_2 = \{a_i, i = 2^n-1, \cdots, 2^n - 1\} \). Specifically, we are interested in the correlation distribution between \( \mathcal{A}_i \) and \( \mathcal{A}_j \), \( 1 \leq i, j \leq 2 \), which is crucial to derive our main result on the correlation distribution of the family of Kerdock sequences. First of all, consider the correlation function between \( a_i \in \mathcal{A} \) and \( a_j \in \mathcal{A} \) at the shift \( \tau \) as
\[
R_{i,j}(\tau) = \sum_{t=0}^{2^n-2} \omega^{\Tr^{n}_1((1+2\eta_i)\beta^{t+\tau}-(1+2\eta_j))\beta^t}.
\]

Define \( \theta_\tau = (1 + 2\eta_i)\beta^{\tau} - (1 + 2\eta_j) = b_\tau + 2c_\tau, b_\tau, c_\tau \in T \). If \( b_\tau = 0 \), which implies \( \tau = 0 \), then \( R_{i,j}(\tau) = -1 \) when \( c_\tau \neq 0 \) (that is \( i \neq j \)) and \( R_{i,j}(\tau) = 2^n - 1 \) when \( c_\tau = 0 \) (that is \( i = j \)). Otherwise let \( U_\tau = \frac{c_\tau}{b_\tau} \in T \), the correlation function then becomes
\[
R_{i,j}(\tau) = \sum_{t=0}^{2^n-2} \omega^{\Tr^{n}_1((1+2U_\tau)\beta^t)}.
\]

Next, the following lemma is important to determine the distribution of \( U_\tau \) when \( a_i, a_j \) range over \( \mathcal{A}_1 \) or \( \mathcal{A}_2 \).

**Lemma 2 ([5]).** Let \( 0 < \tau < 2^n-1 \). Then for any \( c \in T \) the number of solutions \( \eta_i, \eta_j \) satisfying \( U_\tau = c \) is \( 2^{n-2} \) if \( i \) runs from \( 2^{n-1}\delta_1 \) to \( 2^{n-1}(1 + \delta_1) - 1 \), and \( j \) runs from \( 2^{n-1}\delta_2 \) to \( 2^{n-1}(1 + \delta_2) - 1 \), respectively, where \( \delta_1, \delta_2 \in \{0, 1\} \).
On the other hand, the correlation sum $\Delta(c) = \sum_{i=0}^{2^n-2} \omega^{Tr_i^n((1+2c)\beta^i)}$ has the following weight distribution.

**Lemma 3 ([1], Theorem 5).** As $c$ is varying over $\mathcal{T}$, the correlation sum $\Delta(c)$ assumes values as

$$
\Delta(c) = \left\{
\begin{array}{ll}
-1 + 2^n, & 2^{n-1} \text{ times} \\
-1 + 2^{n-1} + 2^{\frac{n-1}{2}} \omega, 2^{n-2} + 2^{\frac{n-3}{2}} \text{ times} \\
-1 + 2^{\frac{n-1}{2}} - 2^{\frac{n-1}{4}} \omega, 2^{n-2} + 2^{\frac{n-3}{2}} \text{ times} \\
-1 - 2^{\frac{n-1}{2}} + 2^{\frac{n-1}{4}} \omega, 2^{n-2} - 2^{\frac{n-3}{2}} \text{ times} \\
-1 - 2^{\frac{n-1}{2}} - 2^{\frac{n-1}{4}} \omega, 2^{n-2} - 2^{\frac{n-3}{2}} \text{ times}.
\end{array}
\right.
$$

Combining Lemma 2 and 3 we therefore have the following correlation distribution between the sequences in $\mathcal{A}_1$ and $\mathcal{A}_2$.

**Theorem 4.** The correlation distribution of Family $\mathcal{A}_1$ and $\mathcal{A}_2$ are as follows:

1. for $0 \leq i, j < 2^{n-1}$ or $2^{n-1} \leq i, j < 2^n$,

$$
R_{i,j}(\tau) = \left\{
\begin{array}{ll}
-1 + 2^n, & 2^{n-1} \text{ times} \\
-1, & 2^n(2^{n-1}-1) \text{ times} \\
-1 + 2^{n-1} + 2^{\frac{n-1}{2}} \omega, 2^{n-2}(2^n-2)(2^{n-2} + 2^{\frac{n-3}{2}}) \text{ times} \\
-1 + 2^{\frac{n-1}{2}} - 2^{\frac{n-1}{4}} \omega, 2^{n-2}(2^n-2)(2^{n-2} + 2^{\frac{n-3}{2}}) \text{ times} \\
-1 - 2^{\frac{n-1}{2}} + 2^{\frac{n-1}{4}} \omega, 2^{n-2}(2^n-2)(2^{n-2} - 2^{\frac{n-3}{2}}) \text{ times} \\
-1 - 2^{\frac{n-1}{2}} - 2^{\frac{n-1}{4}} \omega, 2^{n-2}(2^n-2)(2^{n-2} - 2^{\frac{n-3}{2}}) \text{ times}.
\end{array}
\right.
$$

2. for $0 \leq i < 2^{n-1} \leq j < 2^n$ or $0 \leq j < 2^{n-1} \leq i < 2^n$,

$$
R_{i,j}(\tau) = \left\{
\begin{array}{ll}
-1, & 2^{2n-2} \text{ times} \\
-1 + 2^{\frac{n-1}{2}} + 2^{\frac{n-1}{4}} \omega, 2^{n-2}(2^n-2)(2^{n-2} + 2^{\frac{n-3}{2}}) \text{ times} \\
-1 + 2^{\frac{n-1}{4}} - 2^{\frac{n-1}{8}} \omega, 2^{n-2}(2^n-2)(2^{n-2} + 2^{\frac{n-3}{2}}) \text{ times} \\
-1 - 2^{\frac{n-1}{2}} + 2^{\frac{n-1}{4}} \omega, 2^{n-2}(2^n-2)(2^{n-2} - 2^{\frac{n-3}{2}}) \text{ times} \\
-1 - 2^{\frac{n-1}{2}} - 2^{\frac{n-1}{4}} \omega, 2^{n-2}(2^n-2)(2^{n-2} - 2^{\frac{n-3}{2}}) \text{ times}.
\end{array}
\right.
$$

In particular, $R_{i,j}(\tau) = 2^n - 1$ if and only if $\tau = 0$ and $i = j$, and $R_{i,j}(\tau) = -1$ if and only if $\tau = 0$ and $i \neq j$.

## 4 Correlation Distribution of Kerdock Sequences

The following 2-adic expression of the quaternary sequences in trace form is helpful to obtain the counterparts of the sequences in Family $\mathcal{A}$ under the Gray maps.

**Lemma 5 ([3]).** Assuming that $\eta \in \mathcal{T}$, the 2-adic representation of $a(t) = Tr_1^n((1 + 2\eta)\beta^i)$, i.e., $a(t) = 2b(t) + c(t)$, is given by

$$
b(t) = tr_1^n(\alpha^t),
$$

$$
c(t) = tr_1^n(\zeta\alpha^t) + p(\alpha^t)
$$

where $\zeta = \mu(\eta)$ and $p(x) = \sum_{l=1}^{n-1} tr_1^n(x^{2^l+1})$. 

Let $\zeta_i = \mu(\eta_i)$, $0 \leq i < 2^n$. Obviously, $\zeta_{i+2^{n-1}} = 1 + \zeta_i$, $0 \leq i < 2^{n-1}$. Applying the modified Gray map to the sequences in $\{a_0, \cdots, a_{2^{n-1}-1}\}$, and doubling the size by the technique proposed in [4] and [8], we obtain the binary family of Kerdock sequences $\mathcal{V}$.

**Definition 2.** The binary Family $\mathcal{V}$ of sequences $\{v_i, i = 0, 1, \cdots, 2^n - 1\}$ of length $2(2^n - 1)$ is defined as

$$v_i(t) = \begin{cases} tr^n(\zeta_i \alpha^{t1}) + p(\alpha^{t1}), & t = 2t_1 \\ tr^n((1 + \zeta_i)\alpha^{t1+2^{n-1}}) + p(\alpha^{t1+2^{n-1}}), & t = 2t_1 + 1, \end{cases}$$

(7)

$$v_i(t) = \begin{cases} tr^n(\zeta_{i-2^{n-1}} \alpha^{t1}) + p(\alpha^{t1}) + 1, & t = 2t_1 \\ tr^n((1 + \zeta_{i-2^{n-1}})\alpha^{t1+2^{n-1}}) + p(\alpha^{t1+2^{n-1}}), & t = 2t_1 + 1. \end{cases}$$

(8)

**Remark 1.** When $2^{n-1} \leq i < 2^n$, the sequence $v_i$ could be viewed as the modified Gray map sequence of $a_i + 3 = (a_i(t) + 3 = Tr^n((1+2\eta_i)\beta^t) + 3, 0 \leq t < 2^n)$. From (4), the Gray map of $a_i(t) + 3 = (\pi(a_i(t) + 3), \nu(a_i(t) + 3))$ where

$$\pi(a_i(t) + 3) = tr^n(\zeta_i \alpha^{t1}) + p(\alpha^{t1}) + tr^n(\zeta_i \alpha^{t1}) + 1,$$

$$\nu(a_i(t) + 3) = tr^n(\zeta_i \alpha^{t1}) + p(\alpha^{t1}).$$

Hence, the expression of the modified Gray map sequence in (8) follows from the fact that $\zeta_i = 1 + \zeta_{i-2^{n-1}}, 2^{n-1} \leq i < 2^n$.

This connection was firstly observed in [4].

We have the following main result on the correlation distribution of Kerdock sequences family.

**Theorem 6.** Family $\mathcal{V}$ has the following correlation distribution:

$$R_{i,j}(\tau) = \begin{cases} -2 + 2^{n+1}, & 2^n \text{ times} \\ 0, & 2^{2n} \text{ times} \\ -2, & 3 \cdot 2^{2n-2} - 2^n \text{ times} \\ 2, & 2^{2n-2} \text{ times} \\ -2 + \frac{2^{n+1}}{2}, & 3 \cdot 2^{n-1}(2^n - 2)(2^{n-2} + 2^{\frac{n-3}{2}}) \text{ times} \\ -2 - \frac{2^{n+1}}{2}, & 3 \cdot 2^{n-1}(2^n - 2)(2^{n-2} - 2^{\frac{n-3}{2}}) \text{ times} \\ 2 - \frac{2^{n+1}}{2}, & 2^{n-1}(2^n - 2)(2^{n-2} + 2^{\frac{n-3}{2}}) \text{ times} \\ 2 + \frac{2^{n+1}}{2}, & 2^{n-1}(2^n - 2)(2^{n-2} - 2^{\frac{n-3}{2}}) \text{ times} \\ 2^{\frac{n+1}{2}}, & 22^{n-1}(2^n - 2) \text{ times} \\ -2^{\frac{n+1}{2}}, & 22^{n-1}(2^n - 2) \text{ times} \end{cases}$$

To prove Theorem 6 we need the following lemma.

**Lemma 7.** Let $0 \leq \tau = 2\tau_1 + \tau_2 < 2(2^n - 1)$ where $0 \leq \tau_1 < 2^{n}-1$ and $\tau_2 = 0, 1$. Then
1. for $\tau = 2\tau_1$,

$$v_i(t + \tau) = \begin{cases} \varphi(a_i(t + \tau_1)), & 0 \leq i < 2^{n-1} \\ \varphi(a_i(t + \tau) + 3), & 2^{n-1} \leq i < 2^n \end{cases}$$

2. for $\tau = 2\tau_1 + 1$,

$$v_i(t + \tau) = \begin{cases} \varphi(a_{i+2^{n-1}}(t + \tau_1 + 2^{n-1})) & 0 \leq i < 2^{n-1} \\ \varphi(a_{i-2^{n-1}}(t + \tau_1 + 2^{n-1}) + 1), & 2^{n-1} \leq i < 2^n \end{cases}$$

**Proof:** According to Lemma [5] and the definition of the modified Gray map, the case of $\tau = 2\tau_1$ is straightforward. Hereafter we only prove the result for $\tau = 2\tau_1 + 1$.

When $0 \leq i < 2^{n-1}$, $a_{i+2^{n-1}}(t + \tau_1 + 2^{n-1}) = Tr^n(1 + 2\eta_{i+2^{n-1}})\beta^{t+\tau_1+2^{n-1}}$.

Applying Lemma [5], we have

$$\varphi(a_{i+2^{n-1}}(t + \tau_1 + 2^{n-1})) = \begin{cases} tr^n(\zeta_{i+2^{n-1}}\alpha^{t_1+\tau_1+2^{n-1}}) + p(\alpha^{t_1+\tau_1+2^{n-1}}), & t = 2t_1 \\ tr^n((1 + \zeta_{i+2^{n-1}})\alpha^{t_1+\tau_1+2^n}) + p(\alpha^{t_1+\tau_1+2^n}), & t = 2t_1 + 1 \end{cases}$$

$$= \begin{cases} tr^n((1 + \zeta_i)\alpha^{t_1+\tau_1+2^{n-1}}) + p(\alpha^{t_1+\tau_1+2^{n-1}}), & t = 2t_1 \\ tr^n(\zeta_i\alpha^{t_1+\tau_1+1}) + p(\alpha^{t_1+\tau_1+1}), & t = 2t_1 + 1 \end{cases}$$

$$= v_i(t + \tau),$$

where we make use of the fact that $\zeta_{i+2^{n-1}} = 1 + \zeta_i, 0 \leq i < 2^{n-1}$.

When $2^n \leq i < 2^n$, then

$$a_{i-2^{n-1}}(t + \tau_1 + 2^{n-1}) + 1 = Tr^n(1 + 2\eta_{i-2^{n-1}})\beta^{t+\tau_1+2^{n-1}} + 1.$$}

Applying Lemma [5] and (4) to $a_{i-2^{n-1}} + 1$, we now have

$$\varphi(a_{i-2^{n-1}}(t + \tau_1 + 2^{n-1}) + 1) = \begin{cases} tr^n(\zeta_{i-2^{n-1}}\alpha^{t_1+\tau_1+2^{n-1}}) + p(\alpha^{t_1+\tau_1+2^{n-1}}) + tr^n(\alpha^{t_1+\tau_1+2^{n-1}}), & t = 2t_1 \\ tr^n((1 + \zeta_{i-2^{n-1}})\alpha^{t_1+\tau_1+2^n}) + p(\alpha^{t_1+\tau_1+2^n}) + 1, & t = 2t_1 + 1 \end{cases}$$

$$= \begin{cases} tr^n((1 + \zeta_{i-2^{n-1}})\alpha^{t_1+\tau_1+2^{n-1}}) + p(\alpha^{t_1+\tau_1+2^{n-1}}), & t = 2t_1 \\ tr^n(\zeta_{i-2^{n-1}}\alpha^{t_1+\tau_1+1}) + p(\alpha^{t_1+\tau_1+1}) + 1, & t = 2t_1 + 1 \end{cases}$$

$$= v_i(t + \tau).$$

**Proof of Theorem [6]** We investigate the following 7 cases for computing the correlation function:

**Case 1.** $0 \leq i = j < 2^n$ and $\tau = 0$.

This is trivial case, $R_{i,i}(0) = 2(2^n - 1)$.

**Case 2.** $0 \leq i \neq j < 2^n$ or $2^n \leq i \neq j < 2^n$ and $\tau = 0$.

In this case,

$$R_{i,j}(\tau) = 2(\sum_{x \in F_{2^n}} (-1)^x\tau^n(\zeta_i + \zeta_j)x - 1)$$

$$= -2,$$
where \( \zeta_{i-2n^{-1}} + \zeta_{j-2n^{-1}} = \zeta_i + \zeta_j, 2^{n-1} \leq i, j < 2^n \), come from the fact that
\( \zeta_i = 1 + \zeta_{i-2n^{-1}} \) and \( \zeta_j = 1 + \zeta_{j-2n^{-1}} \).

Case 3. \( 0 \leq i < 2^{n-1} \leq j < 2^n \) or \( 0 \leq i < 2^{n-1} \leq j < 2^n \) and \( \tau = 0 \).

For this case,
\[
R_{i,j}(\tau) = -\sum_{x \in \mathbb{F}_{2^n}} (-1)^{tr_2^\mathbb{F}_2((\zeta_i + \zeta_j)x)} - 1 + \sum_{x \in \mathbb{F}_{2^n}} (-1)^{tr_2^\mathbb{F}_2((\zeta_i + \zeta_j)x)} - 1 = 0,
\]
where we also use the fact that \( \zeta_i = 1 + \zeta_{i-2n^{-1}} \) for \( 2^{n-1} \leq i < 2^n \), or \( \zeta_j = 1 + \zeta_{j-2n^{-1}} \) for \( 2^{n-1} \leq j < 2^n \).

Case 4. \( 0 \leq i, j < 2^{n-1} \) and \( \tau \neq 0 \).

From Lemma 1 and Lemma 7 it holds that
\[
R_{i,j}(\tau) = \sum_{t=0}^{2^{n+1}-3} (-1)^{v_i(t+\tau)+v_j(t)} = \begin{cases} 2 \cdot R_1(\sum_{t=0}^{2^{n-2}} \omega^{2n-2} - a_j(t)), & \tau = 2\tau_1 \\ 2 \cdot R_1(\sum_{t=0}^{2^{n-2}} \omega^{2n-2} - a_j(t)), & \tau = 2\tau_1 + 1. \end{cases}
\]

As a direct consequence of Theorem 4, when \( \tau = 2\tau_1 \) we have
\[
R_{i,j}(\tau) = \begin{cases} -2 + 2^{n+1}, 2^{n-1}(2^n - 2)(2^{n-2} + 2^{n-3}) \text{ (times)} \\ -2 - 2^{n+1}, 2^{n-1}(2^n - 2)(2^{n-2} - 2^{n-3}) \text{ (times)} \end{cases}
\]
as \( \tau_1 \) ranges over \( 0 < \tau_1 < 2^n - 1 \) and \( i, j \) vary from 0 to \( 2^{n-1} - 1 \), respectively.

If \( \tau = 2\tau_1 + 1 = 2^n - 1 \), then \( R_{i,j}(\tau) = -2 \), which occurs \( 2^{n-2} \) times.

Otherwise from Theorem 4 the other correlation distribution is
\[
R_{i,j}(\tau) = \begin{cases} -2 + 2^{n+1}, 2^{n-1}(2^n - 2)(2^{n-2} + 2^{n-3}) \text{ (times)} \\ -2 - 2^{n+1}, 2^{n-1}(2^n - 2)(2^{n-2} - 2^{n-3}) \text{ (times)} \end{cases}
\]
as \( \tau_1 \neq 2^{n-1} - 1 \) varies from 0 to \( 2^n - 2 \), and \( i, j \) ranges from 0 to \( 2^{n-1} \), respectively.

Case 5. \( 2^{n-1} \leq i, j < 2^n \) and \( \tau \neq 0 \).

Then,
\[
R_{i,j}(\tau) = \begin{cases} R_{i-2n^{-1},j-2n^{-1}}(\tau), & \tau = 2\tau_1 \\ -R_{i-2n^{-1},j-2n^{-1}}(\tau), & \tau = 2\tau_1 + 1. \end{cases}
\]

Hence, it is immediate from case 4 that the correlation distribution is
\[
R_{i,j}(\tau) = \begin{cases} 2, 2^{2n-2} \text{ times} \\ -2 + 2^{n+1}, 2^{n-1}(2^n - 2)(2^{n-2} + 2^{n-3}) \text{ (times)} \\ -2 - 2^{n+1}, 2^{n-1}(2^n - 2)(2^{n-2} + 2^{n-3}) \text{ (times)} \\ 2 + 2^{n+1}, 2^{n-1}(2^n - 2)(2^{n-2} - 2^{n-3}) \text{ (times)} \end{cases}
\]
where $\tau$ runs through $0 < \tau < 2(2^n - 1)$ and $i, j$ vary from $2^{n-1}$ to $2^n - 1$, respectively.

**Case 6.** $0 \leq i < 2^{n-1} \leq j < 2^n$ and $\tau \neq 0$.

It follows from Lemma 1 and Lemma 7 that

$$R_{i,j}(\tau) = \begin{cases} 2 \cdot \mathcal{R}(\sum_{t=0}^{2^n-2} \omega^{a_i(t+\tau_1)-a_j(t)-3}), & \tau = 2\tau_1 \\ 2 \cdot \mathcal{R}(\sum_{t=0}^{2^n-2} \omega^{a_i+2^n-1(t+\tau_1+2^{n-1})-a_j(t)-3}), & \tau = 2\tau_1 + 1. \end{cases}$$

In a similar manner to Case 4, we arrive at the following distribution

$$R_{i,j}(\tau) = \begin{cases} 0, & 2^{2n-2} \text{ times} \\ 2^{\frac{n+1}{2}}, & 2^{2n-2}(2^n - 2) \text{ times} \\ -2^{\frac{n+1}{2}}, & 2^{2n-2}(2^n - 2) \text{ times} \end{cases}$$

with $\tau$ ranging through $0 < \tau < 2(2^n - 1)$, $i$ and $j$ varying from $0$ to $2^{n-1} - 1$ and $2^{n-1}$ to $2^n - 1$, respectively.

**Case 7.** $0 \leq j < 2^{n-1} \leq i < 2^n$ and $\tau \neq 0$.

The correlation function is

$$R_{i,j}(\tau) = \begin{cases} 2 \cdot \mathcal{R}(\sum_{t=0}^{2^n-2} \omega^{a_i(t+\tau_1)+3-a_j(t)}), & \tau = 2\tau_1 \\ 2 \cdot \mathcal{R}(\sum_{t=0}^{2^n-2} \omega^{a_i-2^n-1(t+\tau_1+2^{n-1})+1-a_j(t)}), & \tau = 2\tau_1 + 1, \end{cases}$$

which has the same correlation distribution as (9).
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Abstract. Two families of low correlation QAM sequences are presented here. In a CDMA setting, these sequences have the ability to transport a large amount of data as well as enable variable-rate signaling on the reverse link.

The first family $I_2^B$ is constructed by interleaving 2 selected QAM sequences. This family is defined over $M^2$-QAM, where $M = 2^m$, $m \geq 2$. Over 16-QAM, the normalized maximum correlation $\theta_{max}$ is bounded above by $\lesssim \sqrt{N}$, where $N$ is the period of the sequences in the family. This upper bound on $\theta_{max}$ is the lowest among all known sequence families over 16-QAM.

The second family $I^4$ is constructed by interleaving 4 selected QAM sequences. This family is defined over $M^2$-QAM, where $M = 2^m$, $m \geq 3$, i.e., 64-QAM and beyond. The $\theta_{max}$ for sequences in this family over 64-QAM is upper bounded by $\lesssim 1.60 \sqrt{N}$. For large $M$, $\theta_{max} \lesssim 1.64 \sqrt{N}$. These upper bounds on $\theta_{max}$ are the lowest among all known sequence families over $M^2$-QAM, $M = 2^m$, $m \geq 3$.

1 Introduction

Low-correlation sequences over QAM constellations are of interest partly on account of the increasingly common usage of the QAM alphabet as a signaling alphabet and also on account of their ability to carry a larger number of data bits per sequence period in comparison with the one or the two bits traditionally associated with BPSK or QPSK sequence families.

1.1 Results in Perspective

In this subsection, we summarize the results of this paper with respect to the currently known QAM sequence families.
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Table 1. Families of sequences over $M^2$-QAM and $2M$-ary Q-PAM, $M = 2^m, m \geq 2$

<table>
<thead>
<tr>
<th>Family</th>
<th>Constellation</th>
<th>Period $N$</th>
<th>Data rate</th>
<th>$\overline{\vartheta}_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{SQ}$ [1]</td>
<td>16-QAM to $M^2$-QAM</td>
<td>$2^r - 1$</td>
<td>$2m$</td>
<td>$1.80\sqrt{N}$ to $3.00\sqrt{N}$</td>
</tr>
<tr>
<td>$T^2\mathcal{CQ}$ [5]</td>
<td>16-QAM to $M^2$-QAM</td>
<td>$2(2^r - 1)$</td>
<td>$2m$</td>
<td>$1.41\sqrt{N}$ to $2.12\sqrt{N}$</td>
</tr>
<tr>
<td>$\mathcal{SQ}-A$ [1]</td>
<td>16-QAM to $M^2$-QAM</td>
<td>$2^r - 1$</td>
<td>$m + 1$</td>
<td>$1.61\sqrt{N}$ to $2.76\sqrt{N}$</td>
</tr>
<tr>
<td>$T^2\mathcal{SQ}-A$ (new)</td>
<td>16-QAM to $M^2$-QAM</td>
<td>$2(2^r - 1)$</td>
<td>$m + 1$</td>
<td>$1.41\sqrt{N}$ to $1.99\sqrt{N}$</td>
</tr>
<tr>
<td>$T^4\mathcal{SQ}$ (new)</td>
<td>64-QAM to $M^2$-QAM</td>
<td>$4(2^r - 1)$</td>
<td>$m + 1$</td>
<td>$1.60\sqrt{N}$ to $1.64\sqrt{N}$</td>
</tr>
<tr>
<td>$\mathcal{P}$ [3]</td>
<td>8-ary Q-PAM to 2M-ary Q-PAM</td>
<td>$2^r - 1$</td>
<td>$m + 1$</td>
<td>$1.34\sqrt{N}$ to $2.24\sqrt{N}$</td>
</tr>
<tr>
<td>$T^2\mathcal{P}$ [15]</td>
<td>8-ary Q-PAM to 2M-ary Q-PAM</td>
<td>$2(2^r - 1)$</td>
<td>$m + 1$</td>
<td>$\sqrt{N}$ to $1.72\sqrt{N}$</td>
</tr>
</tbody>
</table>

In 1996, Boztaş \[2\] proposed a 16-QAM CDMA sequence family built from quaternary sequences drawn from family $A$ \[4\]. The first concerted look at low correlation sequence families over QAM constellations was presented by Anand and Kumar (AK) \[1\] recently. Extending the concept of interleaving proposed by AK \[1\], Garg, Kumar, and Madhavan (GKM) \[5\] proposed three interleaved sequence families with improved correlation properties.

The main properties of the five sequence families proposed in \[1\], the three sequence families proposed in \[5\], and the two sequence families proposed in this paper are summarized in Table 1. In the present paper, we are interested in the middle block of rows of the table, i.e., the families of selected sequences viz. $\mathcal{SQ}$, $T^2\mathcal{SQ}-A$, $T^2\mathcal{SQ}-B$ and $T^4\mathcal{SQ}$.

Family $\mathcal{SQ}$ was proposed by AK in \[1\]. Over $M^2$-QAM, it permits $(m+1)$-bit data modulation. As can be seen from the table, the upper bound on $\overline{\vartheta}_{\text{max}}$ for sequences in this family ranges from $1.61\sqrt{N}$ in the case of 16-QAM to $2.76\sqrt{N}$ for large $M$.

In the same paper, AK propose the interleaved selected family $T^2\mathcal{SQ}_{16}-A$ over 16-QAM. This family has $\overline{\vartheta}_{\text{max}} \lesssim 1.41\sqrt{N}$. Motivated by this and building upon the techniques introduced in \[1\], GKM \[5\] extend the interleaved construction of family $T^2\mathcal{SQ}_{16}-A$ to 64-QAM and beyond. The upper bound on $\overline{\vartheta}_{\text{max}}$ for family $T^2\mathcal{SQ}_{M^2}-A$ ranges from $1.89\sqrt{N}$ for 64-QAM to $1.99\sqrt{N}$ for large $M$. This implies that family $T^2\mathcal{SQ}-A$ has better correlation properties as compared to family $\mathcal{SQ}$. This can also be seen from the table.

In the present paper, we propose two new interleaved families. Both these families have better correlation properties than family $T^2\mathcal{SQ}-A$.

We first construct family $T^2\mathcal{SQ}_{M^2}-B$, with $M = 2^m, m \geq 2$. This family is obtained by interleaving 2 selected sequences. Over 16-QAM, the $\overline{\vartheta}_{\text{max}}$ for sequences in this family is upper bounded by $1.17\sqrt{N}$, which is the lowest over all known 16-QAM sequence families.

We then construct family $T^4\mathcal{SQ}_{M^2}$, with $M = 2^m, m \geq 3$. This family is obtained by interleaving 4 selected sequences. The upper bound on $\overline{\vartheta}_{\text{max}}$ for sequences in this family ranges from $1.60\sqrt{N}$ for 64-QAM to $1.64\sqrt{N}$ for large $M$. From the table, we can see that this value of $\overline{\vartheta}_{\text{max}}$ for large $M$ is substantially lower than the previous upper bound of $1.99\sqrt{N}$. 


1.2 Preliminaries

The $M^2$-QAM constellation is the set

$$\{a + ib \mid -M + 1 \leq a, b \leq M - 1, \ a, b \text{ odd}\}.$$  

When $M = 2^m$, this constellation can alternately be described as

$$\left\{\sqrt{2}i \left(\sum_{k=0}^{m-1} 2^k i^{a_k}\right) \mid a_i \in \mathbb{Z}_4\right\},$$

where $\sqrt{2}i$ denotes the element $(1+i) = \sqrt{2} \exp(i\pi 2/8)$. The 16-QAM constellation is shown in Fig. 1. This representation suggests that quaternary sequences can be used in the construction of low correlation sequences over these constellations.

Galois rings are Galois extensions of the prime ring $\mathbb{Z}_p$. Let $R = GR(4, r)$ denote a Galois extension of $\mathbb{Z}_4$ of degree $r$. $R$ is a commutative ring with identity and contains a unique maximal ideal $M = 2R$ generated by the element $2$. The quotient $R/M$ is isomorphic to $\mathbb{F}_q$, the finite field with $q = 2^r$ elements. As a multiplicative group, the set $R^*$ of units of $R$ has the following structure:

$$R^* \cong \mathbb{Z}_{2^r-1} \times \mathbb{F}_2 \times \mathbb{F}_2 \ldots \times \mathbb{F}_2.$$  

Let $\xi$ be a generator for the multiplicative cyclic subgroup isomorphic to $\mathbb{Z}_{2^r-1}$ contained within $R^*$. Let $\mathcal{T}$ denote the set $\mathcal{T} = \{0, 1, \xi, \ldots, \xi^{2^r-2}\}$. $\mathcal{T}$ is called the set of Teichmueller representatives (of $\mathbb{F}_q$ in $R$). More details on Galois rings can be found in [678].
As explained in [1], the maximum non-trivial correlation magnitude of a sequence family is given the modified definition:

\[
\theta_{\text{max}} := \max \left\{ \left| \theta_s(j), s(k)(\tau) \right| \middle| \begin{array}{l}
\text{either } s(j, t), s(k, t) \text{ have been assigned} \\
to \text{distinct users or} \\
\tau \neq 0
\end{array} \right. \right\}
\]

We use \( \theta_{\text{max}} \) to denote the maximum correlation magnitude after energy normalization and this is used as a basis for comparison across signal constellations.

Family \( \mathcal{A} \) is an asymptotically optimal family of quaternary sequences (i.e., over \( \mathbb{Z}_4 \)) discovered independently by Solé [10] and Boztas, Hammons and Kumar [4]. Let \( \{\gamma_i\}_{i=1}^{2^n} \) denote \( 2^n \) distinct elements in \( T \), i.e., we have the alternate expression \( T = \{\gamma_1, \gamma_2, \ldots, \gamma_{2^n}\} \). There are \( 2^n + 1 \) cyclically distinct sequences in Family \( \mathcal{A} \), each of period \( 2^n - 1 \). For details on family \( \mathcal{A} \), the reader is referred to [4, 10, 14].

There are some more related papers: Boztas [3] gives new lower bounds on the periodic crosscorrelation; Udaya and Siddiqi [12] give families of biphase sequences derived from families of interleaved maximal-length sequences over \( \mathbb{Z}_4 \); Tang and Udaya [11] modify families \( \mathcal{B} \) and \( \mathcal{C} \) to obtain family \( \mathcal{D} \), which is a larger family of optimal quadriphase sequences over \( \mathbb{Z}_4 \).

## 2 Family \( T^2SQ - B \)

Family \( T^2SQ - B \) is constructed by interleaving 2 selected QAM sequences. It is defined over the \( M^2 \)-QAM constellation, with \( M = 2^m, m \geq 2 \). Compared to family \( SQ \) and family \( T^2SQ - A \), this family has a lower value of normalized maximum correlation \( \theta_{\text{max}} \). The data rate for all these families is the same -- \( (m + 1) \) bits of data per sequence period.

Let \( m \geq 2 \). Let \( \{\delta_0 = 0, \delta_1, \delta_2, \ldots, \delta_{m-1}\} \) be elements from \( \mathbb{F}_q \) such that \( tr(\delta_k) = 1, \forall k \geq 1 \). Set \( H = \{\delta_0, \delta_1 \cdots, \delta_{m-1}\} \). Let \( G = \{g_k\} \) be the largest subset of \( \mathbb{F}_q \) having the property that

\[
g_k + \delta_p \neq g_l + \delta_q , \quad g_k, g_l \in G , \quad \delta_p, \delta_q \in H ,
\]

unless \( g_k = g_l \) and \( \delta_p = \delta_q \).

Then the corresponding Gilbert-Varshamov and Hamming bounds [9] on the size of \( G \) are given by

\[
\frac{2^n}{1 + (m-1)_1 + (m-1)_2} \leq |G| \leq \frac{2^n}{1 + (m-1)_1} \tag{1}
\]

### 2.1 Subspace-Based Construction for \( G \) and \( H \) [1]

Given constellation parameter \( m \), let \( l \) denote the smallest power of 2 greater than \( (m - 1) \), i.e., \( l \) is defined by

\[
2^{l-1} < (m - 1) \leq 2^l.
\tag{2}
\]
We refer to the integer $l$ as the \textit{subspace-size exponent} (sse) associated with the \textit{constellation parameter} (c-p) $m$. Thus $l$ lies in the range $0 \leq l \leq (r - 1)$. Let $\mu$ denote the function that, given c-p $m$ in the range $1 \leq m \leq 2^{r-1} + 1$, maps $m$ to the corresponding sse $l$ given above, i.e., $\mu(m) = l$.

Treating $\mathbb{F}_q$ as a vector space over $\mathbb{F}_2$ of dimension $r$, let $W_{r-1}$ denote the subspace of $\mathbb{F}_q$ of dimension $(r - 1)$ corresponding to the elements of trace $= 0$. Let $W_l$ denote a subspace of $W_{r-1}$ having dimension $l$. Let $\zeta$ be an element in $\mathbb{F}_q$ having trace 1 and let $V_l$ denote the subspace $V_l = W_l \cup \{W_l + \zeta\}$ of size $2^{l+1}$.

Noting that every element in the coset $W_l + \zeta$ of $W_l$ has trace 1, we select the set of elements $\{\delta_k\}_{k=1}^{m-1}$ to be used in the construction of family $T^2SQ - B$, an arbitrary collection of $(m-1) \leq 2^l$ elements selected from the set $W_l + \zeta$.

Next, we partition $W_{r-1}$ into the $2^{r-l-1}$ cosets $W_l + g$ of $W_l$. With each coset, we associate a distinct user. To this user, we assign the coefficient set $\{g, g + \delta_1, g + \delta_2, \ldots, g + \delta_l\}$. The coefficients $\{g + \delta_k\}_{k=1}^{m-1}$ belong to the coset $W_l + (g + \zeta)$ of $W_l$. Thus, in general, each user is assigned $m$ coefficients, with one coefficient $g$ belonging to the coset $W_l + g$ of $W_l$ lying in $W_{r-1}$ and the remaining drawn from the coset $W_l + g + \zeta$ of $W_l$. Since $V_l = W_l \cup (W_l + \zeta)$, all $m$ coefficients taken together belong to the coset $V_l + g$ of $V_l$. Note that $V_l + g = V_l + g'$ implies

$$\{W_l + g\} \cup \{W_l + \zeta + g\} = \{W_l + g'\} \cup \{W_l + \zeta + g'\}.$$ 

But this is impossible since $g, g'$ belong to different cosets of $V_l$ and $g, g'$ have trace zero, whereas, $tr(\zeta) = 1$. It follows that the coefficient sets of distinct users belong to different cosets of $V_l$ and are hence distinct.

Let $G$ be the set of all such coset representatives of $W_l$ in $W_{r-1}$. Since each user is associated to a unique coset representative, the number of users is given by $G = 2^{r-l-1}$. When combined with (2), we obtain

$$\frac{2^r}{4(m-1)} < |G| \leq \frac{2^r}{2(m-1)}.$$ 

Thus, the size of $G$ is at most a factor of 4 smaller than the best possible suggested by the Hamming bound \cite{hamming-bound}. The reader is referred to \cite{hamming-bound} for more details on the construction of $G$ and $H$.

### 2.2 Sequence Definition

We describe our interleaved construction for sequences in the family $T^2SQ_{M^2} - B$.

Let $\{\tau_1, \tau_2, \ldots, \tau_{m-1}\}$ be a set of non-zero, distinct time-shifts with where the set $\{1, \alpha^{\tau_1}, \alpha^{\tau_2}, \ldots, \alpha^{\tau_{m-1}}\}$ being a linearly independent set. Let $\kappa = (\kappa_0, \kappa_1, \ldots, \kappa_{m-1}) \in \mathbb{Z}_4 \times \mathbb{F}_2^{m-1}$.

Family $T^2SQ_{M^2} - B$ is then defined as

$$T^2SQ - B = \{s(g, \kappa, t) \mid \kappa \in \mathbb{Z}_4 \times \mathbb{F}_2^{m-1}\} \mid g \in G$$

so that each user is identified by an element of $G$.

Each user is assigned the collection

$$\{s(g, \kappa, t) \mid \kappa \in \mathbb{Z}_4 \times \mathbb{F}_2^{m-1}\}$$
of sequences. The $\kappa$-th sequence $s(g,\kappa,t)$ for $m = 2$, $m = 3$ and $m \geq 4$ is given by (4), (5) and (6) respectively,

$$s(g,\kappa,t) = \begin{cases} \sqrt{2t} \left( u_1(t) (-1)^{\kappa_1} + 2 t u_0(t) \right) i^{\kappa_0}, & t \text{ even} \\ \sqrt{2t} \left( u_1(t) (-1)^{\kappa_1} - 2 t u_0(t) \right) i^{\kappa_0}, & t \text{ odd} \end{cases}$$

$$s(g,\kappa,t) = \begin{cases} \sqrt{2t} \left( u_2(t) (-1)^{\kappa_2} + 2 t u_1(t) (-1)^{\kappa_1} + 4 t u_0(t) \right) i^{\kappa_0}, & t \text{ even} \\ \sqrt{2t} \left( u_2(t) (-1)^{\kappa_2} + 2 t u_1(t) (-1)^{\kappa_1} - 4 t u_0(t) \right) i^{\kappa_0}, & t \text{ odd} \end{cases}$$

$$s(g,\kappa,t) = \begin{cases} \sqrt{2t} \left( \sum_{k=1}^{m-1} 2^{m-k-1} i u_k(t) (-1)^{\kappa_k} + 2^{m-1} t u_0(t) \right) i^{\kappa_0}, & t \text{ even} \\ \sqrt{2t} \left( \sum_{k=3}^{m-1} 2^{m-k-1} i u_k(t) (-1)^{\kappa_k} - 2^{m-3} t u_2(t) (-1)^{\kappa_2} + 2^{m-2} i u_1(t) (-1)^{\kappa_1} - 2^{m-1} t u_0(t) \right) i^{\kappa_0}, & t \text{ odd} \end{cases}$$

where

$$u_0(t) = T \left( [1 + 2g] \xi^t \right)$$

$$u_k(t) = T \left( [1 + 2(g + \delta_k)] \xi^{t+k} \right), \quad k = 1, 2, \ldots, m - 1.$$  

We refer to the element $g$ as the **ground coefficient**. Note that given the ground coefficient and the set $\{\delta_1, \ldots, \delta_{m-1}\}$, the set of coefficients used by a user are uniquely determined. The elements $\{\delta_k\}$ provide a selection of the component sequences that leads to low correlation values.

### 2.3 Properties

Let $m \geq 2$ be a positive integer and let $\mathcal{I}^2\mathcal{S}Q_{M^2-B}$ be the family of sequences over $M^2$-QAM, $M = 2^m$, defined in the previous subsection. Then,

1. All sequences in the family $\mathcal{I}^2\mathcal{S}Q_{M^2-B}$ have period $N = 2 (2^r - 1)$.
2. For large values of $N$, the energy of the sequences in the family is given by

$$\mathcal{E} \approx \frac{2}{3} (M^2 - 1) N.$$

3. For large values of $m$ and $N$, the maximum normalized correlation $\bar{\theta}_{\text{max}}$ of family $\mathcal{I}^2\mathcal{S}Q_{M^2-B}$ is bounded as

$$\bar{\theta}_{\text{max}} \leq \frac{45 \sqrt{2}}{32} \sqrt{N} \approx 1.99 \sqrt{N}.$$  

4. The family size is given by (3). Note from (1) that this can potentially be improved by a different construction of the set $G$.

5. Each user in the family can transmit $m + 1$ bits of information per sequence period.
6. The normalized minimum squared Euclidean distance between all sequences assigned to a user is given by
\[ d_{\text{min}}^2 \approx \frac{12}{M^2 - 1} N. \]

7. The number \( N \) of times an element from the \( M^2 \)-QAM constellation occurs in sequences of large period can be bounded as:
\[ \left| N - \frac{N + 2}{M^2} \right| \leq \sqrt{2} \frac{M^2 - 1}{M^2} \sqrt{N + 2}. \]

This implies that the sequences in family \( I^2SQ_{M^2-B} \) are approximately balanced, i.e., all points from the \( M^2 \)-QAM constellation occur approximately equally often in sequences of long period.

The period is clearly \( N = 2(2^r - 1) \) since the period of each of the component sequences is \( 2^r - 1 \). The correlation properties of family \( I^2SQ_{16-B} \) are computed in the next subsection. For lack of space, we omit the rest of the proofs.

### 2.4 Correlation Properties of Family \( I^2SQ_{16-B} \)

We define basic sequences in family \( I^2SQ_{16-B} \) as sequences corresponding to \( \kappa_0 = \kappa_1 = 0 \) in (4). We analyze the correlation between two basic sequences from family \( I^2SQ_{16-B} \); it is straightforward to extend the results to the case of modulated sequences.

Let \( \{s(g_1, 0, t)\} \) and \( \{s(g_2, 0, t)\} \) be two basic sequences belonging to family \( I^2SQ_{16-B} \), i.e.,
\[
\begin{align*}
    s(g_1, 0, t) &= \begin{cases} 
        \sqrt{2} i (u_1(t) + 2 i u_0(t)), & t \text{ even} \\
        \sqrt{2} i (u_1(t) - 2 i u_0(t)), & t \text{ odd}
    \end{cases}, \\
    s(g_2, 0, t) &= \begin{cases} 
        \sqrt{2} i (v_1(t) + 2 i v_0(t)), & t \text{ even} \\
        \sqrt{2} i (v_1(t) - 2 i v_0(t)), & t \text{ odd}
    \end{cases},
\end{align*}
\]

where
\[
\begin{align*}
    u_0(t) &= T([1 + 2 g_1] \xi^t), \\
    u_1(t) &= T([1 + 2 (g_1 + \delta_1)] \xi^{t+\tau_1}), \\
    v_0(t) &= T([1 + 2 g_2] \xi^t) \quad \text{and} \\
    v_1(t) &= T([1 + 2 (g_2 + \delta_1)] \xi^{t+\tau_1}).
\end{align*}
\]

The expression for the correlation between the two QAM sequences would take one of the two forms depending on whether \( \tau \) is even or odd.

Assume that \( \tau \equiv 0 \pmod{2} \). The correlation between the two sequences can be written as:
\[ \theta_{s(g_1),s(g_2)}(\tau) \]
\[ = \sum_{t=0}^{N-1} s(g_1,0,t+\tau) \overline{s(g_2,0,t)} \]
\[ = 2 \sum_{t \text{ even}} \left( i^{u_1(t+\tau)} + 2 i^{u_0(t+\tau)} \right) \left( i^{-v_1(t)} - 2 i^{-v_0(t)} \right) + \]
\[ 2 \sum_{t \text{ odd}} \left( i^{u_1(t+\tau)} - 2 i^{u_0(t+\tau)} \right) \left( i^{-v_1(t)} - 2 i^{-v_0(t)} \right) \]
\[ = 2 \left( \theta_{u_1,v_1}(\tau) + 2 \theta_{u_1,v_0}(\tau) + 2 \theta_{u_0,v_1}(\tau) + 4 \theta_{u_0,v_0}(\tau) \right) + \]
\[ 2 \left( \theta_{u_1,v_1}(\tau) - 2 \theta_{u_1,v_0}(\tau) - 2 \theta_{u_0,v_1}(\tau) + 4 \theta_{u_0,v_0}(\tau) \right) \]
\[ = 4 \left( \theta_{u_1,v_1}(\tau) + 4 \theta_{u_0,v_0}(\tau) \right) \]

Since \( \theta_{u_0,v_0}(\tau) \) is orthogonal to \( \theta_{u_1,v_1}(\tau) \), we bound the magnitude of the number \( \theta_{s(g_1),s(g_2)}(\tau) \) in the above expression as
\[
|\theta_{s(g_1),s(g_2)}(\tau)| \leq 4 |\Gamma(1)(1 + 4 \tau)|
\]
\[ \lesssim 16.49 \sqrt{N/2} \]
\[ \lesssim 11.66 \sqrt{N}. \quad (7) \]

Now, if \( \tau \equiv 1 \pmod{2} \), we get
\[ \theta_{s(g_1),s(g_2)}(\tau) \]
\[ = \sum_{t=0}^{N-1} s(g_1,0,t+\tau) \overline{s(g_2,0,t)} \]
\[ = -2i \sum_{t \text{ even}} \left( i^{u_1(t+\tau)} + 2 i^{u_0(t+\tau)} \right) \left( i^{-v_1(t)} - 2 i^{-v_0(t)} \right) + \]
\[ 2i \sum_{t \text{ odd}} \left( i^{u_1(t+\tau)} - 2 i^{u_0(t+\tau)} \right) \left( i^{-v_1(t)} + 2 i^{-v_0(t)} \right) \]
\[ = -2i \left( \theta_{u_1,v_1}(\tau) - 2 \theta_{u_1,v_0}(\tau) + 2 \theta_{u_0,v_1}(\tau) - 4 \theta_{u_0,v_0}(\tau) \right) + \]
\[ 2i \left( \theta_{u_1,v_1}(\tau) + 2 \theta_{u_1,v_0}(\tau) - 2 \theta_{u_0,v_1}(\tau) - 4 \theta_{u_0,v_0}(\tau) \right) \]
\[ = 8i \left( \theta_{u_1,v_0}(\tau) - \theta_{u_0,v_1}(\tau) \right). \]

Since we do not have any orthogonality relation between \( \theta_{u_1,v_0}(\tau) \) and \( \theta_{u_0,v_1}(\tau) \), we assume the worst case and bound the magnitude of \( \theta_{s(g_1),s(g_2)}(\tau) \) in the above expression as
\[
|\theta_{s(g_1),s(g_2)}(\tau)| \leq 8 |\Gamma(1)(1 + 1)|
\]
\[ \lesssim 16 \sqrt{N/2} \]
\[ \lesssim 11.31 \sqrt{N}. \quad (8) \]
Comparing (7) and (8), we note that the maximum correlation given by (7) is higher. Dividing (7) by the energy, we bound the normalized maximum correlation of family $\mathcal{T}^2 \mathcal{S}_{16-B}$ as

$$\bar{\nu}_{s(g_1), s(g_2)}(\tau) \lesssim 1.166 \sqrt{N}.$$ 

### 3 Family $\mathcal{T}^4 \mathcal{S}$

Family $\mathcal{T}^4 \mathcal{S}$ is constructed by interleaving 4 selected QAM sequences. It is defined over the $M^2$-QAM constellation, with $M = 2^m, m \geq 3$. Compared to families $\mathcal{S}, \mathcal{T}^2 \mathcal{S} - A$ and $\mathcal{T}^2 \mathcal{S} - B$, this family has a lower value of normalized correlation parameter $\bar{\nu}_{\text{max}}$ for 64-QAM and beyond. The data rate for all these families is the same - $(m + 1)$ bits of data per sequence period.

#### 3.1 Sequence Definition

Let $m \geq 3$. Let $\{\delta_0 = 0, \delta_1, \delta_2, \ldots, \delta_{m-1}\}$ be elements from $\mathbb{F}_q$ such that $tr(\delta_k) = 1, \forall \ k \geq 1$. Set $H = \{\delta_0, \delta_1, \ldots, \delta_{m-1}\}$. Let $G = \{g_k\}$ be the largest subset of $\mathbb{F}_q$ having the property that

$$g_k + \delta_p \neq g_l + \delta_q, \ g_k, g_l \in G, \ \delta_p, \delta_q \in H,$$

unless $g_k = g_l$ and $\delta_p = \delta_q$. A subspace-based construction for $G$ and $H$ has been described in subsection 2.1; we refer the reader to [1] for details.

Let $\{\tau_1, \tau_2, \ldots, \tau_{m-1}\}$ be a set of non-zero, distinct time-shifts with $\{1, \alpha^{\tau_1}, \alpha^{\tau_2}, \ldots, \alpha^{\tau_{m-1}}\}$ being a linearly independent set. Let $\kappa = (\kappa_0, \kappa_1, \ldots, \kappa_{m-1}) \in \mathbb{Z}_4 \times \mathbb{F}_2^{m-1}$.

Family $\mathcal{T}^4 \mathcal{S}_{M^2}$ is then defined as

$$\mathcal{T}^4 \mathcal{S} = \{ \{ s(g, \kappa, t) \mid \kappa \in \mathbb{Z}_4 \times \mathbb{F}_2^{m-1} \} \mid g \in G \}$$

so that each user is identified by an element of $G$.

Each user is assigned the collection

$$\{ s(g, \kappa, t) \mid \kappa \in \mathbb{Z}_4 \times \mathbb{F}_2^{m-1} \}$$

of sequences. The $\kappa$-th sequence $s(g, \kappa, t)$ is given by

s(g, \kappa, t) =

$$\sqrt{2t} \left( \sum_{k=1}^{m-1} 2^{m-k-1} t^{u_k(t)} (-1)^{\kappa_k} + 2^{m-1} t^{u_0(t)} \right) t^{\kappa_0}$$

$t \equiv 0 \pmod{4}$

$$\sqrt{2t} \left( -\sum_{k=3}^{m-1} 2^{m-k-1} t^{u_k(t)} (-1)^{\kappa_k} - 2^{m-3} t^{u_2(t)} (-1)^{\kappa_2} + 2^{m-2} t^{u_1(t)} (-1)^{\kappa_1} + 2^{m-1} t^{u_0(t)} \right) t^{\kappa_0}$$

$t \equiv 1 \pmod{4}$

$$\sqrt{2t} \left( -\sum_{k=3}^{m-1} 2^{m-k-1} t^{u_k(t)} (-1)^{\kappa_k} + 2^{m-3} t^{u_2(t)} (-1)^{\kappa_2} - 2^{m-2} t^{u_1(t)} (-1)^{\kappa_1} + 2^{m-1} t^{u_0(t)} \right) t^{\kappa_0}$$

$t \equiv 2 \pmod{4}$

$$\sqrt{2t} \left( -\sum_{k=3}^{m-1} 2^{m-k-1} t^{u_k(t)} (-1)^{\kappa_k} + 2^{m-3} t^{u_2(t)} (-1)^{\kappa_2} + 2^{m-2} t^{u_1(t)} (-1)^{\kappa_1} - 2^{m-1} t^{u_0(t)} \right) t^{\kappa_0}$$

$t \equiv 3 \pmod{4}$
where,

\[ u_0(t) = T((1 + 2g)\xi^t) \]
\[ u_k(t) = T((1 + 2(g + \delta_k))\xi^{t + \tau_k}), \]
\[ k = 1, 2, \ldots, m - 1. \]

3.2 Properties

Let \( m \geq 3 \) be a positive integer and let \( \mathcal{I}^4SQ_{M^2} \) be the family of sequences over \( M^2\)-QAM, \( M = 2^m \), defined in the previous subsection. Then,

1. All sequences in the family \( \mathcal{I}^4SQ_{M^2} \) have period \( N = 4(2^r - 1) \).
2. For large values of \( N \), the energy of the sequences in the family is given by
   \[ E \approx \frac{2}{3}(M^2 - 1)N. \]
3. For large values of \( m \) and \( N \), the maximum normalized correlation \( \theta_{\text{max}} \) of family \( \mathcal{I}^4SQ_{M^2} \) is bounded as
   \[ \theta_{\text{max}} \lesssim \frac{\sqrt{689}}{16\sqrt{N}} \approx 1.64\sqrt{N}. \]
4. The family size is given by \[ 3 \]. Note from \[ 11 \] that this can potentially be improved by a different construction of the set \( G \).
5. Each user in the family can transmit \( m + 1 \) bits of information per sequence period.
6. The normalized minimum squared Euclidean distance between all sequences assigned to a user is given by
   \[ d_{\text{min}}^2 \approx \frac{12}{M^2 - 1}N. \]
7. The number \( N \) of times an element from the \( M^2\)-QAM constellation occurs in sequences of large period can be bounded as:
   \[ \left| N - \frac{N + 4}{2M^2} \right| \leq \frac{M^2 - 1}{M^2}\sqrt{N + 4}. \]

This implies that the sequences in family \( \mathcal{I}^4SQ_{M^2} \) are approximately balanced, i.e., all points from the \( M^2\)-QAM constellation occur approximately equally often in sequences of long period.

4 Summary and Further Work

Various properties of the four sequence families discussed in this paper (\( SQ \), \( I^2SQ - A \), \( I^2SQ - B \) and \( I^4SQ \)) have been summarized in Table\[ 2 \]. From this table, we can see that family \( I^2SQ - B \) has the lowest correlation value over
Table 2. Properties of families $S_Q, T^2S_Q - A, T^2S_Q - B$ and $T^4S_Q$

<table>
<thead>
<tr>
<th>Family</th>
<th>Constellation</th>
<th>Period $N$</th>
<th>Euclidean distance $\sqrt{N}$</th>
<th>$\theta_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{Q16}$</td>
<td>16-QAM</td>
<td>$2^r - 1$</td>
<td>0.8N</td>
<td>1.61N</td>
</tr>
<tr>
<td>$T^2S_{Q16} - A$</td>
<td>16-QAM</td>
<td>$2(2^r - 1)$</td>
<td>2.0N</td>
<td>1.41N</td>
</tr>
<tr>
<td>$T^2S_{Q16} - B$ (new)</td>
<td>16-QAM</td>
<td>$2(2^r - 1)$</td>
<td>0.8N</td>
<td>1.17N</td>
</tr>
<tr>
<td>$S_{Q64}$</td>
<td>64-QAM</td>
<td>$2^r - 1$</td>
<td>0.19N</td>
<td>2.11N</td>
</tr>
<tr>
<td>$T^2S_{Q64} - A$ [5]</td>
<td>64-QAM</td>
<td>$2(2^r - 1)$</td>
<td>0.19N</td>
<td>1.89N</td>
</tr>
<tr>
<td>$T^2S_{Q64} - B$ (new)</td>
<td>64-QAM</td>
<td>$2(2^r - 1)$</td>
<td>0.19N</td>
<td>1.62N</td>
</tr>
<tr>
<td>$T^4S_{Q64}$ (new)</td>
<td>64-QAM</td>
<td>$4(2^r - 1)$</td>
<td>0.19N</td>
<td>1.60N</td>
</tr>
<tr>
<td>$S_{Q256}$</td>
<td>256-QAM</td>
<td>$2^r - 1$</td>
<td>0.047N</td>
<td>2.41N</td>
</tr>
<tr>
<td>$T^2S_{Q256} - A$ [5]</td>
<td>256-QAM</td>
<td>$2(2^r - 1)$</td>
<td>0.12N</td>
<td>1.95N</td>
</tr>
<tr>
<td>$T^2S_{Q256} - B$ (new)</td>
<td>256-QAM</td>
<td>$2(2^r - 1)$</td>
<td>0.047N</td>
<td>1.77N</td>
</tr>
<tr>
<td>$T^4S_{Q256}$ (new)</td>
<td>256-QAM</td>
<td>$4(2^r - 1)$</td>
<td>0.047N</td>
<td>1.58N</td>
</tr>
<tr>
<td>$S_{Q_{M^2}}$</td>
<td>$M^2$-QAM</td>
<td>$2^r - 1$</td>
<td>$12N/(M^2 - 1)$</td>
<td>2.76N</td>
</tr>
<tr>
<td>$T^2S_{Q_{M^2}} - A$ [5]</td>
<td>$M^2$-QAM</td>
<td>$2(2^r - 1)$</td>
<td>$30N/(M^2 - 1)$</td>
<td>1.99N</td>
</tr>
<tr>
<td>$T^2S_{Q_{M^2}} - B$ (new)</td>
<td>$M^2$-QAM</td>
<td>$2(2^r - 1)$</td>
<td>$12N/(M^2 - 1)$</td>
<td>1.99N</td>
</tr>
<tr>
<td>$T^4S_{Q_{M^2}}$ (new)</td>
<td>$M^2$-QAM</td>
<td>$4(2^r - 1)$</td>
<td>$12N/(M^2 - 1)$</td>
<td>1.64N</td>
</tr>
</tbody>
</table>

16-QAM. Over 64-QAM, 256-QAM and large $M^2$-QAM constellations, family $T^4S_Q$ has the lowest correlation value.

However, family $T^2S_Q - A$ has a higher value of normalized minimum squared Euclidean distance as compared to the new families $T^2S_Q - B$ and $T^4S_Q$.

From Table II (of subsection I.1), we note that although the selected families have a lower value of correlation, they also have a lower data rate as compared to the canonical families $C_Q$ and $T^2C_Q$. It would be interesting to reduce the correlation bounds of these canonical families without changing their data rate.

In all the interleaved sequence families proposed in [1] and [5], and in the interleaved sequence families proposed in this paper, we note that interleaving lowers the correlation parameter without effecting the data rate. It also increases the normalized minimum squared-Euclidean distance in most cases.

From these tables, we can also see that the Welch lower bound on sequence correlation [13] has not been achieved for any sequence family over $M^2$-QAM, $M = 2^m, m \geq 2$.
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Notation: We will try to adhere to the notation established by the seminal works of Stanley [5, 6]. But for quick reference:

- $|S|$ : Number of elements in the finite set $S$
- $[n]$ : The finite set $\{1, \ldots, n\}$
- $\mathbb{Z}$ : The integers
- $\mathbb{P}$ : The positive integers.

Abstract. Let $S_1, S_2, \ldots$ be a sequence of finite sets, and suppose we are asked to find the sequence of cardinalities $s[1], s[2], \ldots$. We are usually satisfied to find a closed-form expression for the $a$-generating function $F_S(z) = \sum_{n \geq 0} s[n]a[n]z^n$, where $a[n]$ is a fixed positive causal sequence. But extracting $s[n]$ from $F_S(z)$ is often itself a challenging problem, because of the unavoidable link to calculus $s[n] = \frac{a[n]}{n!}D^n[F(z)]_{z=0}$. In this paper we will consider the case $a[n] = 1/n!$, (exponential generating functions), and find many links between combinatorics and calculus.

1 Introduction

In a typical problem of enumerative combinatorics, one is given a sequence $S_0, S_1, \ldots$, of finite sets and asked to determine the corresponding sequence of cardinalities $f[0], f[1], \ldots$, where $f[n] = |S_n|$. One approach to this problem is to show that the exponential generating function (a.k.a. Taylor series)$^2$

$$F(z) = \sum_{n \geq 0} f[n] \frac{z^n}{n!}$$

has a closed-form expression, say $F(z)$. The sequence $f[n]$ can then be obtained by successive differentiation of $F(z)$:

$$f[n] = [D^n F(z)]_{z=0} \quad \text{for } n = 1, 2, \ldots,$$

In this way the combinatorial problem of determining the sequence $f[n]$ has been converted to the routine calculus problem of determining the Taylor expansion of $F(z)$, and for this and other reasons it is usual to accept $F(z)$ as a solution to the combinatorial problem [5].

---

$^1$ We use the notation $|S|$ to denote the number of elements in the finite set $S$.

$^2$ Of course an equivalent approach is to use the ordinary generating function (a.k.a. $z$-transform).
However, finding the \( n \)th derivative of even the simplest \( F(z) \) may not be easy (try \( F(z) = e^{e^z} \)). Still, if \( F(z) \) is a hybrid of two or more simpler functions, a divide and conquer approach can be helpful. For example, if \( F(z) = F_1(z)F_2(z) \), the well-known rule of Leibniz shows how the Taylor coefficients of \( F(z) \) can be obtained from those of \( F_1(z) \) and \( F_2(z) \):

\[
f[n] = \sum_{k=0}^{n} \binom{n}{k} f_1[k] f_2[n-k] \quad \text{for } n \geq 0.
\]

This formula requires \( n \) additions and \( n \) multiplications to compute \( f[n] \). Another expression for \( f[n] \) is

\[
f[n] = \sum_{S \subseteq [n]} f_1(|S|) f_2(|S^c|),
\]

where the summation in 3 is over all \( 2^n \) subsets of \([n] = \{1, \ldots, n\}\), thus requiring \( 2^n \) additions and \( 2^n \) multiplications to compute \( f[n] \). To distinguish the two expressions, let us call them \( f_A[n] \) and \( f_B[n] \). \( f_A[n] \) simpler but redundant; \( f_B[n] \) is more complicated but compact. One suspects that expression \( A \) will be useful for proving theorems but expression \( B \) will be preferable for computations. Note also that both formulas seem somehow combinatorial.

What is true for the Leibniz rule is true in considerable generality. We have found many other \("(A, B)\) pairs, and in every case, the resulting formulae are essentially combinatorial; thus the derived calculus problem becomes again a combinatorial problem. In this paper, which is mostly, but not entirely, tutorial, we will discuss a number of instances of this phenomenon (see Table 2).

### 2 Compositions and Partitions of Integers and Finite Sets

In this section we will define the combinatorial objects we need to describe our formulae for inverse Taylor series. The impatient reader is invited to skip ahead to Table 1 where this material is summarized.

Let \( n \) and \( k \) be positive integers. A **composition of** \( n \) is an ordered list of **positive** integers whose sum is \( n \). A **weak composition of** \( n \) is an ordered list of **nonnegative** integers whose sum is \( n \). A **\( k \)-composition of** \( n \) is a composition of \( n \) with exactly \( k \) parts A **weak \( k \)-composition of** \( n \) is an ordered list of \( k \) nonnegative integers whose sum is \( n \).

**Example 1.** The weak 2-compositions of 4 are:

\[ C^*_4,2 = (4, 0), (3, 1), (2, 2), (1, 3), (0, 4). \]

A **partition of** \( n \) is an unordered list (multiset) of **positive** integers whose sum is \( n \). A **weak partition of** \( n \) is an unordered list of **nonnegative** integers whose sum is \( n \). A **\( k \)-partition of** \( n \) is an unordered list of \( k \) **positive** integers.
whose sum is \( n \). A \textbf{weak} \( k \)-\textbf{partition} of \( n \) is an \textbf{unordered} list of \( k \) nonnegative integers whose sum is \( n \).

**Example 2.** The 2-partitions of 4:

\[
P_{4,2} = \{\{3, 1\}\}, \{\{2, 2\}\}.
\]

A \textbf{composition} of \([n] = \{1, \ldots, n\}\) is an \textbf{ordered} list of pairwise disjoint \textbf{nonempty} subsets of \([n]\) whose union is \( n \). A \textbf{weak composition} of \([n]\) is an \textbf{ordered} list of pairwise disjoint subsets of \([n]\) whose union is \([n]\). A \textbf{weak} \( k \)-\textbf{composition} of \([n]\) is an ordered list of \( k \) disjoint subsets of \([n]\) whose union is \( n \).

**Example 3.** The weak 2-compositions of \([2]\):

\[
C^*_2,2 = (\{\{1, 2\}\}, \emptyset), (\{1\}, \{2\}), (\{2\}, \{1\}), (\emptyset, \{1, 2\})
\]

<table>
<thead>
<tr>
<th>( S )</th>
<th>( S )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{C}_n )</td>
<td>( \mathcal{C}_{n,k} )</td>
</tr>
<tr>
<td>(</td>
<td>S</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
</tr>
</tbody>
</table>

**Table 1. Twelve Combinatorial Structures**

<table>
<thead>
<tr>
<th>( S )</th>
<th>( S )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{C}_n )</td>
<td>( \mathcal{C}_{n,k} )</td>
</tr>
<tr>
<td>(</td>
<td>S</td>
</tr>
</tbody>
</table>

**Legend:**

- \( \mathcal{C}_n \): compositions of \([n]\)
- \( \mathcal{C}_{n,k} \): \( k \)-compositions of \([n]\)
- \( \mathcal{C}^*_{n,k} \): weak \( k \)-compositions of \([n]\)
- \( \mathcal{P}_n \): partitions of \([n]\)
- \( \mathcal{P}_{n,k} \): \( k \)-partitions of \([n]\)
- \( \mathcal{P}^*_{n,k} \): weak \( k \)-partitions of \([n]\)
- \( \mathcal{P}_{n,k} \): \( k \)-partitions of \([n]\)
- \( \mathcal{P}^*_{n,k} \): weak \( k \)-partitions of \([n]\)
- \( p(n) \): number of partitions of \( n \)
- \( P_n \): number of \( k \)-partitions of \( n \)
- \( p_k(n) \): number of \( k \)-partitions of \( n \)
- \( (\text{Bell number}) \): \( S_{n,k} \)
- \( (\text{Stirling Number second kind}) \): \( \sum_{j=1}^k (-1)^{k-j} \binom{k}{j} j^n \)
Similarly, a partition of \([n]\) is an unordered list of nonempty disjoint subsets of \([n]\) whose union is \([n]\), and a weak partition of \([n]\) is an unordered list of disjoint subsets of \([n]\) whose union is \([n]\). \(k\)-partitions and \(k\)-compositions are defined as expected.

**Example 4.** The weak 3-partitions of \([2]\):

\[
P^*_{2,3} = \{\{1, 2\}, \emptyset, \emptyset\}, \{\{1\}, \{2\}, \emptyset\}.
\]

Counting the (weak/strong)(compositions/partitions) of (integers/sets) is a charming problem in elementary enumerative combinatorics, reminiscent of Rota’s “Twelvefold Way” [5]. Some of the solutions are given in Table 1.

### 3 A Curious Class of Partitions

Finally, we define a curious class of weak integer partitions that arises in the study of the Taylor series of inverse functions (the fourth and fifth lines of Table 2). It can be defined recursively, as follows:

\[
V_0 := \emptyset
\]

\[
V_n := P_n \cup (V_{n-1} \ast 0) \text{ for } n \geq 1
\]

And nonrecursively:

\[
V_0 = \emptyset
\]

\[
V_1 = \{1, 0\}
\]

\[
V_2 = \{2, 11, 10, 00\}
\]

\[
V_3 = \{3, 21, 111, 20, 110, 100, 000\}
\]

\[
V_4 = \{4, 31, 22, 211, 1111, 30, 210, 1110, 200, 1100, 1000, 0000\}
\]

\[\vdots\]

\[
V_n = \bigcup_{j=0}^{n} P_{n-j} \ast 0^j
\]

### 4 The \(D\) Operator

**Definition.** If \(\lambda = \{\{\lambda_1, \ldots, \lambda_k\}\}\) is an integer partition, then

\[
D\lambda = \{\{\lambda_1 + 1, \ldots, \lambda_k + 1\}\}
\]

\[
DV_0 = \emptyset
\]

\[
DV_1 = \{2, 1\}
\]

\[
DV_2 = \{3, 22, 21, 11\}
\]

\[
DV_3 = \{4, 32, 222, 31, 221, 211, 111\}
\]

\[\vdots\]

\[
DV_n = DP_n \cup DV_{n-1} \ast 1 + \cdots
\]

### 5 More Definitions and Notation

Let \(\lambda = \{\{\lambda_1, \ldots, \lambda_k\}\} \in P^*_{n,k}\), and let \(m\) be its multiplicity function:

\[
m_p(\lambda) = |\{i : 1 \leq i \leq k, \lambda_i = p\}| \text{ for } p \in \mathbb{Z} = 0, \ldots, n.
\]
We now associate several coefficients with \( \lambda = \{ \lambda_1, \ldots, \lambda_k \} = (0^{m_0}1^{m_1} \ldots n^{m_n}) \):

\[
A(\lambda) = \binom{n}{\lambda_1, \ldots, \lambda_k} \quad B(\lambda) = \binom{k}{m_0, m_1, \ldots, m_n}
\]

\[
C(\lambda) = A(\lambda) B(\lambda) \frac{m_0!}{k!} \quad D(\lambda) = \frac{k!}{m_0!}
\]

Now let us define the \( L \) (loosen) and \( R \) (roughen) operators:

\[
L : (x_1, \ldots, x_k) \to \{ \{x_1, \ldots, x_k\} \}
\]

\[
R : (y_1, \ldots, y_k) \to (|y_1|, \ldots, |y_k|)
\]

**Theorem.** As summarized in the diagram below,

(a) For all \( c \in C^* \), \( |R^{(-1)}(c)| = A(c) \).
(b) For all \( \lambda \in P^* \), \( |L^{(-1)}(\lambda)| = B(\lambda) \).
(c) For all \( \lambda \in P^* \), \( |R^{(-1)}(\lambda)| = C(\lambda) \).
(d) For all \( \pi \in \mathfrak{P}^* \), \( |L^{(-1)}(\pi)| = D(\pi) \).

\[
C^* \xrightarrow{L} \mathfrak{P}^* \\
\downarrow R \quad \downarrow R
\]

\[
C^* \xrightarrow{L} P^*
\]

**Corollaries**

\[
\sum_{\pi \in \mathfrak{P}_n} f[\pi] = \sum_{\lambda \in P_n} C(\lambda) f[\lambda]
\]

\[
\sum_{\alpha \in \mathfrak{C}_n} f[\alpha] = \sum_{c \in C_n^*} A(c) f[c] = \sum_{\lambda \in P_n^*} A(\lambda) B(\lambda) f[\lambda]
\]

\[
\vdots
\]

6 **Illustrative Example**

In this section we will illustrate in some detail one of the entries given in Table 2. Specifically, given a Taylor series \( F(z) \) and assuming \( F(0) = 1 \), we seek the Taylor coefficients for \( G(z) = F(z)^{-2} \), i.e.,

\[
g[n] := \left[ \frac{x^n}{n!} \right] F(z)^{-2}, \quad \text{for } n \geq 0.
\]

According to Table 2A,

\[
g[n] = \sum_{\alpha \in \mathfrak{C}_n} \left( \frac{-2}{|\alpha|} \right) f[|\alpha_1|] \cdots f[|\alpha_k|], \quad (4)
\]
where the sum is over all compositions (ordered partitions) of the set \([n] = \{1, \ldots, n\}\), i.e., \(\alpha = (\alpha_1, \ldots, \alpha_k)\), where \(\emptyset \subset \alpha_i \subseteq \{n\}\), \(\alpha_i \cap \alpha_j = \emptyset\). However, \(|C_n|\) is enormous — for \(n = 10\) it is 102247563 — so we seek elsewhere (Table 2.2B) for a computationally efficient formula.

\[
g[n] = \sum_{\lambda \in P_n} (-1)^{|\lambda|}(|\lambda| + 1)A(\lambda)B(\lambda)f[\lambda_1] \cdots f[\lambda_k]
\]

(5)

This formula is more manageable — exactly 42 terms for \(n = 10\). We present a Tableau for computing \(g[1], \ldots, g[4]\) below.

| \(\lambda\) | \((-1)^{|\lambda|}\) | \(|\lambda| + 1\) | \(A(\lambda)\) | \(B(\lambda)\) | Coeff. |
|---|---|---|---|---|---|
| \(n = 1\) | 1 | 2 | 1 | 1 | -2 | \(f[1]\) |
| \(n = 2\) | 2 | 2 | 1 | 1 | -2 | \(f[2]\) |
| (1, 1) | 3 | 2 | 1 | 6 | \(f[1]^2\) |
| \(n = 3\) | 3 | 2 | 1 | 1 | -2 | \(f[3]\) |
| (2, 1) | 3 | 3 | 2 | 18 | \(f[2]f[1]\) |
| (1, 1, 1) | 4 | 6 | 1 | -24 | \(f[1]^3\) |
| \(n = 4\) | 4 | 2 | 1 | 1 | -2 | \(f[4]\) |
| (3, 1) | 3 | 4 | 2 | 24 | \(f[3]f[1]\) |
| (2, 2) | 3 | 6 | 1 | 18 | \(f[2]^2\) |
| (2, 1, 1) | 4 | 12 | 3 | -144 | \(f[2]f[1]^2\) |
| (1, 1, 1, 1) | 5 | 24 | 1 | 120 | \(f[1]^4\) |

Thus

\[
g[0] = 1
\]

\[
\]

\[
\vdots
\]

\[
\]

If more generally, we asked for the Taylor series for \(F(x)^x\) where \(x\) is an arbitrary real number, we obtain

\[
g[0] = \begin{pmatrix} x \\ 0 \end{pmatrix}
\]

\[
g[1] = \begin{pmatrix} x \\ 1 \end{pmatrix}f[1]
\]

\[
g[2] = \begin{pmatrix} x \\ 2 \end{pmatrix}f[2] + 2\begin{pmatrix} x \\ 2 \end{pmatrix}f[1, 1]
\]

That concludes the illustrative example. In Table 2, which follows, we list a few of many possible variations on the theme. For the record, entry 1 is Leibniz' rule, entry 5 is Faà di Bruno, and entries 6 and 7 are essentially due to Lagrange.

| Table 2. Some \((H(z) \leftrightarrow h[n])\) pairs |
|-----------------|-----------------|-----------------|
| \(H(z)\)       | \(h_A[n]\)      | \(h_B[n]\)      |
| 1. \(F_1(z) \cdots F_k(z)\) | \(\sum_{\alpha \in \mathcal{C}_n} f_1[\alpha_1] \cdots f_k[\alpha_k]\) | \(\sum_{\mathcal{c} \in \mathcal{C}_n} A(c) f_1[c_1] \cdots f_k[c_k]\) |
| 2.a.d \(F(z)^x\) | \(\sum_{\alpha \in \mathcal{C}_n} \binom{x}{|\alpha|} f[\alpha]\) | \(\sum_{\lambda \in \mathcal{P}_n} \binom{x}{|\lambda|} A(\lambda) B(\lambda) f[\lambda]\) |
| 3.b.c \(G(F(z))\) | \(\sum_{\pi \in \mathcal{P}_n} f \iota g[\pi]\) | \(\sum_{\lambda \in \mathcal{P}_n} C(\lambda) f \iota g[\lambda]\) |
| \(H'(z) = G'(F(z)) F'(z)\) | \(\sum_{R(\pi) \in \mathcal{DP}_n} (-1)^{|\pi|} f[\pi]\) | \(\sum_{\lambda \in \mathcal{DP}_n} (-1)^{|\lambda|} C(\lambda) f[\lambda]\) |
| 4.b \(F^{(-1)}(z)\) | \(\frac{1}{G'(F(z))}\) | \(\sum_{\lambda \in \mathcal{DP}_n} (-1)^{|\lambda|} C(\lambda) f \iota g[\lambda]\) |
| 5.b.c \(G(F^{(-1)}(z))\) | \(\sum_{R(\pi) \in \mathcal{DP}_n} (-1)^{|\pi|} f \iota g[\pi]\) | \(\sum_{\lambda \in \mathcal{DP}_n} (-1)^{|\lambda|} C(\lambda) f \iota g[\lambda]\) |
| 6. \(F(H, z) = 0\) | (See [4]) |
| 7.b \(H = G(u), z = F(u)\) | (see no. 5) |
| 8. \(H(z) = G(F_1(z), \ldots, F_n(z))\) | (requires \(q\)-chromatic partitions) |

\((a) F(0) = 1, \ (b) F(0) = 0, F'(0) = 1, \ (c) f \iota g[\alpha] \overset{\Delta}{=} f[\alpha] g[|\alpha|], \ (d) x \in \mathbb{R}\)

7 The Lagrange Inversion Formula

The following is required for some of our proofs.

Lagrange Inversion Formula [2] [6]. Suppose \(F(0) = 0\), and \(F_0(z) = F(z)/z\). Then

\[
\left[ \frac{z^n}{n!} \right] F^{(-1)}(z) = \left[ \frac{z^{n-1}}{(n-1)!} \right] F_0(z)^{-n}.
\]
More generally,
\[ \left[ \frac{z^n}{n!} \right] G(F^{(-1)}(z)) = \frac{z^{n-1}}{(n-1)!} G'(z) F_0(z)^{-n}. \]

8 Proof of Entry 1 in Table 2

Let \( F_j(z) := \sum_{j \geq 0} f_j[n_j] \frac{z^{n_j}}{n_j!} \), for \( j = 1, \ldots, k \). Then
\[
\prod_{j=1}^{k} F_j(z) = \prod_{j=1}^{k} \sum_{n_j \geq 0} f_j[n_j] \frac{z^{n_j}}{n_j!} = \sum_{n_1, \ldots, n_k \in \mathbb{N}} f_1[n_1] \cdots f_k[n_k] \frac{z^{n_1 + \cdots + n_k}}{n_1! \cdots n_k!} \] (Distributive Law.)

\[
\left[ \frac{z^n}{n!} \right] \prod_{j=1}^{k} F_j(z) = \sum_{c \in C^*_{n,k}} A(c) f_1[c_1] \cdots f_k[c_k]
= \sum_{\alpha \in \mathcal{C}^*_{n,k}} f_1[\alpha_1] \cdots f_k[\alpha_k].
\]

9 Proof of Entry 2 in Table 2

Since \( F(0) = 1 \), we may write \( F(z) = 1 + G(z) \) with \( G(0) = 0 \) and use the binomial theorem:
\[
F(z)^x = (1 + G(z))^x = \sum_{j \geq 0} \binom{x}{j} G(z)^j
\]

But by One, since \( g[0] = 0 \),
\[
\left[ \frac{z^n}{n!} \right] G(z)^j = \sum_{\alpha \in \mathcal{C}_{n,j}} g[\alpha] = \sum_{\alpha \in \mathcal{C}_{n,j}} f[\alpha]
\]
so
\[
h[n] = \sum_{j \geq 0} \binom{x}{j} \sum_{\alpha \in \mathcal{C}_{n,j}} f[\alpha]
= \sum_{\alpha \in \mathcal{C}_n} \binom{x}{|\alpha|} f[\alpha]
= \sum_{c \in \mathcal{C}_n} A(c) \binom{x}{|c|} f[c]
\]
\[= \sum_{k=1}^{n} \binom{x}{k} \sum_{\lambda \in P_{n,k}} A(\lambda)B(\lambda)f[\lambda] \]
\[= \sum_{\lambda \in P_n} \binom{x}{|\lambda|} A(\lambda)B(\lambda)f[\lambda] \]

10 Proof of Entry 3 in Table 2

By definition,
\[G(F(z)) = \sum_{k \geq 0} \frac{g[k]}{k!} F(z)^k. \]
But by 1, since \( F(0) = 0 \),
\[\left[ \frac{z^n}{n!} \right] F(z)^k = \sum_{\alpha \in C_{n,k}} f[\alpha] \]
Thus
\[h[n] = \sum_{\alpha \in C_n} \frac{1}{|a|!} f[a] g[|a|] \]
\[= \sum_{\pi \in \mathcal{P}_n} f[\pi] g[|\pi|] \]
\[= \sum_{\lambda \in P_n} C(\lambda) f \wr g[\lambda] \]

11 Proof of Entry 4 in Table 2

By Lagrange’s theorem, if \( F(0) = 0 \), and \( F_0(z) := F(z)/z \) (whence \( f_0[n] = f[n+1]/(n+1) \)),
then
\[\left[ \frac{w^n}{n!} \right] F^{(-1)}(w) = \left[ \frac{z^{n-1}}{(n-1)!} \right] F_0(z)^{-n} \]
\[= \sum_{\lambda \in P_{n-1}} C(\lambda) \binom{-n}{|\lambda|} f_0[\lambda] \]
\[= \sum_{\lambda \in P_{n-1}} (-1)^{|\lambda|+1} C(\lambda + 1) f[\lambda + 1]. \]
\[= \sum_{\lambda \in DP_{n-1}} (-1)^{|\lambda|} C(\lambda) f[\lambda] \]
\[= \sum_{R(\pi) \in DP_{n-1}} (-1)^{|\pi|} f[\pi] \]
12 Proof of Entry 5 in Table 2

Follows from Three and Four. Details omitted.

13 Proof of Entry 8 in Table 2

The following theorem, which is a straightforward generalization of Stanley’s Theorem 5.1.4 [6], is nevertheless useful as a starting point for inverse multivariate Taylor series.

We begin by defining a \( q \)-chromatic partition of \( n \) to be a pair \((\alpha, c)\) consisting of partition \( \alpha = \{\{\alpha_1, \ldots, \alpha_k\}\} \) of \( n \) together with a coloring function \( c : \{\{\alpha_1, \ldots, \alpha_k\}\} \to [q] \).

Note that repeated parts of the partition need not have the same color, but that, for example the partition \( \{\{1, 1\}\} \) of \( 2 \), could be 2-colored with one red 1 and one blue 1, both 1s red or both 1s blue, but that changing which 1 is red and which 1 is blue does not make any distinction for a total of three possible colorings.

**Theorem.** Multi-variable Compositional Formula

Let \( f_1, \ldots, f_q : \mathbb{P} \to \mathbb{C} \) be functions with exponential generating functions \( F_1, \ldots, F_q \) respectively. Assume that \( f_1[0] = \cdots = f_q[0] = 0 \), and let \( g : \mathbb{N}^q \to K \) be such that \( g[0, \ldots, 0] = 0 \). Let \( h : \mathbb{N} \to K \) have \( h[0] = 0 \) and for all \( n \geq 0 \),

\[
h[n] = \sum \prod_{i=1}^{l(\alpha)} f_{c(\alpha_i)}(|\alpha_i|)g(k),
\]

where the sum is over all colored set partitions \((\alpha, c)\) of \([n]\) and \( k = (k_1, \ldots, k_q) \) is such that \( k_j \) is the number of parts of \((\alpha, c)\) of color \( j \). Then,

\[
H(z) = G(F_1(x), \ldots, F_q(x)).
\]

**Proof:** Fix \( k \in \mathbb{N}^q \), and assume (without loss of generality) that any colored set partition is such that we have all parts of color 1 listed first, followed by all parts of color 2 and so forth, ending with all parts of color \( q \). We can then use Table 2, entry 1, with \( k_1 + \cdots + k_q \) functions to prove the theorem. In table 2, entry 1, let the functions that tell us the coefficients of the exponential generating functions be \( a_1, \ldots, a_{k_1+\cdots+k_q} \)

\[
a_1 = \cdots = a_{k_1} = f_1,
\]

\[
a_{k_1+1} = \cdots = a_{k_1+k_2} = f_2,
\]

and so on, up to

\[
a_{k_1+\cdots+k_{q-1}} = \cdots = a_{k_1+\cdots+k_q} = f_q.
\]
Then, there are $k_1!k_2!\ldots k_q!$ ways to arrange our ordered blocks so that we have not changed the product. Thus,

$$E_{h_k}(x) = g(k) \prod_{j=1}^{q} \frac{E_{f_j}(x)^{k_j}}{k_j!},$$

and summing over all $k$ gives the desired result. \hfill \blacksquare
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Abstract. We prove a new bound for multiplicative character sums of nonlinear recurring sequences with Rédei functions over a finite field of prime order. This result is motivated by earlier results on nonlinear recurring sequences and their application to the distribution of powers and primitive elements. The new bound is much stronger than the bound known for general nonlinear recurring sequences.

1 Introduction

Let \( p \) be a prime, \( \mathbb{F}_p \) the finite field of \( p \) elements, and \( F(X) \) a rational function over \( \mathbb{F}_p \). Let \((u_n)\) be the sequence of elements of \( \mathbb{F}_p \) obtained by the recurrence relation

\[
    u_{n+1} = F(u_n), \quad n \geq 0,
\]

with some initial value \( u_0 \in \mathbb{F}_p \). Obviously, this sequence eventually becomes periodic with least period \( T \leq p \), but we may restrict ourselves to the case where \((u_n)\) is purely periodic since otherwise we can consider a shift of the sequence.

Let \( \chi \) be a nontrivial multiplicative character of \( \mathbb{F}_p \). We consider character sums

\[
    S_\chi = \sum_{n=0}^{T-1} \chi(u_n).
\]

Bounds on \( S_\chi \) can be applied to obtain results on the distribution of powers and primitive roots modulo \( p \) in the sequence \((u_n)\) in a standard way, see e.g. \cite{8}.

In the special case of linear recurring sequences these sums are well-studied, see \cite{3,4,7}.

When \( F(X) \in \mathbb{F}_p[X] \) is a polynomial of degree at least 2, in \cite{8} under some natural restrictions on \( F(X) \) the general but rather weak upper bound

\[
    S_\chi = O\left(T^{1/2}p^{1/2}(\log p)^{-1/2}\right)
\]

and an analog for sums over parts of the period were given which are nontrivial whenever \( T > p(\log p)^{-1} \). Here the implied constant depends only on the
degree of $F(X)$. Note that each mapping of $\mathbb{F}_p$ can be represented by a polynomial. However, a representation as rational mapping can provide much stronger results.

For example, in the special case

$$F(X) = aX^{p-2} + b, \quad a \in \mathbb{F}_p^*, \ b \in \mathbb{F}_p,$$

the much stronger result

$$S_{\chi} = O \left( T^{1/2}p^{1/4} \right)$$

was obtained in [7], which is nontrivial whenever $T > p^{1/2}$. Since $x^{p-2} = x^{-1}$ for all $x \in \mathbb{F}_p^*$, the sequence $(u_n)$ can up to at most one sequence element be defined with the rational function $F(X) = aX^{-1} + b$.

In [2] we investigated another special class of nonlinear recurring sequences (1) constructed via Dickson polynomials $F(X) = D_e(X) \in \mathbb{F}_p[X]$ defined by the recurrence relation

$$D_e(X) = XD_{e-1}(X) - D_{e-2}(X), \quad e = 2, 3, \ldots,$$

with initial values

$$D_0(X) = 2, \quad D_1(X) = X.$$

Under the condition $\gcd(e, p^2 - 1) = 1$, which characterizes the Dickson permutation polynomials, see [5, Theorem 3.2], we obtained nontrivial bounds provided that $T > p^{1/2+\varepsilon}$ and if $T = p^{1+o(1)}$ we obtained

$$S_{\chi} = O \left( p^{7/8(1)} \right).$$

This article deals with the special class of nonlinear recurring sequences (1) constructed via Rédei functions defined in the sequel, which have some similar properties as Dickson polynomials.

Suppose that

$$r(X) = X^2 - \alpha X - \beta \in \mathbb{F}_p[X]$$

is an irreducible quadratic polynomial with the two different roots $\xi$ and $\zeta = \xi^p$ in $\mathbb{F}_p^2$. Then any polynomial $b(X) \in \mathbb{F}_p^2[X]$ can uniquely be written in the form $b(X) = g(X) + h(X)\xi$ with $g(X), h(X) \in \mathbb{F}_p[X]$. For a positive integer $e$, we consider the elements

$$(X + \xi)^e = g_e(X) + h_e(X)\xi.$$

Note that $g_e(X)$ and $h_e(X)$ do not depend on the choice of the root $\xi$ of $r(X)$. Evidently, $e$ is the degree of the polynomial $g_e(X)$, and $h_e(X)$ has degree at most $e - 1$, where equality holds if and only if $\gcd(e, p) = 1$, see [5, p. 22] or [10]. The Rédei function $R_e(X)$ of degree $e$ is then given by

$$R_e(X) = \frac{g_e(X)}{h_e(X)}.$$
The following facts can be found in [9]. The Rédei function $R_e(X)$ is a permutation of $\mathbb{F}_p$ if and only if $\gcd(e, p+1) = 1$, the set of these permutations is a group with respect to the composition which is isomorphic to the group of units of $\mathbb{Z}_{p+1}$. In particular for indices $m, n$ with $\gcd(m, p+1) = \gcd(n, p+1) = 1$ we have

$$R_m(R_n(u)) = R_{mn}(u) = R_n(R_m(u))$$

for all $u \in \mathbb{F}_p$. \hspace{1cm} (3)

For further background on Rédei functions we refer to [5,9,10].

We consider generators $(u_n)$ defined by

$$u_{n+1} = R_e(u_n), \quad n \geq 0, \quad \gcd(e, p+1) = 1,$$

with a Rédei permutation $R_e(X)$ and some initial element $u_0 \in \mathbb{F}_p$. The sequences $(u_n)$ are purely periodic and the period length $T$ divides $\varphi(p+1)$, where $\varphi$ denotes Euler’s totient function. For details we refer to [9, Lemma 3.5].

Although we follow the same general method of bounding character sums as in [2], the details of the crucial step that a certain auxiliary polynomial, see (6) below, is not, up to a multiplicative constant, an $s$th power of a polynomial, where $s$ denotes the order of $\chi$, is more intricate.

2 Preliminaries

For an integer $t > 1$ we denote by $\mathbb{Z}_t$ the residue ring modulo $t$ and always assume that it is represented by the set $\{0,1,\ldots,t-1\}$. As usual, we denote by $\mathcal{U}_t$ the set of invertible elements of $\mathbb{Z}_t$.

We recall Lemma 2 from [1].

**Lemma 1.** For any set $\mathcal{K} \subseteq \mathcal{U}_t$ of cardinality $\#\mathcal{K} = K$, any fixed $1 \geq \delta > 0$ and any integer $h \geq t^\delta$ there exists an integer $r \in \mathcal{U}_t$ such that the congruence

$$rk \equiv y \pmod{t}, \quad k \in \mathcal{K}, \quad 0 \leq y \leq h-1,$$

has

$$L_r(h) \gg \frac{Kh}{t}$$

solutions $(k; y)$.

We also need the Weil bound for character sums which we present in the following form, see e.g. [6, Theorem 5.41].

**Lemma 2.** Let $\chi$ be a multiplicative character of $\mathbb{F}_p$ of order $s > 1$ and let $F(X) \in \mathbb{F}_p[X]$ be a polynomial of positive degree that is not, up to a multiplicative constant, an $s$th power of a polynomial. Let $d$ be the number of distinct roots of $F(X)$ in its splitting field over $\mathbb{F}_p$. Then we have

$$\left| \sum_{x \in \mathbb{F}_p} \chi(F(x)) \right| \leq (d-1)p^{1/2}.$$
3 Main Result

Let $t$ be the smallest positive integer for which $R_e(u_0) = R_f(u_0)$ whenever $e \equiv f \pmod{t}$. Note that $t|p + 1$ and $T$ is the multiplicative order of $e$ modulo $t$.

**Theorem 1.** For every fixed integer $\nu \geq 1$ and nontrivial multiplicative character $\chi$ of $\mathbb{F}_p$ we have

$$S_\chi = O \left( T^{1 - \frac{2\nu + 1}{2(\nu + 1)}} T^{\frac{1}{2(\nu + 1)}} p^{\nu + 1} \right),$$

where the implied constant depends only on $\nu$.

**Proof.** We put

$$h = \left\lceil \frac{t^{\nu + 1}}{T^{\nu + 1}} p^{\frac{1}{2(\nu + 1)}} \right\rceil.$$  

Because $t \geq T$, for this choice of $h$ we obtain $h \geq p^{1/(2\nu + 1)}$, thus Lemma 1 applies.

Because the sequence $(u_n)$ is purely periodic, for any $k \in \mathbb{Z}/t$, we have:

$$(4) \quad S_\chi = \sum_{n=0}^{T-1} \chi(R_{e+n+k}(u_0)).$$

Let $\mathcal{K}$ be the subgroup of $\mathcal{U}_t$ generated by $e$. Thus $\#\mathcal{K} = T$. We select $r$ as in Lemma 1 and let $\mathcal{L}$ be the subset of $\mathcal{K}$ which satisfies the corresponding congruence. We denote $L = \#\mathcal{L}$. In particular, $L \gg hT/t$.

By (4) we have

$$LS_\chi = \sum_{n=0}^{T-1} \sum_{k \in \mathcal{L}} \chi(R_{e+n+k}(u_0)).$$

Applying the Hölder inequality, we derive

$$L^{2\nu} |S_\chi|^{2\nu} \leq T^{2\nu - 1} \sum_{n=0}^{T-1} \left| \sum_{k \in \mathcal{L}} \chi(R_{e+n+k}(u_0)) \right|^{2\nu}. \quad (5)$$

Let $1 \leq r' \leq t - 1$, be defined by the congruence $rr' \equiv 1 \pmod{t}$. By (3) we obtain

$$R_{e+n+k}(u_0) \equiv R_{r'e^n}(u_0) \equiv R_{r'e^n}(R_{r'e^n}(u_0)) \pmod{p}.$$  

Obviously, the values of $r'e^n$, $n = 0, \ldots, T - 1$, are pairwise distinct modulo $t$. Thus, from the definition of $t$, we see that the values of $R_{r'e^n}(u_0)$ are pairwise distinct. Therefore, from (5) we derive

$$L^{2\nu} |S_\chi|^{2\nu} \leq T^{2\nu - 1} \sum_{u \in \mathbb{F}_p} \left| \sum_{k \in \mathcal{L}} \chi(R_{r'e^n}(u)) \right|^{2\nu}. \quad (5)$$
Denoting \( \mathcal{F} = \{ re^k \mid k \in \mathcal{L} \} \) we deduct

\[
L^{2\nu} |S_\chi|^{2\nu} \leq T^{2\nu - 1} \sum_{u \in \mathbb{F}_p} \left| \sum_{f \in \mathcal{F}} \chi(R_f(u)) \right|^{2\nu}
\]

\[
\leq T^{2\nu - 1} \sum_{f_1, \ldots, f_{2\nu} \in \mathcal{F}} \sum_{u \in \mathbb{F}_p} \chi\left( \prod_{j=1}^{\nu} (R_{f_j}(u) (R_{f_{\nu+j}}(u))^{p-2}) \right).
\]

For the case that no integer in the set \( (f_1, \ldots, f_{\nu+1}, \ldots, f_{2\nu}) \) appears only once we use the trivial bound \( p \) for the inner sum. Since in this case there are at most \( \nu \) different values in \( (f_1, \ldots, f_{\nu+1}, \ldots, f_{2\nu}) \) there are at most \( L^\nu \) such cases, which gives the total contribution

\[
O(L^\nu p).
\]

Otherwise, to apply Lemma 2 we have to show that the polynomial

\[
\Psi_{f_1, \ldots, f_{2\nu}}(X) = \prod_{j=1}^{\nu} (g_{f_j}(X)h_{\nu+j}(X)(h_j(X)g_{f_{\nu+j}}(X))^{p-2})
\]  

(6)

is not, up to a multiplicative constant, an \( s \)-th-power of a polynomial, where \( s > 1 \) denotes the order of \( \chi \). We cancel all elements which appear in both sets \( \{f_1, \ldots, f_\nu\} \) and \( \{f_{\nu+1}, \ldots, f_{2\nu}\} \). Let \( f > 1 \) be the largest number in \( \{f_1, \ldots, f_{2\nu}\} \) which is not eliminated. We may assume \( f < p \). We show that \( g_f(X) \) has a zero which is neither a zero of any \( h_{f'}(X) \) with \( f' \leq f \) nor a zero of any \( g_{f'}(X) \) with \( f' < f \).

With (2) we obtain

\[
(X + \xi)^k - (X + \zeta)^k = (\xi - \zeta)h_k(X).
\]

Hence, \( h_k(x_0) = 0 \) if and only if

\[
\left( \frac{x_0 + \xi}{x_0 + \zeta} \right)^k = 1,
\]

(7)

i.e., \( (x_0 + \xi)/(x_0 + \zeta) \) is a \( k \)-th root of unity. Similarly using

\[
\zeta(X + \xi)^k - \xi(X + \zeta)^k = (\zeta - \xi)g_k(X)
\]

we get \( g_k(x_0) = 0 \) if and only if

\[
\left( \frac{x_0 + \xi}{x_0 + \zeta} \right)^k = \frac{\xi}{\zeta} = \zeta^{p-1}.
\]

Let \( \alpha > 1 \) be the order of \( \zeta^{p-1} \), i.e., \( \alpha|p+1 \), put \( l = \alpha f \) and let \( \rho \) be a suitable primitive \( l \)-th root of unity in an appropriate extension field of \( \mathbb{F}_p \), which exists since \( f < p \) and thus \( \gcd(l, p) = 1 \), such that

\[
z_0 = \frac{\xi - \rho \zeta}{\rho - 1}
\]
is a root of $g_f(X)$. Obviously we have $g_{f'}(z_0) \neq 0$ for $f' < f$. It can easily be seen with (7) that $h_{f'}(z_0) \neq 0$ for $f' \leq f$ since otherwise we had $\rho f' = 1$.

Taking into account that the number of distinct roots of $\Psi_{f_1,\ldots,f_{2\nu}}(X)$ is less than $2\nu h$ and it cannot be an $\nu$th-power, Lemma 2 applies. We obtain that the total contribution from such terms is $O(L^{2\nu} \rho^{1/2})$. Hence

$$L^{2\nu} |S_{\chi}|^{2\nu} = O \left( T^{2\nu-1} \left( L^{-\nu} p + L^{2\nu} \rho^{1/2} \right) \right).$$

So this leads us to the bound

$$|S_{\chi}|^{2\nu} = O \left( T^{2\nu-1} \left( L^{-\nu} p + \rho^{1/2} \right) \right).$$

Recalling that $L \gg hT/t$, we derive

$$|S_{\chi}|^{2\nu} = O \left( T^{2\nu-1} \left( t^{\nu} T^{-\nu} h^{-\nu} p + \rho^{1/2} \right) \right).$$

Substituting the selected value of $h$, which balances both terms in the above estimate, we finish the proof. □

**Remark.** As for the bound for Dickson polynomials we mention the following simplifications. Assuming that $T = t^{1+o(1)}$, the bound of Theorem 1 takes the form

$$S_{\chi} = O \left( T^{1-1/2\nu + o(1)} p^{(\nu+2)/4(\nu+1)} \right).$$

Therefore for any $\delta > 0$, choosing a sufficiently large $\nu$ we obtain a nontrivial bound provided $T \geq p^{1/2+\delta}$. On the other hand, if $t \geq T = p^{1+o(1)}$, then taking $\nu = 1$ we obtain

$$S_{\chi} = O \left( p^{7/8 + o(1)} \right).$$
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Abstract. Let \( \mathbb{F}_q \) denote the \( q \)-element field. A \( q \)-ary de Bruijn sequence of degree \( m \) is a cyclic sequence of elements of \( \mathbb{F}_q \), such that every element in \( \mathbb{F}_q^m \) appears exactly once as a consecutive \( m \)-tuple in the cyclic sequence. We consider its projective analogue; namely, a cyclic sequence such that every point in the projective space \( (\mathbb{F}_q^{m+1} - \{0\})/(\mathbb{F}_q^\times) \) appears exactly once as a consecutive \( (m+1) \)-tuple. We have an explicit formula \( (q!)^{q^m-1}/q^m \) for the number of distinct such sequences.

1 Introduction

Let \( \mathbb{F}_q \) be the \( q \)-element field. Consider a cyclic sequence \( C = (x_0, x_1, x_2, \ldots, x_p = x_0, x_{p+1} = x_1, \ldots) \) of period \( p \) over \( \mathbb{F}_q \). For an integer \( k \), the \( k \)-shadow of \( C \) is the multiset \( C[k] := \{(x_i, x_{i+1}, \ldots, x_{i+k-1}) \mid i = 0, 1, 2, \ldots, p-1\} \) of consecutive \( k \)-tuples in \( C \) for a full period. A cyclic sequence \( C \) is said to be a \( q \)-ary de Bruijn sequence of degree \( m \), if \( C[m] \) has no multiplicity and \( C[m] = \mathbb{F}_q^m \).

It follows that \( p = q^m \). Such a sequence has interesting applications, for example in the theory of shift-registers, see [2]. The number of the de Bruijn sequences is known ([1] for the binary case, and [5] for the general case).

Theorem 1. There exist \( (q!)^{q^m-1}/q^m \) distinct \( q \)-ary de Bruijn sequences of degree \( m \).

Through a study on the error-correcting sequence [3], we needed to introduce a projectivised version of de Bruijn sequences. As usual, the \( (m-1) \)-dimensional projective space is defined as the set of non-zero vectors quotiented by the action of scalar multiplication:

\[ P(q, m-1) := \{ (x_0, x_1, \ldots, x_{m-1}) \in \mathbb{F}_q^m \setminus \{0\} \}/\sim. \]

The class of \( (x_0, \ldots, x_{m-1}) \) is denoted by \( [x_0 : \cdots : x_{m-1}] \). Thus, \( [x_0 : \cdots : x_{m-1}] = [y_0 : \cdots : y_{m-1}] \) if and only if there is a non-zero \( \lambda \in \mathbb{F}_q^\times \) such that

\[ (x_0, \ldots, x_{m-1}) = \lambda(y_0, \ldots, y_{m-1}). \]

* This work is supported in part by JSPS Grant-In-Aid #16204002, #18654021, #18740044, #19204002 and JSPS Core-to-Core Program No.18005.
A projective de Bruijn sequence of degree $m$ is a cyclic sequence of period $p$ $x_0, x_1, \ldots, x_{p-1}, x_p = x_0, \ldots$ such that the multiset of the consecutive $m$-tuples
\[
\{[x_i : \cdots : x_{i+m-1}] \mid 0 \leq i \leq p-1\}
\]
has no multiplicity and equals to the point set of $P(q,m-1)$. Accordingly, $p = (q^m - 1)/(q-1)$ holds.

To state a relation to coding theory, recall that a $q$-ary $[(q^\ell - 1)/(q-1), (q^\ell - 1)/(q-1) - \ell, 3]$ Hamming code is a linear code characterized by its parity check matrix whose columns are all points in $P(q,\ell - 1)$ (e.g. [3]).

Put $k := (q^\ell - 1)/(q-1) - \ell$ and $n := (q^\ell - 1)/(q-1)$. Consider the following linear recurrence
\[
a_{j+k} = -\sum_{0 \leq i \leq k-1} c_i a_{i+j} \quad (j = 0, 1, \ldots, n-1) \quad (1)
\]
with constant coefficients $c_0, c_1, \ldots, c_{k-1} \in \mathbb{F}_q$.

The following easy theorem is proved in [3, Theorem 10].

**Theorem 2.** The set of solutions of (1) is the $q$-ary $[n, k, 3]$ Hamming code if and only if the sequence $(0, 0, \ldots, 0, c_0, c_1, \ldots, c_{k-1}, 1)$ of length (and period) $n$ is a projective de Bruijn sequence of degree $\ell$.

In [3, Remark 13], we raised the problem of determining the number of projective de Bruijn sequences. In this paper, we settle this problem:

**Theorem 3.** Let $m$ be a positive integer. The number of $q$-ary projective de Bruijn sequences of degree $m + 1$ is
\[
\frac{(q!)^{2m-1} q^m}{q^{m-1}}.
\]

Here, we identify such a sequence with its nonzero scalar multiples.

In the rest of this paper, we prove this theorem. The outline of the proof is: (1) define projective de Bruijn graphs $PD(q,m)$, whose Eulerian circuits are equivalent to projective de Bruijn sequences of degree $m + 1$, (2) to show that the line digraph $L(PD(q,m-1))$ is almost isomorphic to $PD(q,m)$, (3) use the formula for the number of Eulerian circuits for line digraphs [4].

### 2 Line Digraph

**Definition 1.** Let $D$ be a digraph, with vertex set $V(D)$ and the arrow set $A(D)$. Its line digraph $L(D)$ has $V(L(D)) := A(D)$, and two vertices $v, w \in V(L(D))$ has an arrow from $v$ to $w$ if and only if $v$ is adjacent to $w$ (with ordering considered) as arrows in $D$.

Let $E(D)$ denote the number of Eulerian circuits of $D$. The following lemma is a direct consequence of [3] Theorem 2, Lemmas 4,5].
Fig. 1. Digraph (the left picture) and its line digraph (the right picture)

Fig. 2. The graph $PD(q,m)$ with $q = 3$, $m = 2$

Lemma 1. Let $D$ be a $k$-regular digraph with $n$ vertices. Then, we have

$E(L(D)) = \frac{(k!)^{n(k-1)}}{k} E(D)$.

3 Projective de Bruijn Graph

Let $q$ be a prime power, $\mathbb{F}_q$ the $q$-element field, and $m$ a positive integer.

Definition 2. We define the $q$-ary projective de Bruijn graph of degree $m$, denoted by $PD(q,m)$, as follows. Let $P(q,m-1)\mathcal{O}$ denotes the set of points in the $m$-dimensional projective space supplemented with a formal element $O_m := [0 : 0 : \cdots : 0]$ (an $m$-tuple of 0s). (1) $V(PD(q,m)) := P(q,m-1)\mathcal{O}$, (2) $A(PD(q,m)) := P(q,m)\mathcal{O}$, and (3) an arc $[x_0 : \cdots : x_m] \in A(PD(q,m))$ has its origin at $[x_0 : \cdots : x_{m-1}] \in V(PD(q,m))$ and its target at $[x_1 : \cdots : x_m] \in V(PD(q,m))$.

There are three special vertices in $PD(q,m)$: $A_m = [1 : 0 : \cdots : 0]_m$, $B_m = [0 : \cdots : 0 : 1]_m$, and $O_m := [0 : \cdots : 0]$ (and special arrows $A_{m+1}$, $B_{m+1}$, and $O_{m+1}$).

Remark 1. It is easy to check that the digraph $PD(q,m)$ has a loop at $O_m$, and $(q-1)$ multiple arrows from $A_m$ to $B_m$. In addition, the out-degree and in-degree
of \( O_m \) are both two, and the other vertices have out-degree and in-degree equal to \( q \).

**Theorem 4.** There is a natural bijection from the set of Eulerian circuits \( \mathcal{E}(PD(q,m)) \) to the set of projective de Bruijn sequences of degree \( m + 1 \).

**Proof.** An Eulerian circuit \( C \) gives a cyclic sequence of arrows, namely, a cyclic sequence of elements of \( P(q,m)_O \). Since the indegree and the outdegree of \( O_m \) are two, \( C \) has the subsequence \( A_{m+1}, O_{m+1}, B_{m+1} \). Take the representative \( (0, \ldots, 0, 1) \) for \( B_{m+1} \), and define \( (x_0, \ldots, x_m) := (0, \ldots, 0, 1) \). We define \( x_{m+1} \in \mathbb{F}_q \) so that \([x_1 : \cdots : x_{m+1}]\) is the next arrow to \( B_{m+1} \) in the sequence \( C \). This is unique, since \((x_1, \ldots, x_m)\) is nonzero. Inductively we define \( x_{m+2}, \ldots \), according to the sequence of arrows in \( C \). Then, this process will end just before reaching to \( O_{m+1} \) at \( A_{m+1} \), where we have \([x_{p-1} : x_p : \cdots : x_{p+m-2}] = A_{m+1} \) for some \( p \). Since the length of \( C \) is \((q^m - 1)/(q - 1) + 1\), we have \( p = (q^m - 1)/(q - 1) \), and the sequence \( x_0, \ldots, x_{p-1} \) with period \( p \) is a projective de Bruijn sequence, since by the construction \( C[m] \) consists of \( P(q,m) \). The converse construction of an Eulerian circuit from a projective de Bruijn sequence is equally easy. \( \square \)

**Definition 3.** Note that an Eulerian circuit of \( PD(q,m) \) has the subsequence of vertices \( A_m, O_m, O_m, B_m \), connected by arrows \( A_{m+1}, O_{m+1}, B_{m+1} \). Let \( PD'(q,m) \) be the digraph obtained from \( PD(q,m) \) by removing the arrows \( A_{m+1}, O_{m+1}, B_{m+1} \) and the vertex \( O_m \), and adding an arrow \( AB_{m+1} \) from \( A_m \) to \( B_m \).

The following can be easily shown.

**Lemma 2.** \( PD'(q,m) \) is a \( q \)-regular digraph, and \( E(PD(q,m)) = E(PD'(q,m)) \) holds.

**Definition 4.** Suppose \( m \geq 2 \). We remove all the arrows from \( A_m \) to \( B_m \) in \( PD'(q,m) \), and then identify \( A_m \) and \( B_m \) (the identified vertex is denoted by

![Fig. 3. Digraph PD'(q, m) for q = 3, m = 2](image-url)
AOB_m). The obtained digraph is denoted by PD''(q, m). Thus, the incoming arrows to AOB_m in PD''(q, m) is the incoming arrows to A_m in PD'(q, m), and outgoing arrows from AOB_m are those from B_m in PD'(q, m). This digraph has no multiple arrows.

Lemma 3. Suppose m ≥ 2. There is a natural q! to 1 mapping

\[ E(PD'(q, m)) \rightarrow E(PD''(q, m)). \]

As a corollary, we have

\[ E(PD'(q, m)) = q!E(PD''(q, m)). \]

Proof. Let C' be an Eulerian circuit of PD'(q, m). Let C'' be a cyclic sequence of arrows of PD'(q, m) obtained by simply removing the q arrows from A_m to B_m from C'. Since A_m and B_m are contracted in PD''(q, m), C'' is a circuit, and easily seen to be an Eulerian circuit. Conversely, if we fix C'', then C' is obtained by adding an arrow from A_m to B_m at each place in C'' where C'' goes over AOB_m. Thus, this mapping is q! to 1.

Note that the above does not hold for m = 1, since E(PD'(q, 1)) = (q − 1)!

Lemma 4

\[ L(PD'(q, m)) = PD''(q, m + 1). \]

Proof. Note that these graphs have no multiple arrows. As for the vertex sets,

\[ V(L(PD'(q, m))) := A(PD'(q, m)) \]

is obtained from A(PD(q, m)) = P(q, m) by removing A_{m+1}, O_{m+1}, B_{m+1} and adding an element named AB_{m+1}. By identifying AB_{m+1} with AOB_{m+1} ∈
Fig. 5. Three arrows $O_{m+1}, A_{m+1}, B_{m+1}$ in $PD(q,m)$ (the left picture) and its line digraph $L(PD(q,m))$ (the right picture)

$V(PD''(q,m+1))$, we have identification $V(L(PD'(q,m))) = V(PD''(q,m+1))$.

As for the arrow sets, there is a bijection

$$A(L(PD'(q,m)) \rightarrow A(PD''(q,m+1))$$

defined as follows. The left hand side is a pair of adjacent arrows of $PD'(q,m)$, say $P_{m+1}, Q_{m+1}$. There are four cases.

- Case 1: $P_{m+1} \neq AB_{m+1}$ and $Q_{m+1} \neq AB_{m+1}$. Then, $P_{m+1}, Q_{m+1}$ are in $P(q,m) \setminus \{A_{m+1}, O_{m+1}, B_{m+1}\}$, and are adjacent vertices in $PD(q,m+1)$, hence $P_{m+1}Q_{m+1}$ is an arrow in $PD''(q,m+1)$.

- Case 2: $P_{m+1} = AB_{m+1}$ and $Q_{m+1} \neq AB_{m+1}$. In this case, $B_{m+1}$ is adjacent to $Q_{m+1}$ in $A(PD(q,m))$. (See Definition 4). Then, an arrow in $PD''(q,m+1)$ that connects the vertex $AOB_{m+1}$ to $Q_{m+1}$ is assigned.

- Case 3: $P_{m+1} \neq AB_{m+1}$ and $Q_{m+1} = AB_{m+1}$. This case is similar (symmetric) to Case 2.

- Case 4: $P_{m+1} = AB_{m+1}$ and $Q_{m+1} = AB_{m+1}$. This does not happen since $AB_{m+1}$ is not a loop.

It is straightforward to check that this mapping is a bijection: Case 1 is easy, and for the other cases by the case division, which is left to the reader. See Figures 5 and 6 for the structure for Cases 2 and 3.

Remark 2. A more conceptual proof is as follows. Let $D(q,m)$ be the $q$-ary de Bruijn graph of degree $m$. By definition, we have $L(D(q,m)) = D(q,m+1)$. The action of $\mathbb{F}_q^\times$ is free except for the neighborhood of $A_m, O_m, B_m$. Thus, by taking the quotient, we know that $L(PD(q,m))$ is isomorphic to $PD(q,m+1)$, except for the neighborhoods of these three vertices. Then, looking the non-regularity around the fixed points, we are lead to the above lemma.
4 Proof of Main Theorem

By Theorem 4, our Main Theorem 3 is reduced to the following

Theorem 5

\[ E(PD(q,m)) = \frac{(q!)^{\frac{m-1}{q-1}}}{q^m}. \]

Proof. By Lemmas 2, 3 and 4, we have for \( m \geq 2 \)

\[ E(PD(q,m)) = E(PD'(q,m)) = q!E(PD''(q,m)) = q!E(L(PD'(q,m-1))). \]

Then, by Lemma 1, we have

\[ E(L(PD'(q,m-1))) = \frac{(k!)^{n(k-1)}}{k} E(PD'(q,m-1)) \]

for \( n = \frac{q^{m-1}}{q-1} - 1 \) and \( k = q \). Thus, we have an induction formula

\[ E(PD'(q,m)) = q! \cdot \frac{(q!)^{q^{m-1}-1}}{q} E(PD'(q,m-1)) = \frac{(q!)^{q^{m-1}-1}}{q} E(PD'(q,m-1)). \]

Since \( E(PD(q,1)) = \frac{q!}{q} \), we have

\[ E(PD(q,m)) = \frac{(q!)^{\frac{m-1}{q-1}}}{q^m}. \]

\( \square \)
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Abstract. The average Hamming correlation is an important performance indicator of the frequency hopping sequences. In this paper, the theoretical bound on the average Hamming correlation for frequency hopping sequences is established. Besides, a new family of frequency hopping sequences is proposed and investigated. The construction of new frequency hopping sequences is based upon the theory of power residues, and the new frequency hopping sequences are called the power residue frequency hopping sequences. It is shown that new frequency hopping sequences are optimal with respect to both average Hamming correlation family and the optimal maximum Hamming correlation.
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1 Introduction

The design of frequency hopping (FH) sequences is suitable for frequency hopping or time hopping (TH) CDMA systems, multi-user radar and sonar systems which remain of great interest in recent years [12]. In FH CDMA systems, the address assignment must be achieved in such a way that there is no ambiguity about the sender and the information it transmits, and the received signal must interfere as negligible as possible to the reception of other users’ signals. The mutual interference in FH CDMA is mainly controlled by the Hamming cross-correlation of the hopping sequences. The need for finding FH sequences which
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have simultaneously good Hamming autocorrelation functions, small Hamming crosscorrelation functions and large family size is therefore well motivated.

Frequency hopping sequence design normally involves the following parameters: the size $q$ of the frequency slot set $F$, the sequence length $L$, the family size $M$, the maximum Hamming autocorrelation sidelobe $H_a$, the maximum Hamming crosscorrelation $H_c$, the average Hamming autocorrelation $A_a$, and the average Hamming crosscorrelation $A_c$. In applications, it is generally desired that the family of FH sequences has the following properties [1,3,4].

1). The maximum Hamming autocorrelation $H_a$ should be as small as possible;
2). The maximum Hamming crosscorrelation $H_c$ should be as small as possible;
3). The average Hamming autocorrelation $A_a$ should be as small as possible;
4). The average Hamming crosscorrelation $A_c$ should be as small as possible;
5). The family size $M$ for given $H_a$, $H_c$, $A_a$, $A_c$, $q$ and $L$ should be as large as possible.

However, these parameters $q$, $L$, $M$, $H_a$, $H_c$, $A_a$ and $A_c$ are not independent, and are bounded by certain theoretical limits. In order to evaluate the theoretical performance of the FH sequences, it is important to find the tight theoretical limits which set bounded relation among these parameters. Early in 1974, Lempel and Greenberger [4] established some bounds on the periodic Hamming correlation of FH sequences for $M = 1$ or 2. In 2004, Peng and Fan [5] obtained the following theoretical limit which sets bounded relation among the parameters $q$, $L$, $M$, $H_a$ and $H_c$.

\[(L - 1)qH_a + (M - 1)LqH_c \geq (LM - q)L.\] (1)

If $H_a$ and $H_c$ are a pair of the minimum integer solutions of inequality (1), then the corresponding FH sequence set $S$ is called optimal maximum Hamming correlation family.

As far as the authors aware, the theoretical limits haven’t been obtained yet which set bounded relation among the parameters $q$, $L$, $M$, $A_a$ and $A_c$.

There are a number of hopping sequences derived from the polynomials over finite fields, such as linear hopping sequences [6], general linear hopping sequences [7], quadratic hopping sequences [8], extended quadratic hopping sequences [9], cubic sequences [10], cubic + linear congruence sequences [11], extended cubic hopping sequences [12], general cubic hopping sequences [3], polynomial hopping sequences [12], etc.

In this paper, we will pay particular attention to the bounds on the average Hamming correlation for FH sequences, and the construction and the characteristics on the Hamming correlation for the power residue FH sequences.

The rest of the paper is organized as follows. Section 2 gives the bounds on the average Hamming correlation for FH sequences; Section 3 presents the construction of the family of power residue FH sequences and establishes the
relevant properties; Section 4 gives several illustrative examples; then the final section concludes with a brief summary.

2 The Average Hamming Correlation for Frequency Hopping Sequences

We first introduce the necessary notations. Let $p$ be a prime number, $\text{GF}(p)$ be a finite field with elements $\{0, 1, \ldots, p-1\}$. Let $f(x)$ be a polynomial over the finite field $\text{GF}(p)$, we will use $N(f) = N(f(x)=0)$ to denote the number of solutions of the equation $f(x)=0$ in $\text{GF}(p)$.

Let $F=\{f_1, f_2, \ldots, f_q\}$ be a frequency slot set with size $|F|=q$, and $S$ be a set of $M$ frequency hopping sequences of length $L$. For any two frequency slots $f_i, f_j \in F$, let

$$h(f_i, f_j) = \begin{cases} 1, & \text{if } f_i = f_j, \\ 0, & \text{otherwise}. \end{cases}$$

For any two FH sequences $x = (x_0, x_1, \ldots, x_{L−1}), y = (y_0, y_1, \ldots, y_{L−1}) \in S$, and any integer $τ \geq 0$, the periodic Hamming correlation function $H(x, y; τ)$ of $x$ and $y$ at time delay $τ$ is defined as follows:

$$H(x, y; τ) = \sum_{i=0}^{L-1} h(x_i, y_{i+τ}), \ (τ = 0, 1, \ldots, L − 1)$$

where the subscript addition $i+τ$ is performed modulo $L$. Moreover, the $H(x, x; τ)$ is called the periodic Hamming autocorrelation function when $x = y$ and the periodic Hamming crosscorrelation function when $x \neq y$. For any given FH sequence set $S$, the maximum periodic Hamming autocorrelation sidelobe $H_a(S)$ and the maximum periodic Hamming crosscorrelation $H_c(S)$ are defined by

$$H_a(S) = \max \{H(x, x; τ) | x \in S, τ = 1, 2, \ldots, L − 1 \}$$

$$H_c(S) = \max \{H(x, y; τ) | x, y \in S, x \neq y, τ = 0, 1, \ldots, L − 1 \}$$

An important performance indicator of the hopping sequences is the average Hamming correlation defined as follows.

**Definition 1 ([13]).** Let $S$ be a set of $M$ hopping sequences of length $L$ over a given frequency slot set $F$ with size $q$, we call

$$S_a(S) = \sum_{x \in S, \ 1 \leq τ \leq L−1} H(x, x; τ),$$

$$S_c(S) = \frac{1}{2} \sum_{x, y \in S, x \neq y, 0 \leq τ \leq L−1} H(x, y; τ)$$
as the overall number of Hamming autocorrelation (auto-hits) and Hamming crosscorrelation (cross-hits) of $S$ respectively, and call

$$A_a(S) = \frac{S_a(S)}{M(L-1)},$$

$$A_c(S) = \frac{2S_c(S)}{LM(M-1)}$$

as the average Hamming autocorrelation (average of auto-hits) and the average Hamming crosscorrelation (average of cross-hits) of $S$ respectively.

Obviously, the average Hamming correlation (average of hits) indicates the average error (or interference) performance of the hopping systems. However, generally speaking, it is very difficult to derive the average Hamming correlation for a given hopping sequence. For simplicity, we will denote $S_a = S_a(S)$, $S_c = S_c(S)$, $A_a = A_a(S)$ and $A_c = A_c(S)$.

We now give the theoretical limits which set a bounded relation among the parameters $q$, $L$, $M$, $A_a$ and $A_c$.

**Theorem 1.** Let $S$ be a set of $M$ hopping sequences of length $L$ over a given frequency slot set $F$ with size $q$, $A_a$ and $A_c$ be the average Hamming autocorrelation and the average Hamming crosscorrelation of $S$ respectively, then

$$\frac{A_a}{L(M-1)} + \frac{A_c}{(L-1)} \geq \frac{LM - q}{q(L-1)(M-1)}. \quad (2)$$

**Proof.** We first have

$$\sum_{x,y \in S, \tau} H(x,y;\tau) = \sum_{x \in S} H(x,x;0) + \sum_{x \in S, \tau \neq 0} H(x,y;\tau) + \sum_{x \neq y \in S, \tau} H(x,y;\tau) = LM + S_a + 2S_c.$$

In [5], a lower bound $L^2M^2/q$ on $\sum_{x,y \in S, 0 \leq \tau \leq L-1} H(x,y;\tau)$ was given. Therefore,

$$LM + S_a + 2S_c \geq \frac{L^2M^2}{q},$$

and

$$\frac{1}{(L-1)(M-1)} S_a + \frac{2S_c}{LM(L-1)(M-1)} \geq \frac{LM}{q(L-1)(M-1)},$$

$$\frac{1}{(L-1)(M-1)} A_a + \frac{A_c}{L(M-1)} + \frac{A_c}{(L-1)} \geq \frac{LM}{q(L-1)(M-1)},$$

and (2) follows immediately. This completes the proof.

If the parameters $q$, $L$, $M$, $A_a$, and $A_c$ of the FH sequence set $S$ satisfy inequality (2) with equality, then it is said that sequence set $S$ is an optimal average Hamming correlation family.
3 Construction and Analysis of the Power Residue Frequency Hopping Sequences

This section gives the definition of the new family of FH sequences and then establishes the relevant properties.

**Definition 2.** Let \( p \) be a prime number, \( k \) be any positive integer such that \( 1 \leq k \leq p - 2 \). A \( k \)th power residue FH sequence set \( C(p, k) \) is defined as follows:

\[
\begin{align*}
C(p, k) &= \{ c^{(i)} | 1 \leq i \leq p - 1 \}, \\
c^{(i)} &= (c_{0}^{(i)}, c_{1}^{(i)}, \ldots, c_{p-1}^{(i)}), \\
c_{n}^{(i)} &= i \cdot n^k \mod p (0 \leq n \leq p - 1).
\end{align*}
\]

As for their Hamming correlations, we have the following results.

**Theorem 2.** Let \( p \) be a prime number, \( k \) be any positive integer such that \( 1 \leq k \leq p - 2 \), then the \( k \)th power residue FH sequence set \( C(p, k) \) has the following characteristics.

1) \( M = p - 1 \), \( L = q = p \).
2) The Hamming autocorrelation functions of \( C(p, k) \) are given by

\[
H(e^{(i)}, e^{(i)}; \tau) = \begin{cases} p, \tau = 0 \\ \gcd(p - 1, k) - 1, 1 \leq \tau \leq p - 1 \end{cases}
\]

The average Hamming autocorrelation of \( C(p, k) \) is

\[
A_a = \gcd(p - 1, k) - 1.
\]

3) The Hamming crosscorrelation functions of \( C(p, k) \) are given by

\[
H(e^{(i)}, e^{(j)}; \tau) = \begin{cases} 1, \tau = 0 \\ 0, \tau > 0 \text{ and } i \cdot j^{-1} \text{ is a } k \text{th power nonresidue modulo } p \\ \gcd(p - 1, k), \tau > 0 \text{ and } i \cdot j^{-1} \text{ is a } k \text{th power residue modulo } p \end{cases}
\]

where \( 1 \leq i, j \leq p - 1 \), \( i \neq j \).

The average Hamming crosscorrelation of \( C(p, k) \) is

\[
A_c = \frac{1}{p(p-2)} [p^2 - p - 1 - (p - 1)\gcd(p - 1, k)].
\]

4) The \( C(p, k) \) is an optimal average Hamming correlation family.

**Proof.** The proof of 1) is straightforward. We prove now 2). For any FH sequence \( e^{(i)} \in C(p, k) \), its Hamming autocorrelation functions can be written as

\[
H(e^{(i)}, e^{(i)}; \tau) = \sum_{n=0}^{p-1} h(e_{n}^{(i)}, e_{n+\tau}^{(i)}) = \sum_{n=0}^{p-1} h(e_{n+\tau}^{(i)} - e_{n}^{(i)}, 0) = N((i(n + \tau)^k - in^k = 0) = N((n + \tau)^k - n^k = 0).
\]
For any $1 \leq \tau \leq p - 1$, we have from number theory

$$H(e^{(i)}, e^{(j)}; \tau) = N((1 + \tau \cdot n^{-1})^k = 1) = \gcd(p - 1, k) - 1,$$

hence (3) follows. Then (4) follows immediately from (3).

We prove now part 3). For any two $k$th power residue FH sequences $e^{(i)}, e^{(j)} \in C(p, k)$, their Hamming crosscorrelation functions can be written as

$$H(e^{(i)}, e^{(j)}; \tau) = \sum_{n=0}^{p-1} h(e^{(i)}_{n}, e^{(j)}_{n+\tau}) = \sum_{n=0}^{p-1} h(e^{(j)}_{n+\tau} - e^{(i)}_{n}, 0)
$$

$$= N(j(n + \tau)^k - i \cdot n^k = 0) = N(j(n + \tau)^k = i \cdot n^k).$$

For $\tau = 0$, since $i \neq j$, we obtain

$$H(e^{(i)}, e^{(j)}; 0) = N(j \cdot n^k = i \cdot n^k) = 1.$$ 

For any $1 \leq \tau \leq p - 1$, we have from number theory

$$H(e^{(i)}, e^{(j)}; \tau) = N((1 + \tau \cdot n^{-1})^k = i \cdot j^{-1})$$

$$= \{ \gcd(p - 1, k), i \cdot j^{-1} \text{ is a } k \text{th power residue modulo } p \}
$$

$$\{ 0, i \cdot j^{-1} \text{ is a } k \text{th power nonresidue modulo } p \}$$

Hence (5) follows. For any two

For any fixed $1 \leq j \leq p - 1$, it is noted that $i \cdot j^{-1}$ runs independently over all elements in $\{1, 2, \ldots, p - 1\}$ as $i$ takes independently all elements in $\{1, 2, \ldots, p - 1\}$.

Therefore, $i \cdot j^{-1}$ takes $k$th power residues modulo $p$, $p - 1)/\gcd(p - 1, k)$ times, $k$th power nonresidues modulo $pp - 1(p - 1)/\gcd(p - 1, k)$ times from number theory. Therefore

$$S_c = \frac{1}{2} \sum_{1 \leq i, j \leq p - 1, 0 \leq \tau \leq p - 1, i \neq j} H(e^{(i)}, e^{(j)}; \tau)$$

$$= \frac{(p - 1)(p - 2)}{2} + \frac{1}{2} \sum_{1 \leq j \leq p - 1, 1 \leq \tau \leq p - 1, i \neq j} \left[ \frac{p - 1}{\gcd(p - 1, k)} - 1 \right] \cdot \gcd(p - 1, k)$$

$$= \frac{p - 1}{2} \left[ p^2 - p - 1 - (p - 1)\gcd(p - 1, k) \right].$$

The average Hamming crosscorrelation of $C(p, k)$ is

$$A_c = \frac{2S_c}{ML(M - 1)}$$

$$= \frac{2}{(p - 1)p(p - 2)} \left[ p^2 - p - 1 - (p - 1)\gcd(p - 1, k) \right]$$

$$= \frac{1}{p(p - 2)} \left[ p^2 - p - 1 - (p - 1)\gcd(p - 1, k) \right].$$

Thus (6) is true. By applying 1), (4) and (5) to (2), it follows that

$$\frac{A_c}{L(M - 1)} + \frac{A_c}{(L - 1)} \left[ \gcd(p - 1, k) - 1 \right] + \frac{1}{(p - 1)p(p - 2)} \left[ p^2 - p - 1 - (p - 1)\gcd(p - 1, k) \right]
$$

$$= \frac{1}{(p - 1)} \geq \frac{L}{q(L - 1)(M - 1)} = \frac{p(p - 1) - p}{p(p - 1)(p - 2)} = \frac{1}{(p - 1)}.$$

Thus, the FH sequence set $C(p, k)$ is an optimal average Hamming correlation set. This completes the proof. \qed
Corollary 1. Let $p$ be a prime number, $k$ be any positive integer such that $1 \leq k \leq p-2$ and $\gcd(p-1,k)=1$, then the $k$th power residue FH sequence set $C(p, k)$ has the following characteristics.

1) The Hamming autocorrelation functions of $C(p, k)$ are given by

$$H(e^{(i)}, e^{(i)}; \tau) = \begin{cases} p, & \tau = 0 \\ 0, & 1 \leq \tau \leq p - 1 \end{cases}$$

The average Hamming autocorrelation of $C(p, k)$ is $A_a = 0$.

2) The Hamming crosscorrelation functions of $C(p, k)$ are given by

$$H(e^{(i)}, e^{(j)}; \tau) = 1.$$ 

(7)

The average Hamming crosscorrelation of $C(p, k)$ is $A_c = 1$. (8)

3) $C(p, k)$ is an optimal maximum Hamming correlation family.

Proof. The proof of 1) is straightforward.

We prove now 2). For any fixed $1 \leq j \leq p-1$, it is noted that $i \cdot j^{-1}$ runs independently over all elements in $\{1,2,\ldots,p-1\}$ as $i$ takes independently all elements in $\{1,2,\ldots,p-1\}$. Since $\gcd(p-1,k)=1$, $i \cdot j^{-1}$ takes $k$th power residues modulo $p$ altogether $(p-1)/\gcd(p-1, k) = p-1$ times from number theory [14]. That is, for all $i$ and $j$ with $1 \leq i, j \leq p-1$, $i \cdot j^{-1}$ are $k$th power residues modulo $p$. Hence, (7) follows immediately from (5), and (8) follows immediately from (7).

It is easy to see that the FH sequence set $C(p, k)$ has the following parameters: $q = p$, $L = p$, $M = p-1$, $H_a=0$ and $H_c=1$. By applying these parameters to (11), it follows that

$$(L-1)qH_a + (M-1)LqH_c = (p-2)p^2 \geq (LM-q)L = (p-2)p^2,$$

hence, the FH sequence set $C(p, k)$ is an optimal maximum Hamming correlation family. This completes the proof. \qed

4 Illustrative Examples

For $p=7$, $k=3$, one can design 3rd power residue FH sequence set $C(7, 3)$ as shown below:

$C(7, 3) = \{ e^{[1]} = (0, 1, 1, 1, 6, 1, 6), e^{[2]} = (0, 2, 2, 5, 2, 5, 5), e^{[3]} = (0, 3, 3, 4, 3, 4, 4),

\begin{align*}
& e^{[4]} = (0, 4, 4, 3, 4, 3, 3), e^{[5]} = (0, 5, 5, 2, 5, 2, 2), e^{[6]} = (0, 6, 6, 1, 6, 1, 1) \}.
\end{align*}$

The periodic Hamming correlations of $C(7, 3)$ are given by

$$H(e^{(i)}, e^{(j)}; \tau) = \begin{cases} (7, 2, 2, 2, 2, 2, 2), i = j, \\ (1, 3, 3, 3, 3, 3, 3), (i, j) = (1, 6), (2, 5), (3, 4), \\ (1, 0, 0, 0, 0, 0, 0), \text{otherwise}. \end{cases}$$
A Class of Optimal FH Sequences Based upon the Theory of Power Residues

The 3rd power residue FH sequence set $C(7, 3)$ is an optimal average Hamming correlation family by Theorem 2. It is easy to see that the FH sequence set $C(7, 3)$ has the following parameters: $q = 7$, $L = 7$, $M = 6$, $H_a = 2$ and $H_c = 3$. By applying these parameters to (1), it follows that

$$(L - 1)qH_a + (M - 1)LqH_c = 624 > (LM - q)L = 245,$$

hence, the FH sequence set $C(7, 3)$ is not an optimal maximum Hamming correlation family.

For $p = 7$, $k = 4$, one can design 4th power residue FH sequence set $C(7, 4)$ as shown below:

$C(7, 4) = \{ e_1 = (0, 1, 2, 4, 4, 2, 1), e_2 = (0, 2, 4, 1, 1, 4, 2), e_3 = (0, 3, 6, 5, 6, 3, 1), e_4 = (0, 4, 1, 2, 2, 1, 4), e_5 = (0, 5, 3, 6, 6, 3, 5), e_6 = (0, 6, 5, 3, 5, 6) \}$. The periodic Hamming correlations of $C(7, 4)$ are given by

$$H(e^{(i)}, e^{(j)}; \tau) = \begin{cases} (7, 1, 1, 1, 1, 1, 1), & i = j, \\ (1, 2, 2, 2, 2, 2, 2), & (i, j) = (1, 2), (1, 4), (2, 4), (3, 5), (3, 6), (5, 6), \\ (1, 0, 0, 0, 0, 0, 0), & \text{otherwise}. \end{cases}$$

The 4th power residue FH sequence set $C(7, 4)$ is an optimal average Hamming correlation family by Theorem 2. It is easy to see that the FH sequence set $C(7, 4)$ has the following parameters: $q = 7$, $L = 7$, $M = 6$, $H_a = 1$ and $H_c = 2$. By applying these parameters to (1), it follows that

$$(L - 1)qH_a + (M - 1)LqH_c = 532 > (LM - q)L = 245,$$

whence, the FH sequence set $C(7, 4)$ is not an optimal maximum Hamming correlation family.

For $p = 7$, $k = 5$, one can design 5th power residue FH sequence set $C(7, 5)$ as shown below:

$C(7, 5) = \{ e_1 = (0, 1, 4, 5, 2, 3, 6), e_2 = (0, 2, 1, 3, 4, 6, 5), e_3 = (0, 3, 5, 1, 6, 2, 4), e_4 = (0, 4, 2, 6, 1, 5, 3), e_5 = (0, 5, 6, 4, 3, 1, 2), e_6 = (0, 6, 3, 2, 5, 4, 1) \}$. The periodic Hamming correlations of $C(7, 5)$ are given by

$$H(e^{(i)}, e^{(j)}; \tau) = \begin{cases} (7, 0, 0, 0, 0, 0, 0), & i = j, \\ (1, 1, 1, 1, 1, 1, 1), & \text{otherwise}. \end{cases}$$

Since $\gcd(5, 7) = 1$, the 5th power residue FH sequence set $C(7, 5)$ is an optimal average Hamming correlation family by Theorem 2, and is an optimal maximum Hamming correlation family by Corollary 1.

5 Concluding Remarks

In this paper, the lower bound on the average Hamming correlation for FH sequences with respect to the size $p$ of the frequency slot set, the sequence length $L$, the family size $M$, the average Hamming autocorrelation $A_a$ and the average Hamming crosscorrelation $A_c$, is established, and a class of power residue
FH sequences is proposed. It is shown that the new FH sequences set is an optimal average Hamming correlation family. Moreover, it is shown that the power residue FH sequence set $C(p, k)$ is an optimal maximum Hamming correlation family and a one-coincidence FH sequence family under the condition that $\gcd(p-1, k)=1$.
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Abstract. We explore the known connection of Kloosterman sums on fields of characteristic 2 and 3 with the number of points on certain elliptic curves over these fields. We use this connection to prove results on the divisibility of Kloosterman sums, and to compute numerical examples of zeros of Kloosterman sums on binary and ternary fields of large orders. We also show that this connection easily yields some formulas due to Carlitz that were recently used to prove certain non-existence results on Kloosterman zeros in subfields.
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1 Introduction

Kloosterman sums have recently enjoyed much attention. Some of this interest is due to their applications in cryptography and coding theory; see for example [4] and [14].

In the present paper we exploit the connection between Kloosterman sums on \( \mathbb{F}_{p^m} \) and the number of \( \mathbb{F}_{p^m} \)-rational points on certain elliptic curves, where \( p \in \{2, 3\} \). In the binary case this association was given in the well known paper by Lachaud and Wolfmann [9]; in the ternary case this is a recent result due to Moisio [13].

We use this connection to reprove the known characterization of binary Kloosterman sums divisible by 8, and we give a characterization of binary Kloosterman sums divisible by 16. We also quote our recent result on ternary Kloosterman sums modulo 4, which was proved elsewhere using similar methods.

There is considerable interest in non-zero elements of \( \mathbb{F}_{p^m} \) at which the Kloosterman sum attains the value 0. The second objective of the paper is to provide a practical computational method for finding numerical examples of such elements. We also show that some older results due to Carlitz, which recently appered in a proof that such elements can not belong to certain subfields of \( \mathbb{F}_{p^m} \), follow very easily from the connection with elliptic curves.
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1.1 Kloosterman Sums

For a prime $p$ and a positive integer $m$, let $q = p^m$ and let $\mathbb{F}_q$ denote the finite field of order $q$. Let $\text{Tr} : \mathbb{F}_q \rightarrow \mathbb{F}_p$ be the absolute trace. The Kloosterman sum on $\mathbb{F}_q$ is the mapping $K : \mathbb{F}_q \rightarrow \mathbb{R}$ defined by

$$K(a) := 1 + \sum_{x \in \mathbb{F}_q^*} \omega^{\text{Tr}(x^{-1} + ax)},$$

(1) where $\omega = e^{2\pi i/p}$ is a primitive $p$-th root of unity. (In some references the same mapping is defined by $K(a) := \sum_{x \in \mathbb{F}_q} \omega^{\text{Tr}(x^{-1} + ax)}$ with the proviso that $\text{Tr}(0^{-1}) = 0$.)

Since $\omega + \omega^{-1} = -1$ for $p = 3$, it is easy to see that $K(a)$ is an integer for $p \in \{2, 3\}$. For integers $s, t$ let $s \mid t$ denote that $s$ divides $t$, and let $s \nmid t$ denote that $s$ does not divide $t$.

Applying the Frobenius automorphism $x \mapsto x^p$ to (1) and using the properties of the trace map yields:

**Lemma 1.** For all $a \in \mathbb{F}_{p^m}$ we have $K(a) = K(a^p)$.

1.2 Elliptic Curves

Throughout the paper we will use standard definitions and results on elliptic curves over finite fields and on the Abelian groups associated with them. We recommend [12] as an accessible reference for these topics. Throughout this paper for an elliptic curve $E$ defined over $\mathbb{F}_{p^m}$ we denote by $\# E$ the number of $\mathbb{F}_{p^m}$-rational points on $E$. Recall that the order of a point $P$ on an elliptic curve is the smallest $r$ such that $rP = O$ and $sP \neq O$ for $0 < s < r$, where $O$ is the neutral element of the group of the curve (the point at infinity).

**Theorem 1.** [10] Let $a \in \mathbb{F}_{2^m}^*$ and let $E_2(a)$ be the elliptic curve over $\mathbb{F}_{2^m}$ defined by

$$E_2(a) : y^2 + xy = x^3 + a.$$

Then $\# E_2(a) = 2^m + K(a)$.

**Theorem 2.** [13] Let $a \in \mathbb{F}_{3^m}^*$ and let $E_3(a)$ be the elliptic curve over $\mathbb{F}_{3^m}$ defined by

$$E_3(a) : y^2 = x^3 + x^2 - a.$$

Then $\# E_3(a) = 3^m + K(a)$.

Let us now present our first result, which we be used in the next section.

**Theorem 3.** Let $p \in \{2, 3\}$, let $a \in \mathbb{F}_{p^m}^*$, and let $0 \leq k \leq m$. Then $p^k \mid K(a)$ if and only if there exists a point of order $p^k$ on $E_p(a)$, where the curves $E_2(a)$ and $E_3(a)$ are defined in Theorems 1 and 2 above.
Proof. By Theorems 1 and 2 we have that $p^k | K(a)$ if and only if $p^k | \# E_p(a)$. Recall that for any $a \in \mathbb{F}_p^*$ the Abelian group structure of $E_p(a)$ is $E_p(a) \simeq \mathbb{Z}_{n_1} \times \mathbb{Z}_{n_2}$, with $n_1 | n_2$ and $n_1 | p^m - 1$, and we have $\# E_p(a) = n_1 n_2$. Suppose that $p^k | \# E_p(a)$. Since $p \nmid n_1$, it follows that $p^k | n_2$ and $E_p(a)$ contains a subgroup $G$ isomorphic to $\mathbb{Z}_{p^k}$. A generator of $G$ is a point of order $p^k$ in $E_p(a)$. Conversely, if $E_p(a)$ contains a point of order $p^k$, then $p^k | \# E_p(a)$ by the Lagrange Theorem.  

2 Divisibility of Kloosterman Sums

We say that $a \in \mathbb{F}_p^*$ is a zero of the Kloosterman sum, or a Kloosterman zero for short, if $K(a) = 0$. It is easy to see that $K(0) = 0$, and we will often implicitly exclude the case $a = 0$ and deal only with $a \in \mathbb{F}_p^*$. There is a lot of interest in finding zeros of Kloosterman sums, see for example [3] for an application to construction of bent functions.

If we can find an integer $s$ such that $s \nmid K(a)$, then $K(a) \neq 0$. This gives one of motivations for studying divisibility properties of Kloosterman sums. The following two results are well known and easy to prove.

Lemma 2. For each $a \in \mathbb{F}_{2^m}$, $K(a)$ is divisible by 4.

Lemma 3. For each $a \in \mathbb{F}_{3^m}$, $K(a)$ is divisible by 3.

The following theorem was first proved in [7]. There are two proofs given in [7], and one proof is given in [4]. We give a new proof as an illustration of the methods applied in this article.

Theorem 4. [7,4] Let $m \geq 3$. For any $a \in \mathbb{F}_{2^m}$, $K(a)$ is divisible by 8 if and only if $\text{Tr}(a) = 0$.

Proof. The result holds for $a = 0$, so let us suppose that $a \in \mathbb{F}_{2^m}^*$. Since $m \geq 3$, by Theorem 3 we have that $8 | K(a)$ if and only if $E_2(a)$ contains a point of order 8. By Lemma 1 we can replace $E_2(a)$ with $E_2(a^2^l)$ for any positive integer $l$; let us for simplicity take the curve $E_2(a^8) : y^2 + xy = x^3 + a^8$. By Lemma 7.4 in [12], an $x_0 \in \mathbb{F}_{2^m}$ is the $x$-coordinate of a point of order 8 on $E_2(a^8)$ if and only if $X = x_0$ is a root of the polynomial $(X + a^2)^2 + aX$. This happens exactly if $\text{Tr}(1 \cdot a^4/a^2) = \text{Tr}(a) = 0$.  

Lemma 7.4 of [12] used in the previous proof belongs to the theory of division polynomials for elliptic curves. A detailed treatment for characteristic 2 can be found in Chapter 7 of [12]. The following theorem is new.

Theorem 5. Let $m \geq 4$. For any $a \in \mathbb{F}_{2^m}$, $K(a)$ is divisible by 16 if and only if $\text{Tr}(a) = 0$ and $\text{Tr}(y) = 0$ where $y^2 + ay + a^3 = 0$.

Proof. The result holds for $a = 0$, so let us suppose that $a \in \mathbb{F}_{2^m}^*$. Since $m \geq 4$, by Theorem 3 we have that $16 | K(a)$ if and only if $E_2(a)$ contains a point of order 16. As in the previous proof, by Lemma 1 we can replace $E_2(a)$ with
\( \mathcal{E}_2(a^{16}) : y^2 + xy = x^3 + a^{16} \). By Lemma 7.4 in [12], an \( x_0 \in \mathbb{F}_{2^m} \) is the x-coordinate of a point of order 16 on \( \mathcal{E}_2(a^{16}) \) if and only if \( X = x_0 \) is a root of the polynomial \( ((a^4 + X)^2 + a^2X)^2 + aX(a^4 + X)^2. \) This simplifies to the equation

\[
X^4 + aX^3 + a^4X^2 + a^9X + a^{16} = 0.
\] (2)

Using the known theory of solvability of quartic polynomials in characteristic 2, see for example [10], some straightforward calculations show that (2) has a solution in \( \mathbb{F}_{2^m} \) if and only if \( \text{Tr}(a) = 0 \) and \( \text{Tr}(y_0) = 0 \) where \( y_0 \) is any of the solutions of the quadratic equation \( y^2 + ay + a^3 = 0. \)

\[ \square \]

Let us just remark that in the ternary case, one can prove using very similar ideas that for any \( a \in \mathbb{F}_{3^m} \), \( \mathcal{K}(a) \) is divisible by 9 if and only if \( \text{Tr}(a) = 0 \). The necessary background on division polynomials in characteristic 3 can be found for example in the book [5].

One proof technique that has been used several times in the literature is to associate the value of the Kloosterman sum with the number of solutions to a certain system of equations; then a combinatorial argument (typically exploiting some symmetry present in the system of equations) is used to show that the number of solutions has to be divisible by some constant. This then yields a divisibility result for the associated Kloosterman sum and/or some other kind of exponential sum. For illustration let us quote our recent result obtained in this way, which appears in a different article.

**Theorem 6.** [6] Let \( a \in \mathbb{F}_{3^m} \). Then exactly one of the following cases occurs:

1. \( a = 0 \) or \( a \) is a square, \( \text{Tr}(\sqrt{a}) \neq 0 \) and \( \mathcal{K}(a) \equiv 0 \pmod{2} \).
2. \( a = t^2 - t^3 \) for some \( t \in \mathbb{F}_{3^m} \setminus \{0,1\} \), at least one of \( t \) and \( 1 - t \) is a square and \( \mathcal{K}(a) \equiv 2m - 1 \pmod{4} \).
3. \( a = t^2 - t^3 \) for some \( t \in \mathbb{F}_{3^m} \setminus \{0,1\} \), both \( t \) and \( 1 - t \) are non-squares and \( \mathcal{K}(a) \equiv 2m + 1 \pmod{4} \).

## 3 Computation of Zeros of Kloosterman Sums

As we have already mentioned, there is a significant interest in finding \( a \in \mathbb{F}_{p^m}^* \) for which \( \mathcal{K}(a) = 0 \). In the binary case, the existence of such \( a \in \mathbb{F}_{2^m}^* \) for each \( m > 1 \) was the famous Dillon conjecture (related to the construction of bent functions) that was settled affirmatively by Lachaud and Wolfmann in [9]. More recently, Charpin and Gong [3] related the zeros of Kloosterman sums with hyperbent functions. Numerical examples found in the literature appear to be limited to relatively small field orders. Table 1 in [3] gives a complete classification of Kloosterman zeros in \( \mathbb{F}_{2^m} \) for \( m \leq 14 \).

It is sometimes overlooked that the existence of very fast algorithms for counting points on elliptic curves [11], such as variants of the Schoof-Elkies-Atkin algorithm, allows one to compute binary and ternary Kloosterman sums on fields of very large orders by Theorems[1] and [2]. For example, using the point counting procedure implemented in the computer algebra system Magma 2.14 running
on Intel Xeon CPU at 3.0 GHz, for a random \( a \in \mathbb{F}_{2^{800}} \) it takes only about 3 seconds to compute \( K(a) \).

Moreover, if one is only interested in proving that \( K(a) = 0 \) for some given \( a \in \mathbb{F}_{p^m} \) (\( p \in \{2, 3\} \)), then one does not need to use the complicated algorithms for fast point counting. In this case the group of the elliptic curve must be isomorphic to \( \mathbb{Z}_{p^m} \), and one can simply attempt to guess a generator \( P \) for the group. As there are \( (p-1)p^{m-1} \) generators, there is a good chance of success. If \( P \) indeed happens to be a generator, then this can be easily verified by computing \( p^iP \) for \( i = 1, 2, \ldots, m \) via iterated multiplication by \( p \). In the binary case this process can be further simplified using Lemma 7.4 of [12].

Using the algorithm described in the previous paragraph and starting with random elements \( a \in \mathbb{F}_{p^m} \), we have found one Kloosterman zero for each field \( \mathbb{F}_{2^m} \) where \( m \leq 64 \) and for each field \( \mathbb{F}_{3^m} \) where \( m \leq 34 \). The computation took only a few days of CPU time. As was noted earlier, these results are easily verified for example using the system Magma [1].

Example 1. Let \( \mathbb{F}_{2^{64}} \) be constructed as \( \mathbb{F}_2[X]/(p(X)) \) where \( p(X) = 1 + X^3 + X^4 + X^{64} \). For \( a = 1 + X^6 + X^9 + X^{12} + X^{16} + X^{17} + X^{20} + X^{22} + X^{24} + X^{27} + X^{30} + X^{31} + X^{32} + X^{36} + X^{37} + X^{40} + X^{41} + X^{43} + X^{45} + X^{47} + X^{48} + X^{50} + X^{51} + X^{53} + X^{56} + X^{59} + X^{60} \in \mathbb{F}_{2^{64}} \) we have \( K(a) = 0 \).

4 Existence of Zeros in Subfields

Very recently, Charpin and Gong [3] proved that a Kloosterman zero in \( \mathbb{F}_{2^m} \) can not belong to a certain set that is defined in terms of certain subfields of \( \mathbb{F}_{2^m} \). For details please see the statement of Theorem 6 in [3]. Their proof is based on formulas by Carlitz [2] that express the value of a Kloosterman sum over an extension field in terms of the Kloosterman sums on subfields. For clarity let us now use the symbol \( K \) with a subscript to denote that the Kloosterman sum \( K_{2^m}(a) \) is computed over the field \( \mathbb{F}_{2^m} \).

It is interesting to observe that some of the Carlitz formulas, which are proved by complicated calculations in [2], can be obtained very easily using the associated elliptic curves given in Theorems 1 and 2 above. Indeed, if \( a \in \mathbb{F}_{p^m} \), then the Hasse-Weil Theorem (see, for example, [3] Theorem 2.26) applied to the curves of Theorems 1 and 2 immediately yields a second order linear recurrence for \( K_{p^m}(a) \), where \( s \) is a positive integer, in terms of \( K_{p^m}(a) \), where \( K_{q}(a) := K_{q}(a) - 1 \). This is exactly the recurrence (5.7) of [2]. It would be interesting to see whether this approach can yield some further non-existence results beyond those quoted in the previous paragraph.
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1 Introduction

One-dimensional analog signals are complex valued functions on the real line \( \mathbb{R} \). In the same spirit, one-dimensional digital signals, also called sequences, might be considered as complex valued functions on the finite line \( \mathbb{F}_p \), i.e., the finite field with \( p \) elements, where \( p \) is an odd prime. In both situations the parameter of the line is denoted by \( t \) and is referred to as time. In this survey, we will consider digital signals only, which will be simply referred to as signals. The space of signals \( \mathcal{H} = \mathbb{C}(\mathbb{F}_p) \) is a Hilbert space with the Hermitian product given by

\[ \langle \phi, \varphi \rangle = \sum_{t \in \mathbb{F}_p} \phi(t)\overline{\varphi(t)}. \]

A central problem is to construct interesting and useful systems of signals. Given a system \( \mathcal{S} \), there are various desired properties which appear in the engineering wish list. For example, in various situations [12] one requires that the signals will be weakly correlated, i.e., that for every \( \phi \neq \varphi \in \mathcal{S} \)

\[ |\langle \phi, \varphi \rangle| \ll 1. \]

This property is trivially satisfied if $\mathcal{S}$ is an orthonormal basis. Such a system cannot consist of more than $\dim \mathcal{H}$ signals, however, for certain applications, e.g., CDMA (Code Division Multiple Access) [3] a larger number of signals is desired, in that case the orthogonality condition is relaxed.

During the transmission process, a signal $\varphi$ might be distorted in various ways. Two basic types of distortions are time shift $\varphi(t) \mapsto L_\tau \varphi(t) = \varphi(t + \tau)$ and phase shift $\varphi(t) \mapsto M_w \varphi(t) = e^{2\pi i w t} \varphi(t)$, where $\tau, w \in \mathbb{F}_p$. The first type appears in asynchronous communication and the second type is a Doppler effect due to relative velocity between the transmitting and receiving antennas. In conclusion, a general distortion is of the type $\varphi \mapsto M_w L_\tau \varphi$, suggesting that for every $\varphi \neq \phi \in \mathcal{S}$ it is natural to require [2] the following stronger condition

$$|\langle \phi, M_w L_\tau \varphi \rangle| \ll 1.$$  

Due to technical restrictions in the transmission process, signals are sometimes required to admit low peak-to-average power ratio [4], i.e., that for every $\varphi \in \mathcal{S}$ with $\|\varphi\|^2 = 1$

$$\max \{|\varphi(t)| : t \in \mathbb{F}_p\} \ll 1.$$  

Finally, several schemes for digital communication require that the above properties will continue to hold also if we replace signals from $\mathcal{S}$ by their Fourier transform.

In this survey we demonstrate a construction of a novel system of (unit) signals $\mathcal{S}_O$, consisting of order of $p^3$ signals, called the oscillator system. These signals constitute, in an appropriate formal sense, a finite analogue for the eigenfunctions of the harmonic oscillator in the real setting and, in accordance, they share many of the nice properties of the latter class. In particular, the system $\mathcal{S}_O$ satisfies the following properties

1. **Auto-correlation (ambiguity function).** For every $\varphi \in \mathcal{S}_O$ we have

$$|\langle \varphi, M_w L_\tau \varphi \rangle| = \begin{cases} 1 & \text{if } (\tau, w) = 0, \\ \geq \frac{2}{\sqrt{p}} & \text{if } (\tau, w) \neq 0. \end{cases} \tag{1}$$

2. **Cross-correlation (cross-ambiguity function).** For every $\phi \neq \varphi \in \mathcal{S}_O$ we have

$$|\langle \phi, M_w L_\tau \varphi \rangle| \leq \frac{4}{\sqrt{p}}, \tag{2}$$

for every $\tau, w \in \mathbb{F}_p$.

3. **Supremum.** For every signal $\varphi \in \mathcal{S}_O$ we have

$$\max \{|\varphi(t)| : t \in \mathbb{F}_p\} \leq \frac{2}{\sqrt{p}}.$$  

4. **Fourier invariance.** For every signal $\varphi \in \mathcal{S}_O$ its Fourier transform is $\hat{\varphi}$ (up to multiplication by a unitary scalar) also in $\mathcal{S}_O$. 


In Figures 1, 2, and 3, the ambiguity function of a signal from the oscillator system is compared with that of a random signal and a typical chirp.

The oscillator system can be extended to a much larger system $\mathfrak{G}_E$, consisting of order of $p^5$ signals if one is willing to compromise Properties 1 and 2 for a weaker condition. The extended system consists of all signals of the form $M_wL_\tau\varphi$ for $\tau, w \in \mathbb{F}_p$ and $\varphi \in \mathfrak{S}_O$. It is not hard to show that $\#(\mathfrak{G}_E) = p^2 \cdot \#(\mathfrak{S}_O) \approx p^5$. As a consequence of (1) and (2) for every $\varphi \neq \phi \in \mathfrak{G}_E$ we have

$$|\langle \varphi, \phi \rangle| \leq \frac{4}{\sqrt{p}}.$$
The characterization and construction of the oscillator system is representation theoretic and we devote the rest of the survey to an intuitive explanation of the main underlying ideas. As a suggestive model example we explain first the construction of the well known system of chirp (Heisenberg) signals, deliberately taking a representation theoretic point of view (see [2,5] for a more comprehensive treatment).

2 Model Example (Heisenberg System)

Let us denote by $\psi : \mathbb{F}_p \rightarrow \mathbb{C}^\times$ the character $\psi(t) = e^{\frac{2\pi i}{p}t}$. We consider the pair of orthonormal bases $\Delta = \{\delta_a : a \in \mathbb{F}_p\}$ and $\Delta^\vee = \{\psi_a : a \in \mathbb{F}_p\}$, where $\psi_a(t) = \frac{1}{\sqrt{p}} \psi(at)$.

2.1 Characterization of the Bases $\Delta$ and $\Delta^\vee$

Let $L : \mathcal{H} \rightarrow \mathcal{H}$ be the time shift operator $L\varphi(t) = \varphi(t + 1)$. This operator is unitary and it induces a homomorphism of groups $L : \mathbb{F}_p \rightarrow U(\mathcal{H})$ given by $L\tau \varphi(t) = \varphi(t + \tau)$ for any $\tau \in \mathbb{F}_p$.

Elements of the basis $\Delta^\vee$ are character vectors with respect to the action $L$, i.e., $L\tau \psi_a = \psi(a\tau)\psi_a$ for any $\tau \in \mathbb{F}_p$. In the same fashion, the basis $\Delta$ consists of character vectors with respect to the homomorphism $M : \mathbb{F}_p \rightarrow U(\mathcal{H})$ generated by the phase shift operator $M\varphi(t) = \psi(t)\varphi(t)$.

2.2 The Heisenberg Representation

The homomorphisms $L$ and $M$ can be combined into a single map $\tilde{\pi} : \mathbb{F}_p \times \mathbb{F}_p \rightarrow U(\mathcal{H})$ which sends a pair $(\tau, w)$ to the unitary operator $\tilde{\pi}(\tau, \omega) = \psi\left(-\frac{1}{2}\tau w\right) M_w \circ L_\tau$. The plane $\mathbb{F}_p \times \mathbb{F}_p$ is called the time-frequency plane and will be denoted by $V$. The map $\tilde{\pi}$ is not an homomorphism since, in general, the operators $L_\tau$ and $M_w$ do not commute. This deficiency can be corrected if we consider the group $H = V \times \mathbb{F}_p$ with multiplication given by

$$(\tau, w, z) \cdot (\tau', w', z') = (\tau + \tau', w + w', z + z' + \frac{1}{2}(\tau w' - \tau' w)).$$

The map $\tilde{\pi}$ extends to a homomorphism $\pi : H \rightarrow U(\mathcal{H})$ given by

$$\pi(\tau, w, z) = \psi\left(-\frac{1}{2}\tau w + z\right) M_w \circ L_\tau.$$ 

The group $H$ is called the Heisenberg group and the homomorphism $\pi$ is called the Heisenberg representation.

2.3 Maximal Commutative Subgroups

The Heisenberg group is no longer commutative, however, it contains various commutative subgroups which can be easily described. To every line $L \subset V$, which pass through the origin, one can associate a maxemal commutative subgroup $A_L = \{(l, 0) \in V \times \mathbb{F}_p : l \in L\}$. It will be convenient to identify the subgroup $A_L$ with the line $L$. 
2.4 Bases Associated with Lines

Restricting the Heisenberg representation $\pi$ to a subgroup $L$ yields a decomposition of the Hilbert space $H$ into a direct sum of one-dimensional subspaces $H = \bigoplus H_\chi$, where $\chi$ runs in the set $L^\vee$ of (complex valued) characters of the group $L$. The subspace $H_\chi$ consists of vectors $\varphi \in H$ such that $\pi(l)\varphi = \chi(l)\varphi$. In other words, the space $H_\chi$ consists of common eigenvectors with respect to the commutative system of unitary operators $\{\pi(l)\}_{l \in L}$ such that the operator $\pi(l)$ has eigenvalue $\chi(l)$.

Choosing a unit vector $\varphi_\chi \in H_\chi$ for every $\chi \in L^\vee$ we obtain an orthonormal basis $B_L = \{\varphi_\chi : \chi \in L^\vee\}$. In particular, $\Delta^\vee$ and $\Delta$ are recovered as the bases associated with the lines $T = \{(\tau, 0) : \tau \in \mathbb{F}_p\}$ and $W = \{(0, w) : w \in \mathbb{F}_p\}$ respectively. For a general $L$ the signals in $B_L$ are certain kinds of chirps. Concluding, we associated with every line $L \subset V$ an orthonormal basis $B_L$, and overall we constructed a system of signals consisting of a union of orthonormal bases

$$S_H = \{\varphi \in B_L : L \subset V\}.$$ 

For obvious reasons, the system $S_H$ will be called the Heisenberg system.

2.5 Properties of the Heisenberg System

It will be convenient to introduce the following general notion. Given two signals $\phi, \varphi \in H$, their matrix coefficient is the function $m_{\phi, \varphi} : H \to \mathbb{C}$ given by $m_{\phi, \varphi}(h) = \langle \phi, \pi(h)\varphi \rangle$. In coordinates, if we write $h = (\tau, w, z)$ then $m_{\phi, \varphi}(h) = \psi \left( -\frac{1}{2} \tau w + z \right) \langle \phi, M_w \circ L_\tau \varphi \rangle$. When $\phi = \varphi$ the function $m_{\phi, \varphi}$ is called the ambiguity function of the vector $\varphi$ and is denoted by $A_\varphi = m_{\phi, \varphi}$.

The system $S_H$ consists of $p + 1$ orthonormal bases, altogether $p(p + 1)$ signals and it satisfies the following properties [2,5]

1. **Auto-correlation.** For every signal $\varphi \in B_L$ the function $|A_\varphi|$ is the characteristic function of the line $L$, i.e.,

$$|A_\varphi(v)| = \begin{cases} 0, & v \notin L, \\ 1, & v \in L. \end{cases}$$

2. **Cross-correlation.** For every $\phi \in B_L$ and $\varphi \in B_M$ where $L \neq M$ we have

$$|m_{\varphi, \phi}(v)| \leq \frac{1}{\sqrt{p}},$$

for every $v \in V$. If $L = M$ then $|m_{\varphi, \phi}|$ is the characteristic function of some translation of the line $L$.

3. **Supremum.** A signal $\varphi \in S_H$ is a unimodular function, i.e., $|\varphi(t)| = \frac{1}{\sqrt{p}}$ for every $t \in \mathbb{F}_p$, in particular we have

$$\max \{|\varphi(t)| : t \in \mathbb{F}_p\} = \frac{1}{\sqrt{p}} \ll 1.$$

\footnote{Note that $p + 1$ is the number of lines in $V$.}
Remark 1. Note the main differences between the Heisenberg and the oscillator systems. The oscillator system consists of order of $p^3$ signals, while the Heisenberg system consists of order of $p^2$ signals. Signals in the oscillator system admit an ambiguity function concentrated at $0 \in V$ (thumbtack pattern) while signals in the Heisenberg system admit ambiguity function concentrated on a line (see Figures 1, 3).

3 The Oscillator System

Reflecting back on the Heisenberg system we see that each vector $\varphi \in \mathcal{G}_H$ is characterized in terms of action of the additive group $G_a = \mathbb{F}_p$. Roughly, in comparison, each vector in the oscillator system is characterized in terms of action of the multiplicative group $G_m = \mathbb{F}_p^\times$. Our next goal is to explain the last assertion. We begin by giving a model example.

Given a multiplicative character $\chi : G_m \rightarrow \mathbb{C}^\times$, we define a vector $\underline{\chi} \in \mathcal{H}$ by

$$
\underline{\chi}(t) = \begin{cases} 
1 & t \neq 0, \\
\sqrt{p-1} \chi(t) & t = 0.
\end{cases}
$$

We consider the system $\mathcal{B}_{std} = \{ \underline{\chi} : \chi \in G_m^\vee, \chi \neq 1 \}$, where $G_m^\vee$ is the dual group of characters.

3.1 Characterizing the System $\mathcal{B}_{std}$

For each element $a \in G_m$ let $\rho_a : \mathcal{H} \rightarrow \mathcal{H}$ be the unitary operator acting by scaling $\rho_a \varphi(t) = \varphi(at)$. This collection of operators form a homomorphism $\rho : G_m \rightarrow U(\mathcal{H})$.

Elements of $\mathcal{B}_{std}$ are character vectors with respect to $\rho$, i.e., the vector $\underline{\chi}$ satisfies $\rho_a (\underline{\chi}) = \chi(a) \underline{\chi}$ for every $a \in G_m$. In more conceptual terms, the action $\rho$ yields a decomposition of the Hilbert space $\mathcal{H}$ into character spaces $\mathcal{H} = \bigoplus \mathcal{H}_\chi$, where $\chi$ runs in the group $G_m^\vee$. The system $\mathcal{B}_{std}$ consists of a representative unit vector for each space $\mathcal{H}_\chi$, $\chi \neq 1$.

3.2 The Weil Representation

We would like to generalize the system $\mathcal{B}_{std}$ in a similar fashion to the way we generalized the bases $\Delta$ and $\Delta^\vee$ in the Heisenberg setting. In order to do this we need to introduce several auxiliary operators.

Let $\rho_a : \mathcal{H} \rightarrow \mathcal{H}, a \in \mathbb{F}_p^\times$, be the operators acting by $\rho_a \varphi(t) = \sigma(a) \varphi(a^{-1}t)$ (scaling), where $\sigma$ is the unique quadratic character of $\mathbb{F}_p^\times$, let $\rho_T : \mathcal{H} \rightarrow \mathcal{H}$ be the operator acting by $\rho_T \varphi(t) = \psi(t^2) \varphi(t)$ (quadratic modulation), and finally let $\rho_S : \mathcal{H} \rightarrow \mathcal{H}$ be the operator of Fourier transform

$$
\rho_S \varphi(t) = \frac{\nu}{\sqrt{\nu}} \sum_{s \in \mathbb{F}_p} \psi(ts) \varphi(s),
$$

A multiplicative character is a function $\chi : G_m \rightarrow \mathbb{C}^\times$ which satisfies $\chi(xy) = \chi(x)\chi(y)$ for every $x, y \in G_m$. 
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where \( \nu \) is a normalization constant \([6]\). The operators \( \rho_a, \rho_T \) and \( \rho_S \) are unitary. Let us consider the subgroup of unitary operators generated by \( \rho_a, \rho_S \) and \( \rho_T \). This group turns out to be isomorphic to the finite group \( Sp = SL_2(\mathbb{F}_p) \), therefore we obtained a homomorphism \( \rho : Sp \to U(\mathcal{H}) \). The representation \( \rho \) is called the Weil representation \([7]\) and it will play a prominent role in this survey.

### 3.3 Systems Associated with Maximal (Split) Tori

The group \( Sp \) consists of various types of commutative subgroups. We will be interested in maximal *diagonalizable* commutative subgroups. A subgroup of this type is called maximal *split torus*. The standard example is the subgroup consisting of all diagonal matrices

\[
A = \left\{ \begin{pmatrix} a & 0 \\ 0 & a^{-1} \end{pmatrix} : a \in \mathbb{G}_m \right\},
\]

which is called the *standard torus*. The restriction of the Weil representation to a split torus \( T \subset Sp \) yields a decomposition of the Hilbert space \( \mathcal{H} \) into a direct sum of character spaces \( \mathcal{H} = \bigoplus \mathcal{H}_\chi \), where \( \chi \) runs in the set of characters \( T^\vee \). Choosing a unit vector \( \varphi_\chi \in \mathcal{H}_\chi \) for every \( \chi \) we obtain a collection of orthonormal vectors \( B_T = \{ \varphi_\chi : \chi \in T^\vee, \chi \neq \sigma \} \). Overall, we constructed a system

\[
\mathcal{G}_T^* = \{ \varphi \in B_T : T \subset Sp \text{ split} \},
\]

which will be referred to as the *split oscillator system*. We note that our initial system \( B_{std} \) is recovered as \( B_{std} = B_A \).

### 3.4 Systems Associated with Maximal (Non-split) Tori

From the point of view of this survey, the most interesting maximal commutative subgroups in \( Sp \) are those which are diagonalizable over an extension field rather than over the base field \( \mathbb{F}_p \). A subgroup of this type is called maximal *non-split torus*. It might be suggestive to first explain the analogue notion in the more familiar setting of the field \( \mathbb{R} \). Here, the standard example of a maximal non-split torus is the circle group \( SO(2) \subset SL_2(\mathbb{R}) \). Indeed, it is a maximal commutative subgroup which becomes diagonalizable when considered over the extension field \( \mathbb{C} \) of complex numbers.

The above analogy suggests a way to construct examples of maximal non-split tori in the finite field setting as well. Let us assume for simplicity that \(-1\) does not admit a square root in \( \mathbb{F}_p \). The group \( Sp \) acts naturally on the plane \( V = \mathbb{F}_p \times \mathbb{F}_p \). Consider the symmetric bilinear form \( B \) on \( V \) given by

\[
B((t, w), (t', w')) = tt' + ww'.
\]

An example of maximal non-split torus is the subgroup \( T_{ns} \subset Sp \) consisting of all elements \( g \in Sp \) preserving the form \( B \), i.e., \( g \in T_{ns} \) if and only if \( B(gu, gv) = B(u, v) \) for every \( u, v \in V \).
In the same fashion like in the split case, restricting the Weil representation to a non-split torus \( T \) yields a decomposition into character spaces \( \mathcal{H} = \bigoplus \mathcal{H}_\chi \). Choosing a unit vector \( \varphi_\chi \in \mathcal{H}_\chi \) for every \( \chi \in T^\vee \) we obtain an orthonormal basis \( B_T \). Overall, we constructed a system of signals

\[
\mathcal{S}_O^{ns} = \{ \varphi \in B_T : T \subset Sp \text{ non-split} \}.
\]

The system \( \mathcal{S}_O^{ns} \) will be referred to as the non-split oscillator system. The construction of the system \( \mathcal{S}_O = \mathcal{S}_O^s \cup \mathcal{S}_O^{ns} \) together with the formulation of some of its properties are the main contribution of this survey.

### 3.5 Behavior under Fourier Transform

The oscillator system is closed under the operation of Fourier transform, i.e., for every \( \varphi \in \mathcal{S}_O \) we have \( \hat{\varphi} \in \mathcal{S}_O \). The Fourier transform on the space \( \mathbb{C}(\mathbb{F}_p) \) appears as a specific operator \( \rho(w) \) in the Weil representation, where

\[
\rho(w) = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}. 
\]

Given a signal \( \varphi \in B_T \subset \mathcal{S}_O \), its Fourier transform \( \hat{\varphi} = \rho(w) \varphi \) is, up to a unitary scalar, a signal in \( B_{T'} \) where \( T' = wT^{-1} \). In fact, \( \mathcal{S}_O \) is closed under all the operators in the Weil representation! Given an element \( g \in Sp \) and a signal \( \varphi \in B_T \) we have, up to a unitary scalar, that \( \rho(g) \varphi \in B_{T'} \), where \( T' = gT^{-1}g \). In addition, the Weyl element \( w \) is an element in some maximal torus \( T_w \) (the split type of \( T_w \) depends on the characteristic \( p \) of the field) and as a result signals \( \varphi \in B_{T_w} \) are, in particular, eigenvectors of the Fourier transform. As a consequence a signal \( \varphi \in B_{T_w} \) and its Fourier transform \( \hat{\varphi} \) differ by a unitary constant, therefore are practically the “same” for all essential matters.

These properties might be relevant for applications to OFDM (Orthogonal Frequency Division Multiplexing) \([8]\) where one requires good properties both from the signal and its Fourier transform.

### 3.6 Relation to the Harmonic Oscillator

Here we give the explanation why functions in the non-split oscillator system \( \mathcal{S}_O^{ns} \) constitute a finite analogue of the eigenfunctions of the harmonic oscillator in the real setting. The Weil representation establishes the dictionary between these two, seemingly, unrelated objects. The argument works as follows.

The one-dimensional harmonic oscillator is given by the differential operator \( D = \partial^2 - t^2 \). The operator \( D \) can be exponentiated to give a unitary representation of the circle group \( \rho : SO(2, \mathbb{R}) \to U(L^2(\mathbb{R})) \) where \( \rho(\theta) = e^{i\theta D} \). Eigenfunctions of \( D \) are naturally identified with character vectors with respect to \( \rho \). The crucial point is that \( \rho \) is the restriction of the Weil representation of \( SL_2(\mathbb{R}) \) to the maximal non-split torus \( SO(2, \mathbb{R}) \subset SL_2(\mathbb{R}) \).

Summarizing, the eigenfunctions of the harmonic oscillator and functions in \( \mathcal{S}_O^{ns} \) are governed by the same mechanism, namely both are character vectors.
with respect to the restriction of the Weil representation to a maximal non-split torus in $SL_2$. The only difference appears to be the field of definition, which for the harmonic oscillator is the reals and for the oscillator functions is the finite field.

4 Applications

Two applications of the oscillator system will be described. The first application is to the theory of discrete radar. The second application is to CDMA systems. We will give a brief explanation of these problems, while emphasizing the relation to the Heisenberg representation.

4.1 Discrete Radar

The theory of discrete radar is closely related to the finite Heisenberg group $H$. A radar sends a signal $\varphi(t)$ and obtains an echo $e(t)$. The goal is to reconstruct, in maximal accuracy, the target range and velocity. The signal $\varphi(t)$ and the echo $e(t)$ are, principally, related by the transformation

$$e(t) = e^{2\pi i wt} \varphi(t + \tau) = M_w L_{\tau} \varphi(t),$$

where the time shift $\tau$ encodes the distance of the target from the radar and the phase shift encodes the velocity of the target. Equivalently, the transmitted signal $\varphi$ and the received echo $e$ are related by an action of an element $h_0 \in H$, i.e., $e = \pi(h_0) \varphi$. The problem of discrete radar can be described as follows. Given a signal $\varphi$ and an echo $e = \pi(h_0) \varphi$ extract the value of $h_0$.

It is easy to show that $|m_{\varphi,e}(h)| = |A_{\varphi}(h \cdot h_0)|$ and it obtains its maximum at $h_0^{-1}$. This suggests that a desired signal $\varphi$ for discrete radar should admit an ambiguity function $A_{\varphi}$ which is highly concentrated around $0 \in H$, which is a property satisfied by signals in the oscillator system (Property 2).

Remark 2. It should be noted that the system $\mathcal{SO}$ is “large” consisting of order of $p^3$ signals. This property becomes important in a jamming scenario.

4.2 Code Division Multiple Access (CDMA)

We are considering the following setting.

- There exists a collection of users $i \in I$, each holding a bit of information $b_i \in \mathbb{C}$ (usually $b_i$ is taken to be an $N$’th root of unity).
- Each user transmits his bit of information, say, to a central antenna. In order to do that, he multiplies his bit $b_i$ by a private signal $\varphi_i \in \mathcal{H}$ and forms a message $u_i = b_i \varphi_i$. 

The transmission is carried through a single channel (for example in the case of cellular communication the channel is the atmosphere), therefore the message received by the antenna is the sum

\[ u = \sum_i u_i. \]

The main problem is to extract the individual bits \( b_i \) from the message \( u \). The bit \( b_i \) can be estimated by calculating the inner product

\[ \langle \varphi_i, u \rangle = \sum_i \langle \varphi_i, u_j \rangle = \sum_j b_j \langle \varphi_i, \varphi_j \rangle = b_i + \sum_{j \neq i} b_j \langle \varphi_i, \varphi_j \rangle. \]

The last expression above should be considered as a sum of the information bit \( b_i \) and an additional noise caused by the interference of the other messages. This is the standard scenario also called the *Synchronous* scenario. In practice, more complicated scenarios appear, e.g., *asynchronous scenario* - in which each message \( u_i \) is allowed to acquire an arbitrary time shift \( u_i(t) \mapsto u_i(t + \tau_i) \), *phase shift scenario* - in which each message \( u_i \) is allowed to acquire an arbitrary phase shift \( u_i(t) \mapsto e^{2\pi i \omega_i t} u_i(t) \) and probably also a combination of the two where each message \( u_i \) is allowed to acquire an arbitrary distortion of the form \( u_i(t) \mapsto e^{2\pi i \omega_i t} u_i(t + \tau_i) \).

The previous discussion suggests that what we are seeking for is a large system \( S \) of signals which will enable a reliable extraction of each bit \( b_i \) for as many users transmitting through the channel simultaneously.

**Definition 1 (Stability conditions).** Two unit signals \( \phi \neq \varphi \) are called *stably cross-correlated* if \( |m_{\varphi, \phi}(v)| \ll 1 \) for every \( v \in V \). A unit signal \( \varphi \) is called *stably auto-correlated* if \( |A_{\varphi}(v)| \ll 1 \), for \( v \neq 0 \). A system \( \mathcal{S} \) of signals is called a *stable* system if every signal \( \varphi \in \mathcal{S} \) is stably auto-correlated and any two different signals \( \phi, \varphi \in \mathcal{S} \) are stably cross-correlated.

Formally what we require for CDMA is a stable system \( \mathcal{S} \). Let us explain why this corresponds to a reasonable solution to our problem. At a certain time \( t \) the antenna receives a message

\[ u = \sum_{i \in J} u_i, \]

which is transmitted from a subset of users \( J \subset I \). Each message \( u_i, i \in J \), is of the form

\[ u_i = b_i e^{2\pi \omega_i t} \varphi_i(t + \tau_i) = b_i \pi(h_i) \varphi_i, \]

where \( h_i \in H \). In order to extract the bit \( b_i \) we compute the matrix coefficient

\[ m_{\varphi_i, u} = b_i R_{h_i} A_{\varphi_i} + \#(J - \{i\})o(1), \]

where \( R_{h_i} \) is the operator of right translation \( R_{h_i} A_{\varphi_i}(h) = A_{\varphi_i}(hh_i) \).

If the cardinality of the set \( J \) is not too big then by evaluating \( m_{\varphi_i, u} \) at \( h = h_i^{-1} \) we can reconstruct the bit \( b_i \). It follows from (1) and (2) that the oscillator system \( \mathcal{S}_O \) can support order of \( p^3 \) users, enabling reliable reconstruction when order of \( \sqrt{p} \) users are transmitting simultaneously.
A Algorithm

We describe an explicit algorithm that generates the oscillator system $\mathcal{S}_O^S$ associated with the collection of split tori in $Sp = SL_2(\mathbb{F}_p)$.

A.1 Tori

Consider the standard diagonal torus

$$A = \left\{ \begin{pmatrix} a & 0 \\ 0 & a^{-1} \end{pmatrix} ; \ a \in \mathbb{F}_p^\times \right\}.$$

Every split torus in $Sp$ is conjugated to the torus $A$, which means that the collection $T$ of all split tori in $Sp$ can be written as

$$T = \{gAg^{-1} ; \ g \in Sp\}.$$

A.2 Parametrization

A direct calculation reveals that every torus in $T$ can be written as $gAg^{-1}$ for an element $g$ of the form

$$g = \begin{pmatrix} 1 + bc & b \\ c & 1 \end{pmatrix}, \ b, c \in \mathbb{F}_p.$$

Unless $c = 0$, this presentation is not unique: In the case $c \neq 0$, an element $\tilde{g}$ represents the same torus as $g$ if and only if it is of the form

$$\tilde{g} = \begin{pmatrix} 1 + bc & b \\ c & 1 \end{pmatrix} \begin{pmatrix} 0 & c^{-1} \\ -c & 0 \end{pmatrix}.$$

Let us choose a set of elements of the form (3) representing each torus in $T$ exactly once and denote this set of representative elements by $R$.

A.3 Generators

The group $A$ is a cyclic group and we can find a generator $g_A$ for $A$. This task is simple from the computational perspective, since the group $A$ is finite, consisting of $p - 1$ elements.

Now we make the following two observations. First observation is that the oscillator basis $\mathcal{B}_A$ is the basis of eigenfunctions of the operator $\rho(g_A)$.

The second observation is that, other bases in the oscillator system $\mathcal{S}_O^S$ can be obtained from $\mathcal{B}_A$ by applying elements form the sets $R$. More specifically, for a torus $T$ of the form $T = gAg^{-1}$, $g \in R$, we have

$$\mathcal{B}_{gAg^{-1}} = \{\rho(g)\varphi; \ \varphi \in \mathcal{B}_A\}.$$ 

Concluding, we described the oscillator system

$$\mathcal{S}_O^S = \{\mathcal{B}_{gAg^{-1}} ; g \in R\}.$$
A.4 Formulas

We are left to explain how to write explicit formulas (matrices) for the operators involved in the construction of \( S^*_O \).

First, we recall that the group \( Sp \) admits a Bruhat decomposition \( Sp = B \cup BwB \), where \( B \) is the Borel subgroup and \( w \) denotes the Weyl element

\[
 w = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]

Furthermore, the Borel subgroup \( B \) can be written as a product \( B = AU = UA \), where \( A \) is the standard diagonal torus and \( U \) is the standard unipotent group

\[
 U = \left\{ \begin{pmatrix} 1 & u \\ 0 & 1 \end{pmatrix} : u \in \mathbb{F}_p \right\}.
\]

Therefore, we can write the Bruhat decomposition also as \( Sp = UA \cup UAwU \).

Second, we give an explicit description of operators in the Weil representation, associated with different types of elements in \( Sp \). The operators are specified up to a unitary scalar, which is enough for our needs.

- The standard torus \( A \) acts by (normalized) scaling: An element \( a = \begin{pmatrix} a & 0 \\ 0 & a^{-1} \end{pmatrix} \), acts by

\[
 S_a [f](t) = \sigma(a) f(a^{-1}t),
\]

where \( \sigma : \mathbb{F}_p^\times \rightarrow \{ \pm 1 \} \) is the Legendre character, \( \sigma(a) = a^{\frac{p-1}{2}} (mod \ p) \).

- The standard unipotent group \( U \) acts by quadratic characters (chirps): An element \( u = \begin{pmatrix} 1 & u \\ 0 & 1 \end{pmatrix} \), acts by

\[
 M_u [f](t) = \psi\left(\frac{u}{2}t^2\right) f(t),
\]

where \( \psi : \mathbb{F}_p \rightarrow \mathbb{C}^\times \) is the character \( \psi(t) = e^{2\pi i t} \).

- The Weyl element \( w \) acts by discrete Fourier transform

\[
 F [f](w) = \frac{1}{\sqrt{p}} \sum_{t \in \mathbb{F}_p} \psi(wt) f(t).
\]

Hence, we conclude that every operator \( \rho(g) \), where \( g \in Sp \), can be written either in the form \( \rho(g) = M_u \circ S_a \) or in the form \( \rho(g) = M_{u_2} \circ S_a \circ F \circ M_{u_1} \).

**Example 1.** For \( g \in R \), with \( c \neq 0 \), the Bruhat decomposition of \( g \) is given explicitly by

\[
 g = \begin{pmatrix} 1 & 1+bc/c \\ 0 & 1 \end{pmatrix} \begin{pmatrix} -1/c & 0 \\ 0 & -c \end{pmatrix} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \begin{pmatrix} 1/2 & 1/c \\ 0 & 1 \end{pmatrix},
\]

and

\[
 \rho(g) = M_{1+bc/c} \circ S_{-1/c} \circ F \circ M_{1/c}.
\]
For $g \in R$, with $c = 0$, we have
\[ g = \begin{pmatrix} 1 & b \\ 0 & 1 \end{pmatrix}, \]
and
\[ \rho (g) = M_b. \]

### A.5 Pseudocode

Below, is given a pseudo-code description of the construction of the oscillator system.

2. Compute generator $g_A$ for the standard torus $A$.
3. Diagonalize $\rho (g_A)$ and obtain the basis $B_A$.
4. For every $g \in R$:
5. Compute the operator $\rho (g)$ as follows:
   (a) Calculate the Bruhat decomposition of $g$, namely, write $g$ in the form
       \[ g = u_2 \cdot a \cdot w \cdot u_1 \text{ or } g = u \cdot a. \]
   (b) Calculate the operator $\rho (g)$, namely, take $\rho (g) = M_{u_2} \circ S_a \circ F \circ M_{u_1}$ or
       \[ \rho (g) = M_u \circ S_a. \]
6. Compute the vectors $\rho (g) \varphi$, for every $\varphi \in B_A$ and obtain the basis $B_{gA^g -1}$.

**Remark 3 (Running time).** It is easy to verify that the time complexity of the algorithm presented above is $O(p^4 \log p)$. This is, in fact, an optimal time complexity, since already to specify $p^3$ vectors, each of length $p$, requires $p^4$ operations.

**Remark about field extensions.** All the results in this survey were stated for the basic finite field $\mathbb{F}_p$, for the reason of making the terminology more accessible. However, they are valid for any field extension of the form $\mathbb{F}_q$ with $q = p^n$. Complete proofs appear in [6].

**Acknowledgement.** The authors would like to thank J. Bernstein for his interest and guidance in the mathematical aspects of this work. We are grateful to S. Golomb and G. Gong for their interest in this project. We appreciate the many talks we had with A. Sahai. We thank B. Sturmfels for encouraging us to proceed in this line of research. We would like to thank V. Anantharam, A. Grünbaum for interesting conversations. Finally, the second author is indebted to B. Porat for so many discussions where each tried to understand the cryptic terminology of the other.

**References**

Abstract. The discrete Fourier transform (DFT) of a boolean function yields a trace representation or equivalently, a polynomial representation, of the boolean function, which is identical to the DFT of the sequence associated with the boolean function. Using this tool, we investigate characterizations of boolean functions for which the fast algebraic attack is applicable. In order to apply the fast algebraic attack, the question that needs to be answered is that: for a given boolean function $f$ in $n$ variables and a pair of positive integers $(d, e)$, when there exists a function $g$ with degree at most $d$ such that $h = fg \neq 0$ where $h$’s degree is at most $e$. We give a sufficient and necessary condition for the existence of those multipliers of $f$. An algorithm for finding those multipliers is given in terms of a polynomial basis of $2^n$ dimensional space over $\mathbb{F}_2$ which is established by an arbitrary $m$-sequence of period $2^n - 1$ together with all its decimations and certain shifts. We then provide analysis for degenerated cases and introduce a new concept of resistance against the fast algebraic attack in terms of the DFT of sequences or boolean functions. Some functions which made the fast algebraic attack inefficient are identified.

Keywords: Discrete Fourier transform, fast algebraic attack, stream ciphers, LFSR, $m$-sequences, polynomials, bases, trace representations.

1 Introduction

Linear feedback shift register (LFSR) sequences are widely used as basic functional blocks in key stream generators in stream cipher models due to their fast implementation in hardware as well as in software in some cases. In LFSR based stream ciphers, there are mainly two types of operations which operate on the LFSRs: (a) outputs of one LFSR or multiple LFSRs are transformed by non-linear functions with or without memory states (including those by using mixed finite field operations and integer modular operations); (b) change the clock of the LFSRs to an irregular clock or by deleting some output bits of the LFSRs. In theory, examples include filtering sequence generators (i.e., operate a boolean
function on one LFSR) and combinatorial sequences (i.e., operating a boolean function on multiple LFSRs), the clock control sequences and shrinking generators [12,23]. In practice, such key steam generators include E0 [4], and most of the submissions in EStream Project [11]. In this type of key stream generators, the initial states the LFSRs are served as a cryptographic key in each communication session. The goal of an attack is to recover the key, i.e., initial states of the LFSRs, from some known bits of the key stream, then generates the rest of bits of the key stream used in that particular session. There are many attacks proposed in the literature for the LFSR based key stream generators. In this paper, we consider those attacks related to solve a system of linear equations, i.e., algebraic attacks and fast algebraic attacks.

1.1 Linearizations, Algebraic Attacks, Fast Algebraic Attacks, and Selective DFT Attacks

Algebraic attacks and fast algebraic attacks have been shown as an important cryptanalysis method for symmetric-key cryptographical systems in recent work by Shamir, Patrin, Courtois and Klimov [24], Courtois and Meier [8], and Courtois [7,9]. Especially, it significantly improved efficiency of attacks on stream cipher systems in which key streams are generated by linear feedback shift register based systems. Those attacks usually contain three steps: (a) pre-computation, (b) substitution for establishing a system of linear equations over \( \mathbb{F}_2 \) or \( \mathbb{F}_{2^n} \) from known key stream bits, and (c) solving the system.

A. Equations with Unknown Keys. In a stream cipher model, a ciphertext is a bit stream \( c_0, c_1, \ldots \), obtained by exclusive-or a message bit stream \( m_0, m_1, \ldots \), with the key stream \( s_0, s_1, \ldots \), i.e., \( c_i = m_i + s_i, i = 0, 1, \ldots \), in \( \mathbb{F}_2 \). One of strong attacks comes from known plaintext attacks, i.e., if a certain plaintext is known, then some bits of \( \{s_t\} \) can be recovered. If the key can be recovered from those known bits of \( \{s_t\} \), then the rest of bits of the key stream, i.e., all bits of \( \{s_t\} \), can be reconstructed. Assume that \( K = (k_0, \ldots, k_{n-1}) \) be an initial state of an LFSR or a concatenation of the initial states of several LFSRs. In general, the key stream \( \{s_t\} \) can be written as

\[
s_t = f_t(k_0, k_1, \ldots, k_{n-1}), \quad t = 0, 1, \ldots, m - 1 \quad (1)
\]

or

\[
W_t(s_0, \ldots, s_{t-1}, k_0, \ldots, k_{n-1}) = 0, \quad t = 0, 1, \ldots, M - 1 \quad (2)
\]

where \( f_t \) (or \( W_t \)) is a function given by \( f \) (or \( W \)), a boolean function in \( n \) variables, and \( L^t \), where \( L \) is the (left) shift operator of a binary stream, and \( L^t a \) is a resulting sequence shifted by \( t \) bits from \( a = a_0, a_1, \ldots \). In the paper, we focus on the case (1).

B. Linearization and Algebraic Attacks. The system of the equations (1) can be linearized when each monomial in \( k_{i_1} \ldots k_{i_j} \) is treated as a variable. The number of unknowns in (1) is varied, but it is dominated by the degree of \( f \).
For filtering function generators, i.e., apply $f$ on $m$ tap positions of an LFSR of degree $n$, the number of unknowns in (1) is $T_{deg(f)}$ where $deg(f)$ is the degree of $f$ and $T_j$ is defined as

$$T_j = \sum_{i=0}^{j} \binom{n}{i}. \quad (3)$$

The algebraic attack is to multiply $f$ by a function $g$ with a degree lower than that of $f$ such that the product $fg$ is zero, see Courtois and Meier [8]. In other words, using $g$ with $deg(g) < deg(f)$ such that $fg = 0$, we have the system of the linear equations as follows

$$s_t g_t(K) = 0, t = 0, 1, \ldots. \quad (4)$$

Thus, the number of the unknowns of (4) is now dominated by the degree of $g$ instead of $f$. For example, in the filtering generators, this is equal to $T_{deg(g)}$ which is smaller than $T_{deg(f)}$. Compared with the system of the linear equations directly from linearization, the algebraic attack can reduce the complexity for solving a system of linear equations by decreasing the number of unknowns in the system of linear equations as well as reducing the number of the required known bits of the key stream.

**C. Algebraic Immunity.** From this result, study for algebraic immunity of boolean functions is in fashion for resistance against this attack, see [6, 10, 15, 17, 18, 19], just list a few. Let $B_m$ be the set consisting of all boolean functions in $m$ variables. The algebraic immunity of $f$ is defined as the smallest degree $deg(g)$ such that $fg = 0$ or $(1 + f)g = 0$, denoted by $AI(f)$, i.e.,

$$AI(f) = \min_{g \in Ann(f)} deg(g), \text{ where } Ann(f) = \{g \in B_m \mid fg = 0 \text{ or } g(f + 1) = 0\}, \quad (5)$$

see Meier, Pasalic and Carlet in [17].

**D. Fast Algebraic Attacks.** In 2003, Courtois [9] also proposed the fast algebraic attack (FAA) on stream ciphers to accelerate the algebraic attack by introducing linear relations among the key stream bits. The consideration is whether we can find some $g$ such that $h = fg$ where $deg(g) < AI(f)$. If so, one could further reduce the number of the unknowns in the linear equations. The reason is that from $h = fg$, we get $f(g + h) = 0$. So that $g + h \in Ann(f)$. Thus $deg(g + h)$ may be greater than $AI(f)$. FAA consists of two steps: (a) find a boolean function $g$ with $d = deg(g) < deg(f)$ such that the product $h = fg \neq 0$ with $e = deg(h) > 0$; (b) compute $q(x)$ which is a linear recursive relation of the resulting sequence by replacing $f$ in the same key stream generator, and apply $q(x) = \sum_i c_i x^i$ to $s_t g_t(K) = h_t(K)$ which results in

$$\sum_{i=0}^{r} c_i s_{i+t}g_{i+t}(K) = \sum_{i=0}^{r} c_i h_{i+t}(K) \quad (6)$$

where $\sum_{i=0}^{r} c_i h_{i+t}(K) = 0, t = 0, 1, \ldots$ in the original paper [9], and we have $\sum_{i=0}^{r} c_i h_{i+t}(K) \neq 0$ with the same unknowns in the left-hand side of (6) in
the variant introduced by Armknecht and Ars [3]. The efficiency of the pre-computation and substitution in the fast algebraic attack is improved by Hawkes and Rose in [16] for the case of filtering sequence generators and Armknecht in [2] for combinatorial generators with or without memory. According to the above analysis, the number of unknowns in [5] is smaller than the number of unknowns in the algebraic attack. But in FAA, the known bits of the key stream should be consecutive. However this condition is not needed in the algebraic attack.

E. Selective DFT Attacks. More recently, Rønjom and Helleseth [20] proposed a method to recover an initial state in a filtering sequence generator by reducing the number of unknowns in the system of linear equations to the minimum, which is the degree of the LFSR by an increased complexity in the both pre-computation and substitution, especially, in the substitution step. Shortly after that, the work [21,22] improved the efficiency of the pre-computation and substitution in terms of forming a system of linear equations over $\mathbb{F}_2^n$ with $n$ unknowns instead of linear equations over $\mathbb{F}_2$ where $n$ is the degree of the LFSR, and reduced the number of the required consecutive bits of the filtering sequence to the linear span of the sequence. Recently, these authors proposed a new attack by multiplying $s_t$ by a sequence, say $b = \{b_t\}$, with the linear span less than the linear span of the sequence $s_0, s_1, \ldots$, i.e., to recover the key from the relation $u_t = s_t b_t, t = 0, 1, \ldots$, which is referred to as the selective discrete Fourier transform (DFT) attack. The select DFT attack results in either a more efficient attack than FAA or it can work for the case that the number of the known consecutive bits of the key stream is too small to apply FAA by requiring the exact linear span of the key stream sequence $\{s_t\}$ and their respective DFT spectra of $\{b_t\}$ and $\{u_t\}$, which are not needed in FAA.

1.2 When Is the Fast Algebraic Attack Applicable?

In FAA, $h = fg$ where $\text{deg}(g)$ determines the number of the unknowns in the system of the linear equations in [6], and $\text{deg}(h)$ governs the number of the required consecutive bits of the sequence $\{s_t\}$ for establishing the system [5]. These two parameters provides a trade-off between the number of the unknowns and the number of the required consecutive bits. Thus, in order to apply FAA in a way which is more efficient than the algebraic attack, one should investigate the following question: For a given boolean function $f$ in $n$ variables, and a pair of two positive integers $(d, e)$, does there exist some boolean function $g$ with $\text{deg}(g) \leq d$ such that $h = fg$ with $\text{deg}(h) \leq e$. The following assertion is given by Courtois and Meier for answering this question.

**Assertion A.** (Theorem 6.0.1 in [8], Theorem 7.2.1 in [9]) With the above $f$, $d$ and $e$, there exists a boolean function $g$ in $n$ variables such that $h = fg$ with $\text{deg}(g) \leq d$ and $\text{deg}(h) \leq e$ when $d = \lceil \frac{n}{2} \rceil$ and $e = \lceil \frac{n+1}{2} \rceil$ in [8] where $\lceil x \rceil$ denotes the smallest integer that is greater or equal to $x$, or when $d + e \geq n$ in [9].
This sufficient condition is popularly recited in the literature for the study of algebraic immunity of boolean functions (for example [17]). In this paper, using an approach of the discrete Fourier transform (DFT) of boolean functions, we investigate the characterizations of the existence of those multipliers. For a given boolean function $f$ in $n$ variables and two positive integers $d$ and $e$, we observed that the sufficient condition $d + e \geq n$, shown in Assertion A cannot guarantee the existence of a function $g$ with $\deg(g) \leq d$ such that $fg \neq 0$ with $\deg(fg) \leq e$. Pursuing this approach, we find a sufficient and necessary condition for the existence of such a multiplier $g$. From this sufficient and necessary condition, we obtain an algorithm to construct these multipliers. The other fascinating result from this characterization is that there exist degenerated cases for which FAA lost its advantages. We then introduce the concept of resistance against FAA.

This paper is organized as follows. In Section 2, we introduce the (discrete) Fourier transform of boolean functions and sequences, their polynomial representations, and bases of a $2^n$ dimensional linear space in terms of $m$-sequences together with their decimations and shifts. In Section 3, we first present a sufficient condition for existence of multiplier $g$ with $d = \deg(g)$ such that $h = fg \neq 0$ with $\deg(h) \leq e$ for a given function $f$ and a pair of positive integers $(d, e)$, then a sufficient and necessary condition, and thirdly, an algorithm for constructing such multipliers. A characterization of those multipliers through the Reed-Muller code is also provided. In Section 4, we discuss the degenerated cases and introduce the concept of resistance against FAA. Section 5 is devoted to conclusions and some discussions on trade-offs between polynomial representations and boolean representations.

2 Discrete Fourier Transform (DFT) of Boolean Functions and Sequences and Their Polynomial Bases

We use the following notation throughout the paper.

- $\mathbb{F}_q = GF(q)$, a finite field with $q$ elements, and $\mathbb{F}_2^m = \{(x_0, x_1, \ldots, x_{m-1}) | x_i \in \mathbb{F}_2\}$ where $m$ is a positive integer.
- A boolean function $f$ in $n$ variables is a function from $\mathbb{F}_2^n$ to $\mathbb{F}_2$. The algebraic normal form of $f$ is given by
  
  \[ f(x_0, \ldots, x_{n-1}) = \sum a_{i_1, \ldots, i_t} x_{i_1} \ldots x_{i_t}, a_{i_1, \ldots, i_t} \in \mathbb{F}_2 \]
  
  where the sum runs through all the $t$-subset $\{i_1, \ldots, i_t\} \subset \{0, 1, \ldots, n - 1\}$. The degree of the boolean function $f$ is the largest $t$ for which $a_{i_1, \ldots, i_t} \neq 0$. $B_n$ denotes the set of all boolean functions in $n$ variables.
- If $S = \{e_0, \ldots, e_{r-1}\}$ is a linearly independent set of a linear space over $\mathbb{F}_2$, then $\langle S \rangle$ is a subspace generated by $S$.
- Let $S \subset B_n$, then $S_0$ is the set consisting of functions in $S$ with zero constant term.
- Let $S$ and $T$ be two subsets of $\mathbb{F}_2^m$, then $S + T = \{s + t | s \in S, t \in T\}$ and $ST = \{st | s \in S, t \in T\}$ where the addition $s + t$ and the multiplication $st$ are
the term-by-term addition and multiplication, respectively. The elements 0 or 1 is the all zero or one vector in $\mathbb{F}_2^m$ depending on the context. In particular, if $s = 1 \in \mathbb{F}_2^m$, $1 + T$ is the complement of $T$, denoted as $\overline{T}$.

In this paper, the notation $w(s)$ represents the Hamming weight of $s$, i.e., the number of nonzeros in $s$, where $s$ could be a positive integer represented in a binary form, or a $k$-dimensional binary vector, or a boolean function in $n$ variables represented as a binary vector $(f(x_0), f(x_1), \ldots, f(x_{2^n-1}))$ where $x_i, i = 0, \ldots, 2^n - 1$ constitutes all elements in $\mathbb{F}_2^n$.

Note that $\mathbb{F}_2^n$ is isomorphic to the finite field $\mathbb{F}_2^m$, regarded as a linear space over $\mathbb{F}_2$ of dimension $n$. Any boolean function can be represented by a polynomial function from $\mathbb{F}_2^n$ to $\mathbb{F}_2$. For a polynomial function from $\mathbb{F}_2^n$ to $\mathbb{F}_2$, say $f(x) = \sum_{i=0}^{2^n-1} d_i x^i, d_i \in \mathbb{F}_2^n$, the algebraic degree of $f$ is given by $\max_{i: d_i \neq 0} w(i)$. In this paper, the degree of a function $f$ from $\mathbb{F}_2^n$ to $\mathbb{F}_2$ always means the degree of its boolean form or equivalently, the algebraic degree of its polynomial form, denoted by $\text{deg}(f)$.

2.1 Linear Feedback Shift Register (LFSR) Sequences

Let $v(x) = x^n + c_{n-1} x^{n-1} + \cdots + c_1 x + 1$ be a polynomial over $\mathbb{F}_2$. A sequence $a = \{a_t\}$ is an LFSR sequence of degree $n$ if it satisfies the following recursive relation

$$a_{n+t} = \sum_{i=0}^{n-1} c_i a_{t+i}, t = 0, 1, \ldots,$$

(7)

$(a_0, \ldots, a_{n-1})$ is an initial state of the LFSR, $v(x)$ is called a characteristic polynomial of $a$, the reciprocal of $t(x)$ is referred to as a feedback polynomial of $a$, and we also say that $a$ is generated by $v(x)$. The minimal polynomial of $a$ is the characteristic polynomial with the smallest degree. The sequence $a$ is an $m$-sequence if $v(x)$ is primitive over $\mathbb{F}_2$ (Golomb, 1954 [13]). For example, $a = 1001011$ is an $m$-sequence of period 7 where $t(x) = x^3 + x + 1$.

Let $L$ denote the (left) shift operator of a sequence $a$, i.e., $La = a_1, a_2, \ldots$, $L^i a = a_i, a_{i+1}, \ldots$. A $k$-decimation of $a$ is the sequence $a^{(k)} = \{a_{kt}\}_{t \geq 0}$, where the indices are reduced modulo $N$ where $N$ is the (least) period of $a$.

2.2 DFT and Trace Representations of Boolean Functions, Polynomial Functions, and Sequences

A. DFT of Boolean Functions. The content of this subsection can be found in Chapter 6 in [14]. Using the Lagrange interpolation, we may define the (discrete) Fourier transform of boolean functions through their polynomial forms. Let $f$ be a boolean function in $n$ variables in a polynomial form. The (discrete) Fourier Transform (DFT) of $f$ is defined as

$$F_k = \sum_{x \in \mathbb{F}_2^n} [f(x) + f(0)] x^{-k}, k = 0, 1, \ldots, 2^n - 1.$$  (8)
The inverse DFT of $f$ is given as follows:

$$f(x) = \sum_{k=0}^{2^n-1} F_k x^k, \quad x \in \mathbb{F}_{2^n}^*.$$  \tag{9}

**Fact 1** (Lemma 6.3, [14]) $F_k \in \mathbb{F}_{2^n}$, and $F_{2^i k} = F_k^{2^i}, i = 0, 1, \ldots, n - 1$.

**B. Trace Representation.** In the following, we show the trace representation of boolean functions in terms of their DFT. For doing so, we need the concept of cyclotomic cosets. A (cyclotomic) coset $C_s$ modulo $2^n - 1$ is defined by

$$C_s = \{s, s \cdot 2, \ldots, s \cdot 2^{n_s-1}\},$$

where $n_s$ is the smallest positive integer such that $s \equiv s^{2 n_s} \pmod{2^n - 1}$. The subscript $s$ is chosen as the smallest integer in $C_s$, and $s$ is called the coset leader of $C_s$. For example, for $n = 4$, the cyclotomic cosets modulo 15 are:

- $C_0 = \{0\}$
- $C_1 = \{1, 2, 4, 8\}$
- $C_3 = \{3, 6, 12, 9\}$
- $C_5 = \{5, 10\}$
- $C_7 = \{7, 14, 13, 11\}$

where $\{0, 1, 3, 5, 7\}$ are coset leaders modulo 15.

We then group monomial terms according to Fact 1, which results in a sum of trace monomial terms (see Theorem 6.1 [14]).

**Proposition 1.** (Trace Representation of Functions of Boolean Functions) Any non-zero function $f(x)$ from $\mathbb{F}_{2^n}$ to $\mathbb{F}_2$ can be represented as

$$f(x) = \sum_{k \in \Gamma(n)} Tr_{n_k}^{n_k}(F_k x^k) + F_{2^n-1} x^{2^n-1}, F_k \in \mathbb{F}_{2^{n_k}}, F_{2^n-1} \in \mathbb{F}_2, x \in \mathbb{F}_{2^n} \tag{10}$$

where $\Gamma(n)$ is the set consisting of all coset leaders modulo $2^n - 1$, $n_k | n$ and $n_k$ is the size of the coset $C_k$, and $Tr_{n_k}^{n_k}(x)$ the trace function from $\mathbb{F}_{2^{n_k}}$ to $\mathbb{F}_2$.

Recall that $w(k)$ denotes the Hamming weight of a positive integer $k$. If $f$ is a boolean function with degree $\deg(f) = r < n$, from Proposition 1 the trace representation of $f$ is given by

$$f(x) = \sum_{w(k) \leq r} Tr_{n_k}^{n_k}(F_k x^k), \tag{11}$$

where $F_k \neq 0$ for at least one $k \in \Gamma(n)$ such that $w(k) = r$.

**C. Relation to DFT of Sequences.** Next we investigate the relationship between the DFTs of a boolean function and its associated binary sequence. Let $\alpha$ be a primitive element in $\mathbb{F}_{2^n}$. We assume that $f(0) = 0$ (if $f(0) \neq 0$, we replace $f$ by $g = f - f(0)$ where $g(0) = 0$). We associate $f$ with a binary sequence $a_f = \{a_t\}$ whose elements are given by

$$a_t = f(\alpha^t), t = 0, 1, \ldots, 2^n - 2. \tag{12}$$
Then the period of \( \{a_t\} \), say \( N \), is a factor of \( 2^n - 1 \). The discrete Fourier transform of \( a_f \) is defined by

\[
A_k = \sum_{t=0}^{2^n-2} a_t \alpha^{-tk}, 0 \leq k < 2^n - 2 \tag{13}
\]

and the inverse DFT is

\[
a_t = \sum_{k=0}^{2^n-2} A_k \alpha^{kt} = \sum_{k \in \Gamma(n)} T_{\text{tr}}^{n_k}(A_k \alpha^{kt}), 0 \leq t < 2^n - 2. \tag{14}
\]

By selecting \( \alpha \) as a root of the primitive polynomial which defines \( \mathbb{F}_{2^n} \) for computing the DFT of \( f \) in (8), then we have

\[
A_k = F_k, 0 \leq k < 2^n - 2.
\]

In the following, we keep the notation \( \{A_k\} \) for both \( f \) and \( a_f \), since they are equal (with respect to \( \alpha \)) for \( 1 \leq k < 2^n - 1 \) except for \( A_0 = F_0 + F_{2^n-1} \). However, this difference does not effect any discussions proceeded in this paper.

Note that the spectral sequence \( \{A_k\} \) has period \( N \mid 2^n - 1 \). Therefore, any function from \( \mathbb{F}_{2^n} \) to \( \mathbb{F}_2 \), or equivalently a boolean function in \( n \) variables, corresponds a binary sequence with period \( N \mid 2^n - 1 \). Thus a boolean function and its associate sequence, given by (12), are related by their identical DFT spectra which results in the same polynomial representation in (10). This leads to another linearized method for finding multipliers \( g \) of \( f \) such that \( fg \neq 0 \), which will be shown in the next section.

### D. DFT Convolution and Product Sequences

- Let \( a \) and \( b \) be two sequences of period \( N \) with their respective DFTs \( A = \{A_k\} \) and \( B = \{B_k\} \).

- For the term-by-term product \( c = a \cdot b \) where \( c_t = a_t b_t, 0 \leq t < N \), let the DFT of \( \{c_t\} \) be \( C = \{C_k\} \). Then \( C \) is a convolution of \( A \) and \( B \), denoted as \( C = A \ast B \) where

\[
C_k = \sum_{i+j=k \pmod{N}} A_i B_j, 0 \leq k < N. \tag{15}
\]

From the above treatment, we will not distinguish the set \( \mathcal{F}_n \), the set consisting of all functions from \( \mathbb{F}_{2^n} \) to \( \mathbb{F}_2 \) and the set \( \mathcal{B}_n \), the set of all boolean functions in \( n \) variables. For the theory of sequences and their trace representations, the reader is referred to [14].

### 3 Polynomial Bases of \( \mathcal{F}_n \) in Terms of LFSR Sequences

In this section, we introduce polynomial bases of \( \mathcal{F}_n \) after we give a review for its boolean bases, and show a method for computing those bases in terms of
applying shift and decimation operators to an \(m\)-sequence. We conclude this section by pointing out a relationship between the Reed-Muller code and the sequences with index bounded spectral sequences.

Note that \(\mathcal{F}_n\) can be considered as a linear space of dimension \(2^n\) over \(\mathbb{F}_2\) when each function in \(\mathcal{F}_n\) is represented by a binary vector of dimension \(q\). For \(f \in \mathcal{F}_n\), there are two common ways to represent \(f\) as a binary vector of dimension \(q\) \((q = 2^n)\). One is the so-called the boolean bases, reviewed as follow.

Let \(f\) be of a boolean representation. We list the elements in \(\mathcal{F}_n\) in the same order as the truth table of \(f\). Thus, \(f(x_0, x_1, \ldots, x_{n-1}) = (f(t_0), f(t_1), \ldots, f(t_{q-1}))\), where \(t_i = (t_{i,0}, t_{i,1}, \ldots, t_{i,n-1})\), \(t_{ij} \in \mathbb{F}_2\) with \(i = t_{i,0} + t_{i,1}2 + \cdots + t_{i,n-1}2^{n-1}, 0 \leq i < q\).

For \(x = (x_0, \ldots, x_{n-1})\) and \(c = (c_0, \ldots, c_{n-1})\) in \(\mathbb{F}_2^n\), we denote
\[
x^c = x_0^{c_0} x_1^{c_1} \cdots x_{n-1}^{c_{n-1}}.
\]
Then, the basis \(\Delta\) of \(\mathcal{F}_n\), regarded as a linear space over \(\mathbb{F}_2\), consists of all monomial terms:
\[
\Delta = \{x^c | c \in \mathbb{F}_2^n\}.
\]
This basis is referred to as a boolean basis of \(\mathcal{F}_n\).

### 3.1 Polynomial Bases

Let \(f\) be of the polynomial form. We use the cyclic multiplicative group of \(\mathbb{F}_{2^n}\), i.e.,
\[
f(x) = (f(0), f(1), f(\alpha), \ldots, f(\alpha^{2^n-2})) = (f(0), a_0, a_1, \ldots, a_{2^n-2})
\]
where \(a_t = f(\alpha^t)\) is defined by (14). Let
\[
\Pi_k = \{Tr_1^{nk}(\beta_k(\alpha^i x)^k) | i = 0, 1, \ldots, n_k-1\}, \beta_k \in \mathbb{F}_{2^{nk}}
\]
where \(n_k\) is the size of the coset containing \(k\) (how to select \(\beta_k\) will be given in the next subsection). Note that \(\{\alpha^{ik} | i = 0, 1, \ldots, n_k-1\}\) is a basis of \(\mathbb{F}_{2^{nk}}\) over \(\mathbb{F}_2\), so is \(\{c \alpha^{ik} | i = 0, 1, \ldots, n_k-1\}\) for any nonzero \(c \in \mathbb{F}_{2^{nk}}\). From Proposition 11 any function in \(\mathcal{F}_n\) can be represented as a sum of the trace monomial terms. For each trace monomial term \(Tr_1^{nk}(A_k x^k)\), since \(A_k \in \mathbb{F}_{2^{nk}}\), we have \(A_k = \sum_{i=0}^{n_k-1} c_i \beta_k \alpha^{ik}, c_i \in \mathbb{F}_2\). Using the linear property of the trace function, we have
\[
Tr_1^{nk}(A_k x^k) = \sum_{i=0}^{n_k-1} Tr_1^{nk}(c_i \beta_k (\alpha^i x)^k).
\]
Thus, we have showed the following result.
Proposition 2. Any trace monomial term can be represented as a linear combination of functions in $\Pi_k$ for some $k$ which is a coset leader modulo $2^n-1$, and the following set is a basis of $\mathcal{F}_n$:

$$\Pi = \bigcup_{k \in \Gamma(n)} \Pi_k.$$  \hfill (18)

This is referred to as a polynomial basis of $\mathcal{F}_n$.

Remark 1. Let $a_k = \{a_{kt}\}_{t \geq 0}$. Then $a_k$ is an LFSR sequence, generated by $f_{\alpha_k}$, the minimal polynomial of $\alpha^k$. Let $\{A_{k,j}\}$ be the DFT of $a_k$. Then

$$A_{k,j} = \begin{cases} A_k & \text{if } j = k \\ 0 & \text{otherwise}. \end{cases}$$

In other words, the trace representation of $a$ can be considered as a direct sum of the LFSR sequences with irreducible minimal polynomials for which the DFT sequences of any two of them are orthogonal.

3.2 Efficient Computation of the Polynomial Bases of $\mathcal{F}_n$

In the following, we assume that $a = \{a_t\}$ is generated by $v(x)$ which is primitive over $\mathbb{F}_2$ of degree $n$, i.e., $a$ is an $m$-sequence of degree $n$. Then the period $a$ is $N = 2^n - 1$. Let $\alpha$ be a root of $v(x)$ in $\mathbb{F}_{2^n}$. Then we have $a_t = Tr_1^n(\beta \alpha^t)$ where $\beta \in \mathbb{F}_2^{*n}$. If $a^{(k)} = 0$, the $k$-decimation of $a$, then we may choose $r$ as the smallest integer such that the $k$-decimation of $L^r a$ is a zero sequence for $i = 0, 1, \ldots, r - 1$, but the $k$-decimation of $L^r a$ is not a zero sequence. Let $\beta_k$ be the element corresponding to this shift (i.e., $\beta_k$ in $\Pi_k$, defined in [17]). For simplicity, we still denote such a decimation as $a^{(k)}$. Therefore, the elements of $a^{(k)}$ are given by $a_{kt} = Tr_1^n(\beta_k \alpha^{kt}), t = 0, 1, \ldots$, where $n_k$ is the size of the coset $C_k$. We denote

$$P_k = \begin{bmatrix} 0, & a^{(k)} \\ 0, & L a^{(k)} \\ \vdots \\ 0, & L^{n_k-1} a^{(k)} \end{bmatrix}$$ \hfill (19)

where $L^i a^{(k)}$'s are regarded as binary vectors of dimension $2^n - 1$, and each row corresponds to a function in $\Pi_k$. Thus, for each $k$, a coset leader modulo $2^n - 1$, we only need to compute $a^{(k)}$, the rest of the rows in $P_k$ can be obtained by the shift operator which has no cost. Furthermore, $|\Gamma(n)|$, the number of the coset leaders modulo $2^n - 1$, is equal to the number of the irreducible polynomials over $\mathbb{F}_2$ of degrees dividing $n$. Thus, for computing the polynomial basis of $\mathcal{F}_n$, one only need to compute $|\Gamma(n)|$ decimation sequences from $a$, approximately $2^n/n$ decimation sequences from $a$, in order to get the polynomial basis of $\mathcal{F}_n$, compared it with the boolean basis, where we have to compute $2^n$ vectors of dimension $2^n$ since there is no computational saving for these evaluations.
There is a relation between the Reed-Muller code and the row vectors of \( P_k \), which will be introduced in the next section.

4 Characterizations of Boolean Functions with Low Degree Multipliers

Assume that a boolean function \( f \) employed in a cipher system is not of low degree.

**Definition 1.** Given \( f \) a boolean function in \( n \) variables, i.e., \( f \in \mathcal{F}_n \), a pair of positive integers \( d < \deg(f) \) and \( e \), if there exists some function \( g \) with \( \deg(g) \leq d \) such that the product \( h = fg \neq 0 \) or \( h = (f + 1)g \neq 0 \) with \( \deg(h) \leq e \), then \( g \) is said to be a low degree multiplier of \( f \).

In this section, we will show how to characterize those multipliers. We first present a sufficient condition for the existence of low degree multipliers. Following this approach, we establish a sufficient and necessary condition for the existence of low degree multipliers, which also yields an algorithm to construct them. It follows that Assertion A in Section 1 is not true from the results we derived in this section. Let

\[
S_d = \{ \text{row vectors of } P_k \mid k \in \Gamma(n), w(k) \leq d \} \quad (20)
\]

where \( P_k \) is defined by (19). Then \( S_d \) can be considered as either the set consisting of all the functions in the polynomial basis with \( w(k) \leq r \) or the set consisting of all boolean monomial terms of degrees less than or equal to \( d \), i.e., we can rewrite \( S_d \) as follows.

\[
S_d = \bigcup_{w(k) \leq d} \Pi_k
\]

where \( \Pi_k \) is defined in (17). Then we have \( |S_d| = T_d \), defined by (3) in Section 1. Notice that any function in \( \mathcal{F}_n \) of degree \( d \) is a linear combination of functions in \( S_d \) over \( \mathbb{F}_2 \). From Section 3.2, the sequence version of \( S_d \), still denoted by \( S_d \), is given by

\[
S_d = \{ L^i a^{(k)} \mid 0 \leq i < n_k, w(k) \leq d \} \quad (21)
\]

where \( n_k \) is the size of the coset \( C_k \) or the degree of the minimal polynomial of \( a^{(k)} \). For a given \( f \in \mathcal{F}_n \), we denote

\[
fS_d = \{ f(x) \cdot g(x) \mid g \in S_d \}. \quad (22)
\]

From (21), the sequence version of (22) is given by

\[
uS_d = \{ u \cdot b \mid b \in S_d \} \quad (23)
\]

where \( u \) is the sequence associated with \( f(x) \), defined by (16) in Section 2, and the multiplication of two sequences is the term-by-term multiplication. (Note. We keep the notation \( S_d \) for both functions and sequences, and the exact meaning depends on the context.)
Theorem 1. With the above notation, for a given $f \in F_n$ and two positive integers $d$ and $e$ with $1 \leq d, e < n$, if $fS_d$ contains at least

$$2^n + 1 - |S_e|$$

linear independent functions over $\mathbb{F}_2$, then there exists a function $g \in F_n$ with degree at most $d$ such that $h = fg \neq 0$ with $\deg(h) \leq e$.

Proof. Note that $e < n$ implies that $|S_e| < |S_n| = 2^n$, thus $2^n + 1 - |S_e| > 1$. Let $r = |fS_d|$ and $s = |S_e|$, then $r > 1$. Since $r + s > 2^n$ and the dimension of $F_n$ is $2^n$, the vectors in $fS_d \cup S_e$ are linearly dependent over $\mathbb{F}_2$. We list the elements in $fS_d$ as $fg_1, \ldots, fg_r$, and the elements in $S_e$ as $h_1, \ldots, h_s$. Then there exist $c_i \in \mathbb{F}_2, i = 1, \ldots, r + s$, which are not all zeros, such that

$$\sum_{i=1}^r c_i fg_i + \sum_{i=1}^s c_{r+i} h_i = 0. \quad (24)$$

Note that $S_e$ is linearly independent over $\mathbb{F}_2$. Thus, there are some $j$ where $1 \leq j \leq r$ and $i > r$ such that $c_j \neq 0$ and $c_i \neq 0$. We write $g = \sum_{i=1}^r c_i g_i$ and $h = \sum_{i=1}^s c_{r+i} h_i \neq 0$. Hence $fg = h$ where $\deg(g) \leq d$ and $\deg(h) \leq e$. $\square$

Remark 2. The condition in Theorem 1 implies that $d + e \geq n$. Otherwise $|S_d| + |S_e| \leq 2^n$, therefore $|fS_d| + |S_e| \leq 2^n$, which is a contradiction. However, the converse is not true.

Note that it is possible that $|fS_d| < |S_d|$ and the elements in $fS_d$ are linearly dependent over $\mathbb{F}_2$. In this case, possibly, there is no function $g$ with $\deg(g) \leq d$ such that $fg \neq 0$ and $\deg(fg) \leq e$.

Example 1. Let $f(x) = Tr_3^1(\alpha^5 x + \alpha^6 x^3)$ be a function from $\mathbb{F}_{2^3}$ to $\mathbb{F}_2$ where $\alpha$ is a primitive element in $\mathbb{F}_{2^3}$ with $\alpha^3 + \alpha + 1 = 0$. Let $d = 2$ and $e = 1$, then $d + e = n$. The set $S_2$ contains the following seven functions

$$\begin{align*}
\text{constant function } c = 11111111 & \quad Tr_1^3(x) = 01001011 \\
Tr_1^3(\alpha x) = 00010111 & \quad Tr_1^3(\alpha^2 x) = 00101111 \\
Tr_1^3(x^3) = 01101000 & \quad Tr_1^3((\alpha x)^3) = 01101001 \\
Tr_1^3((\alpha^2 x)^3) = 01010011 & \\
\end{align*}$$

On the other hand, we have $f(x) = 00100001$. Thus the elements of $fS_2$ are

$$\begin{align*}
Tr_1^3(\alpha^5 x) = f Tr_1^3(\alpha x) = f Tr_1^3((\alpha^2 x)^3) &= 00000001 \\
f Tr_1^3(\alpha^2 x) = f Tr_1^3(x^3) &= 00100000 \\
f c &= f Tr_1^3((\alpha x)^3) &= 00100001 \\
\end{align*}$$

Thus $|fS_2| = 3$. However, $00100001 = 00000001 + 00100000$. Thus the elements of $fS_2$ are linearly dependent. The maximal linear independent set in $fS_2$ is
given by $D = \{00000001, 00100001\}$. It is easy to see that $D \cup S_1$ is a linearly independent set. So there is no function $g$ with degree 2 such that $h = fg \neq 0$ with $\deg(h) = 1$.

This shows that the condition $d + e \geq n$ in Assertion A in Section 1 cannot guarantee that the existence of some function $g \neq 0$ with $\deg(g) \leq d$ such that $h = fg \neq 0$ with $\deg(h) \leq e$, since there exists a degenerated case for which $|fS_d| < |S_d|$.

Note that the boolean form of $f$ is given by $f(x_0, x_1, x_2) = x_0 x_1 + x_0 x_2 + x_1 x_2 + x_1$. We may use the boolean form of $f$ to show the above result using a similar technique as above.

From the proof of Theorem 1 it is not necessary to require $r + s > 2^n$. In the following, we characterize this condition.

**Theorem 2.** (Existence of Low Degree Multipliers, Function Version)

With the above notation, for a given $f \in \mathbb{F}_n$ and $1 \leq d, e < n$, let $D_d$ be a maximal linearly independent set of $fS_d$. Then there exists a function $g \in \mathbb{F}_n$ with degree at most $d$ such that $h = fg \neq 0$ with $\deg(h) \leq e$ if and only if $D_d \cup S_e$ is linearly dependent over $\mathbb{F}_2$.

**Proof.** A proof for the sufficient condition is similar as we did for Theorem 1. We denote $|D_d| = t$ and $|S_e| = s$. Since $D_d \cup S_e$ is linearly dependent over $\mathbb{F}_2$, there exist $c_i \in \mathbb{F}_2, i = 1, \ldots, t + s$ such that

$$
\sum_{i=1}^{r} c_i f_i + \sum_{i=1}^{s} c_{r+i} h_i = 0
$$

where $f_i \in D_d$ and $h_i \in S_e$. Since both $D_d$ and $S_e$ are linear independent over $\mathbb{F}_2$, there exist some $i$ with $1 \leq i \leq t$ and $j$ with $1 \leq j \leq s$ such that $c_i \neq 0$ and $c_{r+j} \neq 0$, respectively. Thus $g = \sum_{i=1}^{t} c_i g_i \neq 0$ with $\deg(g) \leq d$, and $fg = h = \sum_{j=1}^{s} c_{r+j} h_j \neq 0$ with $\deg(h) \leq e$, which establishes the assertion.

Conversely, assume that there exists some $g \in \mathbb{F}_n$ with $\deg(g) \leq d$ such that $fg \neq 0$ and $\deg(fg) \leq e$. Since any function with degree less than or equal to $d$ is a linear combination of functions in $S_d$, we may write $g = \sum_{i=1}^{l} d_i g_i$ where $d_i \in \mathbb{F}_2$ and $l = |S_d|$. For simplicity, we may assume that $g_i, i = 1, \ldots, t$ are functions in $S_d$ such that $\{f g_i \mid i = 1, \ldots, t\}$ is a maximal linearly independent set of $fS_d$. Thus we have

$$
fg = f \cdot \sum_{i=1}^{l} d_i g_i = \sum_{i=1}^{l} d_i (fg_i) = \sum_{i=1}^{t} e_i (fg_i) \neq 0, e_i \in \mathbb{F}_2.
$$

Consequently, there exists some $i$ with $1 \leq i \leq t$ such that $e_i \neq 0$. On the other hand, since $h = fg$ with degree $\deg(h) \leq e$, then $h \in S_e$. Therefore, $h$ is a linear combination of the functions in $S_e$, say $h = \sum_{i=1}^{s} k_i h_i \neq 0, k_i \in \mathbb{F}_2$. This shows that there is some $k_i \neq 0$ with $1 \leq i \leq s$. Therefore, we have

$$
h = fg \iff \sum_{i=1}^{t} e_i f g_i + \sum_{i=1}^{s} k_i h_i = 0
$$
where \( e_i \)'s and \( k_i \)'s are not all zero. Thus, \( D_d \cup S_e \) is linear dependent over \( \mathbb{F}_2 \), which completes the proof.

From the sequence version of \( fS_d \) and the DFT of the sequences in \( S_j \), we can express the result of Theorem 2 in a sequence version. Let \( \{ X_k \} \) be the DFT of \( \{ x_i \} \) in the following corollary.

**Corollary 1. (Existence of Low Degree Multipliers, Sequence Version)**
For a given binary sequence \( u \) with period \( N \mid 2^n - 1 \), and a pair of integers \((d, e)\) which satisfy that \( 1 \leq d, e < n \), let \( D_d \) be a maximal linearly independent set of \( uS_d \). Then there exists a sequence \( b \) with \( B_k = 0 \) for all \( k \) in the range of \( w(k) > d \) such that \( c = ub \neq 0 \) with \( C_k = 0 \) for all \( k \) in the range of \( w(k) > e \) if and only if \( D_d \cup S_e \) is linearly dependent over \( \mathbb{F}_2 \).

Another characterization of low degree multipliers of \( f \) is through the Reed-Muller code. The Reed-Muller code of length \( 2^n \) and order \( r \), \( 1 \leq r \leq n \), denoted as \( R(r, n) \), is the set consisting of the binary sequences with trace representation \( f(x) \) given by (25), i.e.,

\[
R(r, n) = \{ (f(0), f(1), f(\alpha), \ldots, f(\alpha^{2^n-2})) \mid f(x) = \sum_{w(k) \leq r} Tr^n_{1}(A_k x^k) \}. \tag{25}
\]

Therefore,

\[
R(r, n) = < S_r > \tag{26}
\]

where \( S_r \) is defined in (20). Using (26), together with Theorem 2, the following assertion is immediate.

**Corollary 2.** For a given \( f \in \mathcal{F}_n \), and two integers \( d \) and \( e \), \( 1 \leq d, e < n \), there exists a function \( g \) with \( \deg(g) \leq d \) such that \( h = fg \neq 0 \) with \( \deg(h) \leq e \) if and only if the intersection of \( fR(d, n) \) and \( R(e, n) \) contains functions which are not constant, i.e.,

\[
\{0, 1\} \subset fR(d, n) \cap R(e, n) \quad \text{and} \quad |fR(d, n) \cap R(e, n)| > 2
\]

where 0 is understood as the all zeros vector or zero, which depends on the context, a similar notation for 1.

**Note.** For the cryptographic properties of Reed-Muller codes, the reader is referred to [7].

Note that there is an extremely degenerated case, i.e., \( fS_d = \{ f, 0 \} \). From the proof of Theorem 2 in this case, for all nonconstant \( g \in S_d \), \( fg = 0 \). Thus, we have established the following corollary for the case \( fg = 0 \).

**Corollary 3.** For a given \( f \in \mathcal{F}_n \) and \( 0 < d < n \),

(a) there exists some \( g \neq 0 \) with \( \deg(g) \leq d \) such that \( fg = 0 \) if and only if \( |D| < |S_d| \), and
The assertion that $fg = 0$ for all nonconstant $g \in \langle S_d \rangle_0$ is true if and only if $fS_d = \{f, 0\}$ where $\langle S_d \rangle_0$ is the subset of $\langle S_d \rangle$ which consists of the functions with the zero constant term.

Some questions for resistance against the fast algebraic attack (FAA) arise from the degenerated cases in Corollary 3. We will analyze those cases in depth and introduce some new concepts related to those new phenomena in the next section.

In the following, using Theorem 2, we provide an algorithm for determining whether there exists a function $g$ with $\deg(g) \leq d$ such that $fg \neq 0$ with $\deg(fg) \leq e$ for a given $f$ and two integers $d$ and $e$ with $1 \leq d, e < n$. If there exists such a multiplier $g$, the algorithm outputs $g$ and $fg$. Otherwise, it outputs $g = 0$ and $fg = 0$. For simplicity, in the algorithm, if it is needed, a subset of $F_n$ is also regarded as a matrix in which each row is a function in the set, represented as a $2^n$-dimensional binary vector.

**Algorithm 1. An Algorithm for Finding a Low Degree Multiplier**

**Input:** $f \in F_n$, a function from $F_2^n$ to $F_2$; $1 \leq d, e < n$; and $t(x) = x^n + \sum_{i=0}^{n-1} t_i x^i, t_i \in F_2$, a primitive polynomial over $F_2$ of degree $n$.

**Output:** $g \in F_n$ with $\deg(g) \leq d$ and $h = fg$ with $h \neq 0$ and $\deg(h) \leq e$ if there exist such $g$ and $h$. Otherwise, outputs $g = 0$ and $h = 0$.

**Procedure**

1. Randomly select an initial state $(a_0, a_1, \ldots, a_{n-1}), a_i \in F_2$, and compute
   \[ a_{n+i} = \sum_{j=0}^{n-1} t_j a_{j+i}, i = 0, 1, \ldots, 2^n - 1 - n. \]
   (Note $a = (a_0, \ldots, a_{2^n-2})$ is a binary $m$-sequence of degree $n$.)

2. Compute $k$, each coset leader modulo $2^n - 1$, and $n_k$, the size of $C_k$. Set $I = \{(k, n_k) | k \in \Gamma n\}$. (Recall that $\Gamma(n)$ is the set consisting of all coset leaders modulo $2^n - 1$.)

3. Set $m = \max\{d, e\}$. Establish $S_m$:
   \[ P_0 = (1, 1, \ldots, 1); \]
   for $0 \neq k$ in $\Gamma(n)$ with $w(k) \leq m$ do
   Compute $a^{(k)} = (a_0, a_k, \ldots, a_{k(2^n-2)})$, a $k$-decimation of $a$, then apply the shift operator to the decimated sequence.
   Loading $P_k$, defined by [19], as an $n_k \times 2^n$ sub-matrix of $S_m$ for all $k$ with $0 \leq w(k) \leq m$.

4. Using the Gauss elimination, find the rank of $fS_d$, represented as an $|fS_d| \times 2^n$ matrix, and a maximal linearly independent set of $fS_d$, say $D_d$.
5. Apply the Gauss elimination to the following matrix whose entries are given by
\[
\begin{bmatrix}
D_d \\
S_e
\end{bmatrix}
\]
If the rank of the above matrix is equal to \( t + s \) where \( |D_d| = t \) and \( |S_e| = s \), set \( g = 0 \) and \( h = 0 \), then go to Step 6. Otherwise, find \( c_i, i = 1, \ldots, t \) such that
\[
\sum_{i=1}^{t} c_i f g_i + \sum_{i=1}^{s} c_{t+i} h_i = 0.
\]
Set \( g = \sum_{i=1}^{t} c_i g_i \) and \( h = \sum_{i=1}^{s} c_{t+i} h_i \).

6. Return \( g \) and \( h \).

Remark 3. The algorithm can also be applied to a boolean representation of \( f \). However, establishing \( S_m \) using the polynomial basis is more efficient than establishing \( S_m \) using the boolean function basis:

\[
1, x_1, \ldots, x_n, x_1 x_2, \ldots, x^c, \ldots, x_i x_{i+1} \ldots x_{i_m}, \text{ for all } c \in \mathbb{F}_2^n \text{ with } w(c) \leq m,
\]
due to Step 3 which needs only the shift operation for the group of \( n_k - 1 \) rows of \( S_m \) for each \( k \in \Gamma(n) \) with \( w(k) \leq m \).

Remark 4. Algorithm 1 can be applied to find \( g \) such that \( fg = 0 \), i.e., the annihilators of \( f \), when Step 5 is replaced by Step 5': If \( |D| = |S_d| \), then return \( g = 0 \) which represents no annihilators with degree at most \( d \). Otherwise, finding \( c_i \) such that \( \sum_{i=1}^{t} c_i f g_i = 0 \), set \( g = \sum_{i=1}^{t} c_i g_i \), and return \( g \). When Algorithm 1 is restricted to compute annihilators of \( f \), the computational complexity of this algorithm is approximately determined by the cost for applying the Gaussian elimination algorithm to a \( T_d \times 2^n \) matrix.

Remark 5. Any algorithm for finding annihilators in the boolean basis can be extended to compute low degree multipliers in the polynomial basis, for example, Algorithms 1 and 2 in [17]. We omit the details for the sake of space.

However, the algorithm that we proposed here is easier to characterize the degenerated cases and analysis of the resistance against FAA, which will be given in the next section. Another aspect is that it is easier to apply to those functions which directly are given in their polynomial forms.

5 Degenerated Cases and Resistance against FAA

In order to launch an efficient FAA attack, one needs to find a multiplier \( g \) with \( \deg(g) \leq d \) such that \( h = fg \neq 0 \) with \( \deg(h) \leq e \) for some pair \( (d, e) \) which is in favor of FAA.

**Definition 2.** For a given function \( f \) and an integer pair \( (d, r) \), assume that there exists some function \( g \) with \( \deg(g) \leq d \) such that \( h = fg \neq 0 \) with \( \deg(h) \leq e \). Then we say that the pair \( (d, r) \) is an enable pair of \( f \).
5.1 Degenerated Cases

Case 1. $fSd = \{f, 0\}$: Weak Functions.

From Corollary 3(b), for given $f \in \mathcal{F}_n$ and $d$, a positive integer, there is an extremely degenerated case, i.e.,

$$fg = 0, \text{ for all } g \in <S_d>_0$$

(27)

where $<S_d>_0$ is defined as the subspace of $<S_d>$ with zero constant term, i.e., $g(0) = 0$. Let $M$ be a $T_d \times 2^n$ matrix for which the row vectors are given by $P_k, w(k) \leq d$ (see (19) for the definition of $P_k$). We write $f = (f(0), x_0, \ldots, x_{2^n-2})$ where $x_i = f(\alpha^i)$. Then $f$ satisfies the condition (27) if and only if $Mf = 0$.

This is equivalent to that $f$ is in the null space of $M$, denoted as $V$. Thus, any function in $V$ satisfies (27). By the linear algebra, the dimension of $V$ is given by $2^n - |S_d|$. On the other hand, the set consisting of all functions with degree $\leq d$ is given by $<S_d>_0 \cup <S_d>_1$, where $<S_d>_1$ is the complement of $<S_d>_0$. Therefore, for any $g_1 \in <S_d>_0$, we have $f(g_1 + 1) = fg_1 + f = f$ since $fg_1 = 0$.

Thus we have $g = g_1 + 1$ with $deg(g) = deg(g_1) \leq d$ and $h = f$ with degree $deg(h) = deg(f)$. However, those functions have the lowest algebraic immunity, which is 1. Note that in this case we have $(S_d)_0 = \text{Ann}(f)$, the set consisting of all functions $g$ such that $fg = 0$ (see (4) in Section 1). Then any enable pair is given by $(i, deg(f))$ where $1 \leq i \leq d$. Those functions are very poor in terms of the resistance against both the algebraic attack and FAA. We summarize the above discussion in the following proposition.

**Proposition 3.** Let $V$ be the null space of $M$ in $\mathbb{F}_2^{2^n}$.

1. For each $f \in V$, $fg = 0 \ \forall g \in <S_d>_0$.
2. All enable pairs of $f$ are in the form of $(i, deg(f))$ where $1 \leq i \leq d$.
3. The algebraic immunity of $f$ is equal to 1, and $\text{Ann}(f) = <S_d>_0$.

Case 2. $|D_d| < |S_d|$ where $D_d$ is the maximal independent subset of $fS_d$. From Theorem 2 and Corollary 3 if $|D_d| < |S_d|$, then we also have some enable pairs in the form of $(i, deg(f))$ with $1 \leq i \leq d$ for those $g \in <S_d>$ such that $g = g_1 + 1$ where $fg_1 = 0, g_1 \in <S_d>_0$. If $g \in <S_d>_0$ such that $h = fg \neq 0$, there are two cases as follows.

(a) If $D_d \cup S_e$ are linearly dependent, then $deg(h) \leq e$.
(b) If $D_d \cup S_e$ are linearly independent, then $deg(h) > e$.

Furthermore, any enable pair of $f$ belongs to one of the following patterns:

$(i, deg(f))$ where $1 \leq i \leq d$ or $(i, j)$ where $1 \leq i \leq d; 1 \leq j < n$.

Case 3. $|D_d| = |S_d|$. In this case, for each $g \in <S_d>$, $fg \neq 0$. It also has two phenomena as stated in (a) and (b) in Case 2.
From the above analysis for three cases of \(D_d\), we formerly define a nondegenerated case for \(f\). For a given a positive integer \(d\), we say that \(f\) is nondegenerated with respect to \(d\) if \(|D_d| = |S_d|\). In other words, \(f\) is nondegenerated with respect to \(d\) if and only if all the elements in \(fS_d\) are distinct and linearly independent. We then obtain the condition which can remedy Assertion A, i.e., if \(f\) is nondegenerated with respect to \(d\), then it is true, as stated below.

**Proposition 4.** For given \(f \in \mathcal{F}_n\), and a pair of positive integers \((d, e)\), if \(f\) is nondegenerated with respect to \(d\), then there exists a boolean function \(g \in \mathcal{F}_n\) with \(\deg(g) \leq d\) such that \(h = fg \neq 0\) with \(\deg(h) \leq e\) when \(d + e \geq n\).

**Proof.** Since \(D_d\) is a linearly independent set, then \(|D_d| = |S_d| = T_d\) (recall \(T_j\) defined in (3)). If \(T = D_d \cup S_e\) is independent, then \(|T| > 2^n\) because \(d + e \geq n\). Since \(T\) is a subset of \(\mathbb{F}_2^n\), it has maximum \(2^n\) linearly independent elements, which is a contradiction. So, the elements in \(T\) are linearly dependent. Thus, the assertion is true. \(\square\)

From the proof of Proposition 4 we know that the condition \(d + e \geq n\) guarantees the existence of a multiplier \(g\) with \(\deg(g) \leq e\) such that \(h = fg \neq 0\) with \(\deg(h) \leq e\) only if \(f\) is nondegenerated with respect to \(d\).

### 5.2 Resistance against FAA

Recall that \(AI(f)\) denotes the algebraic immunity of \(f\). Note that for any \(g\) such that \(fg = h \neq 0\), then \(g + h \in \text{Ann}(f)\) implies \(\deg(g + h) \geq AI(f)\). If we assume that \(\deg(g) \leq d < AI(f)\), then \(\deg(h) \geq AI(f)\). So \(AI(f) \leq \deg(h) \leq e\) (otherwise, we swap \(g\) with \(h\)).

**Definition 3.** For a given \(f \in \mathcal{F}_n\), and a pair of positive integers \((d, e)\), \(f\) is said to be \((d, e)\)-resistance against FAA if and only if for all \(g\) with \(\deg(g) \leq d\) and \(h = fg \neq 0\) with \(\deg(h) \geq e\). If the assertion is true for every \(d : 1 \leq d < n\), then \(f\) is said to be \(e\)-resistance against FAA.

From Theorem 2 we have the following condition to determine whether a given function is \((d, e)\)-resistance against FAA.

**Theorem 3.** Let \(f \in \mathcal{F}_n\), \((d, e)\) be an enable pair of \(f\) where \(e > \deg(f)\), and \(D_d\) be a maximal linear independent set of \(fS_d\). Then \(f\) is \((d, e)\)-resistance against FAA if and only if \(|D_d| = |S_d|\) and \(D_d \cup S_r\) is linearly independent over \(\mathbb{F}_2\) for all \(r\) with \(1 \leq r < e\) and \(D_d \cup S_e\) is linearly dependent over \(\mathbb{F}_2\).

**Proof.** If \(|D_d| = |S_d|\), i.e., all the elements in \(fS_d\) are linearly independent, then \(h = fg \neq 0\) for \(\forall g \in \langle S_d \rangle\). From the second condition in Theorem 3 we know that there are some \(g\) such that \(h = fg\) with \(\deg(h) = e\). For the rest of \(g\), \(\deg(h) > e\). Thus \(f\) is \((d, e)\)-resistance against FAA.

Conversely, if there exists some \(r\) such that \(D_d \cup S_r, 1 \leq r < e\) is linear dependent over \(\mathbb{F}_2\), according to Theorem 2 there is some \(g \in \langle S_d \rangle\) such that \(h = fg\) with \(\deg(h) \leq r < e\), which contradicts with \(\deg(h) > e\) for any \(g\).
If $|D_d| < |S_d|$, according to Theorem 2 in Section 4.1, there is $g_1 \in \langle S_d \rangle$ such that $f g_1 = 0$. Let $g = g_1 + 1$ then $h = fg = f$ with $\text{deg}(h) = \text{deg}(f)$ which contradicts with the definition that $\text{deg}(h) \geq e > \text{deg}(f)$.

From Theorem 3 we know that Algorithm 1 can be used in two ways. One is to verify whether a given function is $(d, e)$-resistance against FAA. In other words, for a given function of degree $r$, we may run Algorithm 1 for all pairs of $(d, e)$ where $1 \leq d < r$ and $1 \leq e < n$. If the outputs are zero for each pair of $(d, e)$, then $f$ is $(d, e)$-resistance to FAA. Note that we only need to load $S_m$ in Algorithm 1 once. The complexity for verifying whether a given function is $(d, e)$-resistance is approximately equal to $n(r - 1)$ times the complexity of the Gauss reduction involved in Algorithm 1.

**Example 2.** Let $F_{2^4}$ be defined by a primitive polynomial $t(x) = x^4 + x + 1$ and $\alpha$ a root of $t(x)$. Let $f(x) = Tr(\alpha x^3)$ where $Tr(x) = x + x^2 + x^4 + x^8$ is the trace function from $F_{2^4}$ to $F_2$. (Note that $f(x)$ is a bent function.) Then, $f(x)$ is 2-resistance against FAA.

**Proof.** From the DFT, any function $g(x) \in F_n$ with $g(0) = 0$ can be written as $g(x) = Tr(bx) + Tr(cx^3) + Tr_1^2(dx^5) + Tr(e x^7) + wx^{15}$, $b, c, e \in F_{2^4}, d \in F_{2^2}, w \in F_2$ where $Tr_1^2(x) = x + x^2$ is the trace function from $F_{2^2}$ to $F_2$. Multiplying $f$ by each monomial trace term in $g$, we have

$$Tr(bx)Tr(\alpha x^3) = Tr(b^4 \alpha^4 x + Tr_1^2((b^2 \alpha + c^8 \alpha^4) x^5) + Tr((b \alpha^2 + b^4 \alpha) x^7)$$
$$Tr(cx^3)Tr(\alpha x^3) = Tr((c^2 \alpha^4 + c^4 \alpha^2 + c^8 \alpha^8) x^3) + Tr(e \alpha^4)$$
$$Tr_1^2(dx^5)Tr(\alpha x^3) = Tr(d^2 \alpha^2 x + d^2 \alpha^4 x^7)$$
$$Tr(e x^7)Tr(\alpha x^3) = Tr(\alpha x^3 x + Tr_1^2((e^2 \alpha^2 + e^8 \alpha^8) x^5) + Tr(e \alpha^4 x^7).$$

In the following, we consider $w = 0$. The case $w = 1$ is similar. From the above identities, we have the expansion of $f(x)g(x)$ as follows

$$f(x)g(x) = Tr(Ax + Bx^3 + Dx^7) + Tr_1^2(Cx^5) + E$$

where

$$A = b^4 \alpha^4 + d^2 \alpha^2 + e^4 \alpha + e \alpha^8$$
$$B = c^2 \alpha^4 + c^4 \alpha^2 + e^8 \alpha^8$$
$$D = b \alpha^2 + b^4 \alpha + d^2 \alpha^4 + e^4 \alpha^8$$
$$C = b^2 \alpha + b^8 \alpha^4 + e^2 \alpha^2 + e^8 \alpha^8$$
$$E = Tr(c \alpha^4).$$

Considering that $fg \neq 0$, then $\text{deg}(fg) = 1$ if and only if $B = C = D = 0$. 


It can be verified that the system of those equations has no solutions for any choices of \( b, c, d \) and \( e \). Thus \( \deg(fg) \geq 2 \). Therefore, \( f \) is 2-resistance to FAA. Alternatively, we can directly apply Algorithm 1 to \( f \) for obtaining this result. (Note that the boolean form of \( f(x) \) is given by \( x_2 + x_0x_1 + x_0x_2 + x_0x_3 + x_1x_2 + x_1x_3 + x_2x_3 \). However, in order to verify whether \( f \) is 2-resistance to FAA, using the polynomial form of \( f \) is much easier than using the boolean form.) \( \square \)

Another application of an enable pair \((d, r)\) of \( f \) is to find proper values for \((d, e)\) which are in favor of FAA. For example, let \( f(x) \) be a hyper-bent function with two trace terms from \( \mathbb{F}_{2^8} \) to \( \mathbb{F}_2 \) (for the definition of hyper-bent functions, see [25]). Then \( \deg(f) = 4 \). We have verified that there are many hyper-bent functions with the algebraic immunity 3, i.e., \( AI(f) = 3 \). However we could have an enable pair \((d, e) = (2, 3)\) for many such functions. In other words, there exists some \( g \) with degree \( d = 2 \) such that \( h = fg \neq 0 \) with degree \( e = 3 \). In this case, the required known bits from a key stream is similar for both the algebraic attack and FAA. But the number of unknowns in FAA is much smaller than in the algebraic attack (of course for FAA case, the required key stream bits should be consecutive). For some results about the algebraic immunity of hyper-bent functions, see an earlier version of this work [15].

**Remark 6.** In general, it is not easy to determine whether a given function \( f \) is \((d, e)\) resistance against FAA or it is an enable pair of \( f \), because the DFT of \( h \) is the convolution of the DFTs of \( f \) and \( g \) (see the definition of the convolution at Section 2). Even it is not easy for some particular functions, for example, hyper-bent functions. This could be an interesting question for further research.

### 6 Conclusions and Discussions

Courtois and Meier showed the effective algebraic attacks or the fast algebraic attack on several concrete stream cipher systems proposed in the literature. In order to enable the fast algebraic attack, it needs to find a function \( g \) with degree at most \( d \) such that \( h = fg \neq 0 \) with degree at most \( e \). In terms of the DFT of sequences and boolean functions, we have showed the characterizations of existence of those multipliers for given function \( f \) and a pair of integer \((d, e)\). Those results revealed that the sufficient condition, given by Courtois and Meier in [8] and [9], cannot guarantee the existence of such multipliers. An algorithm for constructing such multipliers is given in terms of the polynomial basis. We have provided a thorough analysis for degenerated cases of boolean functions and how it effects the fast algebraic attack. A new concept of resistance against the fast algebraic attack is introduced, and a set of functions in a degenerated case is identified. Those degenerated functions are weak for resistance against both the algebraic attack and the fast algebraic attack.

All results obtained in this paper are due to use the (discrete) Fourier transform (DFT), which gives a polynomial or trace representation of a boolean function in terms of technics of analysis of pseudo-random sequences. We would like to point out some trade-offs between the polynomial representation of a function
from $\mathbb{F}_{2^n}$ to $\mathbb{F}_2$ and the boolean representation of the function. In this paper, we use the polynomial representation, which have advantages in analysis of cryptographical properties of functions. Another advantage is to prevent finding a low degree multiplier probabilistically. In general, for a boolean representation, if the number of monomial terms with high degrees are small, then one can easily remove these terms for obtaining a low degree function for which the probability that these two functions are equal is close to 1. However, if a function is in a polynomial form, the degree of the function is governed by the Hamming weights of exponents in monomial trace terms. Removing one or more monomial trace terms from the expression may result in a large change of the distance between the function and the resulting function, since it is equivalent to calculate the distance of two codewords of a cyclic code. So, the probability that these two functions are equal is not close to 1, possibly, close to $1/2$. However, boolean forms are easily used to analyze the correlation immunity/resiliency and propagation property, and they can also be efficiently implemented at hardware level.
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1 Introduction

A variety of measures, such as linear span and 2-adic span, have been proposed for deciding the cryptographic security of stream ciphers. Recently there has been interest in understanding the average behavior of such measures. Several variations have been studied, both for linear and 2-adic span \cite{10,11,12,13}. In this paper we extend this work to more general $\pi$-adic span, where $\pi$ is an element of certain algebraic rings.

Many of these measures arise as follows: We are given a class $\mathcal{F}$ of sequence generators. There is a notion of size of a generator with a particular initial state. This integer should be approximately the number of elements of the output alphabet needed to represent all states in the execution of the generator starting at that initial state using some standard encoding of states.

The $\mathcal{F}$-span of a (finite or infinite) sequence is the smallest size of a generator in the given class that outputs the sequence. Thus the $\mathcal{F}$-span is an integer.
It is infinite if there is no such generator. Often there is another closely related measure that is defined algebraically and is much easier to work with. We typically call this related measure the $F$-complexity. It may be based on a function defined on some related algebraic structure and satisfy properties such as $f(ab) = f(a) + f(b)$ or $f(a + b) \leq \max(f(a), f(b)) + c$ for some constant $c$. In the case when $F$ is the set of linear feedback shift registers (LFSRs) the $F$-span is called the linear span. The size of an LFSR with connection polynomial $q(x)$ is simply the number of cells it contains. If the generating function of the output sequence is $u(x)/q(x)$, then the linear complexity is $\max(\deg(q), \deg(u) + 1)$ and equals the linear span. In the case of feedback with carry shift registers (FCSRs) with output alphabet $\{0, 1, \cdots, N-1\}$, the $F$-span is called the $N$-adic span. The integer values of the carry are encoded by their base $N$ expansions. Thus the size of an FCSR with connection integer $q$ is the number of cells in the basic register plus the ceiling of the log base $N$ of the maximum absolute value of the carry over its infinite execution. If the output sequence has associated $N$-adic number $\alpha = u/q$, then the related $N$-adic complexity is $\log_N(\max(|u|, |q|))$ and differs from the $N$-adic span by $O(\log($the $N$-adic span$))$. More generally we may consider algebraic feedback shift registers (AFSRs) with respect to some particular algebraic ring $R$ and parameter $\pi$. The $F$-span associated with the class $F$ of AFSRs based on $R$ and $\pi$ is called the $\pi$-adic span. However, we know of no algebraic definition of a “$\pi$-adic complexity” that makes sense for all (over even many) classes of AFSRs. AFSRs include both LFSRs ($R = F[x]$ with $F$ a field, $\pi = x$) and FCSRs ($R = Z, \pi \geq 2$). In more detail, let $R$ be a commutative ring and $\pi \in R$. Assume that $R/(q)$ is finite for every nonzero $q \in R$. We consider sequences over the ring $R/(\pi)$, whose cardinality we denote by $p$. We also let $S \subseteq R$ be a complete set of representatives for $R/(\pi)$. We identify sequences over $R/(\pi)$ with sequences over $S$. An AFSR based on $R$, $\pi$, and $S$ is a stated device $D$ with output. It is determined by constants $q_0, \cdots, q_r \in R$ with the image of $q_0$ in $R/(\pi)$ invertible. Its state is an $(r+1)$-tuple $\sigma = (a_0, a_1, \cdots, a_{r-1}; m)$ where $a_i \in S$, $i = 0, \cdots, r-1$, and $m \in R$. From this state the AFSR outputs $a_0$ and changes state to $(a_1, \cdots, a_r; m')$ where $a_r \in S$ and

$$q_0a_r + \pi m' = m + \sum_{i=1}^{r} q_i a_{r-i}.$$  

By repeating the state change operation, the AFSR generates an infinite sequence, denoted by $D(\sigma)$. We refer to $D(\sigma)$ as the sequence generated by $D$ with initial state $\sigma$. In this paper we are concerned with average behavior of the $F$-span where $F$ is the class of AFSRs based on $R$, $\pi$, $S$. The $F$-span is commonly referred to as the $\pi$-span. See [6] for more details on AFSRs and their analysis by $\pi$-adic numbers.

The element

$$q(D) = q = \sum_{i=1}^{r} q_i \pi^i - q_0$$  

(1)
is known as the connection element of the AFSR. If we start with \( q \), we denote by \( D_q \) the AFSR with connection element \( q \). We may also refer to it as a connection element for any sequence \( a \) generated by \( D_q \). Any given sequence has many connection elements. The connection element plays a critical role in the analysis of AFSR sequences. We can associate a \( \pi \)-adic integer

\[
\alpha = \sum_{i=0}^{\infty} a_i \pi^i
\]

to the sequence \( a = a_0, a_1, \ldots, a_i \in S \). The set of all \( \pi \)-adic integers is a ring in a natural way. But note that this is not simply a power series ring — the sum or product of two elements of \( S \) may not be in \( S \), so expressing sums and products of \( \pi \)-adic integers as \( \pi \)-adic integers in general involves complicated carries to higher degree terms, perhaps even carries to infinitely many terms. Again, we refer to [6] for more details on \( \pi \)-adic integers.

If \( q \) is as in equation (1), then any rational element \( u/q \in R[1/q], u \in R \) can also be expressed as such a \( \pi \)-adic integer and it can be shown that \( a \) is the output from an AFSR with connection element \( q \) if and only if there exists \( u \in R \) so that \( u/q = \alpha \). In fact \( u \) can be expressed in terms of the initial state \((a_0, \ldots, a_{r-1}; m)\) by

\[
\alpha = \frac{\sum_{n=0}^{r-1} \sum_{i=1}^{n} q_i a_{n-i} \pi^n - q_0 \sum_{n=0}^{r-1} a_n \pi^n - m \pi^r}{q} = \frac{u}{q}.
\]

More discussion of AFSRs, \( \pi \)-adic numbers, and \( \pi \)-adic span can be found in a paper by Xu and Klapper [14]. We emphasize that the \( \pi \)-adic span of an AFSR depends both on the structure of the AFSR (that is, on the connection element \( q \)) and on a particular initial state.

The \( \pi \)-adic span of a sequence is important as a security measure if there is an AFSR synthesis algorithm for \( R, \pi, \) and \( S \). This is an algorithm which takes a prefix of a sequence as input and outputs a minimal AFSR over \( R, \pi, \) and \( S \) that outputs the prefix. If the prefix is sufficiently large (typically a constant times the \( \pi \)-adic span of the sequence), the AFSR in fact generates the entire sequence. Thus if such an algorithm is known (register synthesis algorithms are only known for certain types of AFSRs [14]), any sequence used as a key in a stream cipher should have large \( \pi \)-adic span. It is important, then, to understand the average behavior of \( \pi \)-adic span, as has been done for linear span and 2-adic span [10][11][12][13].

The \( \pi \)-adic span of an infinite sequence is not always defined. As is the case with linear feedback shift registers and feedback with carry shift registers, some sequences are not generated by any AFSR over \( R, \pi, \) and \( S \) at all. For example,

---

1 We are being a little sloppy here since a given \( q \) may have several representations in the form in equation (1), but this causes no problems.

2 Actually, for this statement to be true we need a separability condition on \( R \), that \( \cap_{i=1}^{\infty} (\pi)^i = (0) \). This condition always holds when \( R = \mathbb{Z}[\pi] \) and \( \pi \) is integral over \( \mathbb{Q} \).
the sequences generated by LFSRs are exactly the eventually periodic sequences. Thus they make up a countable subset of the uncountable set of all sequences over \( S \). The same is true of the sequences generated by FCSRs. However, some AFSRs generate sequences that are not eventually periodic. This implies that the memory is unbounded over an infinite execution of the AFSR, so the \( \pi \)-adic span is infinite. However, it is known that if \( R \) is an integral domain whose field of fractions is a number field, and for every embedding of \( R \) in the complex numbers, the complex norm of \( \pi \) is greater than 1, then the memory of every AFSR is bounded over every infinite execution \[6\]. When this happens, the sequences for which \( \pi \)-adic span is defined are exactly the eventually periodic sequences. This is the case for all rings studied in this paper.

Our goal in this paper is to find the average \( \pi \)-adic span of sequences with fixed period \( n \). A sequence has period \( n \) if and only if it has \( \pi^{n-1} \) as a connection element. Several of the proofs are omitted for lack of space.

From here on we assume that \( R = \mathbb{Z}[\pi] \), with \( \pi^d = p \), \( p > 0 \) and \( x^d \mod p \) irreducible over \( \mathbb{Z} \). We take \( S = \{0, 1, \ldots, p-1\} \). Our goal is to find the expected \( \pi \)-adic complexity of sequences over \( S \) with fixed period \( n \). We have \( R = \{ \sum_{i=0}^{d-1} b_i \pi^i : b_i \in \mathbb{Z} \} \) and \( |R/(\pi)| = p \). AFSRs over such a ring are called \( d \)-FCSRs, and many of their properties have been studied \[2,3,4,7,14\]. Note that there are register synthesis algorithms for AFSRs over these rings and the output from such AFSRs is eventually periodic.

2 Size Measure and Algebraic Preliminaries

We define the size function
\[
\lambda \left( \sum_{i=0}^{d-1} b_i \pi^i \right) = \max(d \log_p |b_i| + i).
\]
This is the same size function that was used to establish the existence of a rational approximation algorithm for \( d \)-FCSRs \[14\].

**Theorem 1.** Let \( c_1 = d \log_p (2) \), \( c_2 = d \log_p (d) \), and \( c_3 = d \). Then
\[
S1: \text{For all } a, b \in R, \text{ we have } \lambda(a \pm b) \leq \max(\lambda(a), \lambda(b)) + c_1;
\]
\[
S2: \text{For all } a, b \in R, \text{ we have } \lambda(ab) \leq \lambda(a) + \lambda(b) + c_2;
\]
\[
S3: \text{For all } a \in R, \text{ we have } \lambda(\pi a) = 1 + \lambda(a);
\]
\[
S4: \text{For all } a_0, \ldots, a_{r-1} \in S \text{ with } a_{r-1} \neq 0, \text{ we have } \left| \lambda \left( \sum_{i=0}^{r-1} a_i \pi^i \right) - r \right| \leq c_3;
\]
\[
S5: \text{For any real number } x, \text{ there are finitely many elements } a \in R \text{ with } \lambda(a) \leq x;
\]
\[
S6: \text{For any } a_1, \ldots, a_r \in R, \lambda(a_1 \pm \cdots \pm a_r) \leq \max\{\lambda(a_i), i = 1, \cdots, r\} + c_1 \left[ \log_2 (r) \right].
\]

We make use of the algebraic norm function \( N : R \rightarrow \mathbb{Z} \), defined by
\[
N \left( \sum_{i=0}^{d-1} b_i \pi^i \right) = \prod_{j=0}^{d-1} \left( \sum_{i=0}^{d-1} b_{i+j} \pi^i \right),
\]
where \( \zeta \) is a complex primitive \( d \)th root of 1. An element in \( R \) is a unit if and only if its norm is 1 or \(-1\). Moreover, the norm function is multiplicative: \( N(ab) = N(a)N(b) \) for all \( a, b \in R \).

**Lemma 1.** We have

1. \( \forall z \in R : |R/(z)| = |N(z)| \).
2. \( \forall z \in R : \log_p |N(z)| \leq d \log_p(d) + \lambda(z) \).
3. If \( d = 2 \), then \( \forall z \in R : \log_p |N(z)| \leq \lambda(z) \).
4. If \( d = 2 \) and \( R \) is the full ring of integers in its fraction field, then there is a constant \( c_p \in \mathbb{R}^+ \) so that \( \forall z \in R \) there is a unit \( u \in R : \lambda(uz) \leq 2 \log_p(|N(z)| + c_p) - \log_p(4) \).
5. If \( d = p = 2 \), then \( \forall z \in R \) there is a unit \( u \in R \) so that \( \lambda(uz) \leq \log_2 |N(z)| + 1 \).

It follows that if \( d = 2 \) and \( \lambda(z) \) is minimal among all associates of \( z \), then \( \log_p |N(z)| \leq \lambda(z) \leq 2 \log_p(|N(z)| + c_p) - \log_p(4) \leq 2 \log_p |N(z)| + e_p \) for some constant \( e_p \). Moreover, if \( p = 2 \) and \( \lambda(z) \) is minimal among all associates of \( z \), then \( \lambda(z) \leq \log_2 |N(z)| + 1 \leq \lambda(z) + 1 \).

The ring \( R \) is Noetherian. Thus every element \( q \in R \) can be written as a product \( z = u \prod z_i^{e_i} \), where \( u \) is a unit, the \( z_i \) are irreducible, each \( e_i \) is positive, and \( z_i \) and \( z_j \) are not associates\(^3\) if \( i \neq j \) (this representation may not be unique).

We may assume that \( \lambda(z_i) \) is minimal among all associates of \( z_i \). In particular we can write

\[
\pi^n - 1 = u \prod_{i=1}^{t} z_i^{e_i},
\]

where \( u \) is a unit and each \( z_i \) is irreducible.

Suppose further that \( R \) is a unique factorization domain or UFD. The representation of \( q \) as a product of irreducibles is then unique up to permutation of the \( z_i \) and replacing a \( z_i \) by an associate (and so also changing the unit \( u \)). In this case there is a connection element for any sequence that is minimal in the sense that it divides all other connection elements for the sequence. Any two minimal connection elements are associates.

**Lemma 2.** Suppose \( R = \mathbb{Z}[\pi] \) is a UFD and \( z \in R \) is not a unit. Let \( u/z \) and \( v/z \) be rational elements whose \( \pi \)-adic expansions are periodic. If \( z \) is the minimal connection element for either of these sequences, then \( u \) and \( v \) are not congruent modulo \( z \).

It follows that the set \( U_z \) of elements \( u \in R \) such that \( u/z \) has a strictly periodic \( \pi \)-adic expansion and such that \( z \) is the minimal connection element is a subset of a complete set of representatives \( V_z \) modulo \( z \). Let \( u \in R \). Then \( u/z \) has an eventually periodic \( \pi \)-adic expansion, so there is an element \( a \in R \) so that \( y/z = a + u/z \) has a strictly periodic \( \pi \)-adic expansion. Then \( y = u + az \), so we may assume that if \( u \in V_z \), then \( u/z \) has a strictly periodic \( \pi \)-adic expansion.

\(^3\) Elements \( a \) and \( b \) are associates if \( a = vb \) for some unit \( v \).
The question of when a ring \( R = \mathbb{Z}[\pi] \) is a UFD is a delicate one, not fully understood. First, it is generally necessary to use the integral closure of \( R \) rather than \( R \). The quadratic fields \( \mathbb{Z}[\sqrt{p}] \) whose integral closures are UFDs are known for negative \( p \), but they are not yet all known for positive \( p \). The negative \( p \) for which the integral closure of \( \mathbb{Z}[\sqrt{p}] \) is a UFD are 
\{-163, -67, -43, -19, -11, -7, -3, -2, -1\}.

The known positive \( p \) for which the integral closure of \( \mathbb{Z}[\sqrt{p}] \) is a UFD are 
\{2, 3, 5, 6, 7, 11, 13, 14, 17, 19, 21, 22, 23, 29, 33, 37, 41, 53, 57, 61, 69, 73, 77, 89, 93, 97\}.

3 Expected \( \pi \)-Adic Complexity

The function \( \lambda \) is extended to states of an AFSR \( D \) by \( \lambda(a_0, \ldots, a_{r-1}; m) = r + \lambda(m) \). We extend \( \lambda \) to AFSRs by letting \( \lambda(D, \sigma) \) denote the maximum of \( \lambda(\tau) \) over all states \( \tau \) that occur in the infinite execution of the AFSR starting with initial state \( \sigma \). We extend \( \lambda \) to sequences by letting \( \lambda(a) \), the \( \pi \)-adic span of \( a \), be the minimum of \( \lambda(D, \sigma) \) over all states \( \tau \) that occur in the infinite execution of the AFSR starting with initial state \( \sigma \). Also, let \( \Gamma_n \) denote the set of pairs \( (D, \sigma) \) such that \( D \) is an AFSR, \( \sigma \) is a state of \( D \), and \( D(\sigma) \) has period \( n \).

Now suppose that \( a \) is a sequence over \( S \). Suppose that
\[
\alpha = \sum_{i=0}^{\infty} a_i \pi^i = \frac{n}{q} \quad \text{and} \quad q = \sum_{i=1}^{r} q_i \pi^i - q_0,
\]
where \( q_i \in S \) for \( i = 0, \ldots, r \), \( D_q(\sigma) = a \) for some initial state \( \sigma \), and \( \lambda(a) = \lambda(D_q, \sigma) \).

**Lemma 3.** If \( a \) is strictly periodic, then \( \lambda(a) \in \lambda(q) + O(\log(\lambda(q))) = r + O(\log(r)) \).

Thus the size of the carry \( m \) has little effect on the \( \pi \)-adic complexity.

Let \( \Gamma_n^* \) denote the set of pairs \( (D, \sigma) \in \Gamma_n \) for which \( \lambda(D, \sigma) \) is minimal among all pairs \( (C, \tau) \) with \( C(\tau) = D(\sigma) \). Suppose \( (D, \sigma) \in \Gamma_n^* \) and \( q^D = \sum_{i=1}^{r} q_i \pi^i - q_0 \). Then
\[
\lambda(D(\sigma)) \geq r \geq \lambda(\sum_{i=1}^{r} q_i \pi^i) + c_3
\]
by S4. Furthermore,
\[
\lambda(q^D) = \lambda(\sum_{i=1}^{r} q_i \pi^i - q_0) \leq \max(\lambda(\sum_{i=1}^{r} q_i \pi^i), \lambda(q_0)) + c_1
\]
\[
\leq \lambda(\sum_{i=1}^{r} q_i \pi^i) + \max(\lambda(s) : s \in S) + c_1.
\]
It follows that \( \lambda(D(\sigma)) \geq \lambda(q^D) - c \) for some constant \( c \).

Let \( E_n^\lambda \) be the expected \( \pi \)-adic complexity of sequences with period \( n \). That is,

\[
E_n^\lambda = \frac{1}{p^n} \sum_a \lambda(a) = \frac{1}{p^n} \sum_{(D,\sigma) \in \Gamma_n^*} \lambda(D(\sigma))
\]

\[
\geq \frac{1}{p^n} \sum_{(D,\sigma) \in \Gamma_n^*} (\lambda(q^D) - c) = \frac{1}{p^n} \left( \sum_{(D,\sigma) \in \Gamma_n^*} \lambda(q^D) \right) - c,
\]

(4)

where the first sum is over all sequences over \( S \) with period \( n \).

There are two notions of minimality that we use for connection elements of a sequence \( a \). A connection element \( q \in R \) is \( \lambda \)-minimal if it minimizes \( \lambda(q) \) over all connection elements of \( a \). It is \( R \)-minimal if it divides every other connection element of \( a \). The two notions are not equivalent, since we might have \( \lambda(zq) < \lambda(q) \). However, when \( d = p = 2 \), if \( q \) is \( \lambda \)-minimal, then by Lemma \( \| \) we have \( \lambda(zq) \geq \log_2(|N(zq)|) = \log_2(|N(q)|) + \log_2(|N(z)|) \geq \log_2(|N(q)|) \geq \lambda(q) - 1 \).

Let \( \mu(a) \) denote the minimum \( \lambda(q^C) \) over all \( C \) that can output \( a \). Even if \( (D,\sigma) \in \Gamma_n^* \) and \( D(\sigma) = a \), we might not have \( \mu(a) = \lambda(q^D) \). However, \( \lambda(q^D) \geq \mu(a) \). That is, for all \( D \) we have \( \lambda(q^D) \geq \mu(D(\sigma)) \). Let \( \Delta_n(q) \) denote the number of period \( n \) sequences with \( q \) as a connection element, and let \( \Delta_n^*(q) \) denote the number of period \( n \) sequences whose \( \lambda \)-minimal connection element is an associate of \( q \). Note that

\[
\sum_{q \mid_p \pi_n - 1} \Delta_n^*(q) = p^n,
\]

(5)

where \( q \mid_p \pi_n - 1 \) means we choose one \( q \) in each set of associates among the divisors of \( \pi_n - 1 \). Gathering terms in equation (4) together, we have

\[
E_n^\lambda \geq \frac{1}{p^n} \sum_{(D,\sigma) \in \Gamma_n^*} \mu(D(\sigma)) - c \geq \frac{1}{p^n} \sum_{q \mid_p \pi_n - 1} \lambda(q) \Delta_n^*(q) - c.
\]

4 When \( p = d = 2 \)

In this section we assume that \( p = d = 2 \). Thus \( R \) is a PID and UFD, so that the representation in equation (3) is unique (in the usual sense). It follows that, up to multiplying by a unit, every divisor of \( \pi_n - 1 \) is of the form \( w = \prod_{i=1}^\ell z_i^{m_i} \) with \( 0 \leq m_i \leq e_i \). Every period \( n \) sequence \( a \) has some such \( w \) as \( R \)-minimal connection element. If \( q \) is the \( \lambda \)-minimal connection element of \( a \), then \( \lambda(w) \geq \lambda(q) - 1 \).
Let $I = \{(m_1, \ldots, m_t) : 0 \leq m_i \leq e_i \} \subseteq \mathbb{Z}_t$. By part (3) of Lemma 1 we have

$$E_n^\pi \geq \frac{1}{2^n} \sum_{q \mid \pi^{n-1}} (\lambda(q) - 1) \Delta_n^\pi(q) - c$$

$$\geq \frac{1}{2^n} \sum_{q \mid \pi^{n-1}} \log_2 |N(q)| \Delta_n^\pi(q) - c - 1$$

$$= \frac{1}{2^n} \sum_{(m_1, \ldots, m_t) \in I} \log_2 |N\left(\prod_{i=1}^t z_i^{m_i}\right)| \Delta_n^\pi\left(\prod_{i=1}^t z_i^{m_i}\right) - c - 1.$$

**Lemma 4.** For any divisor $z \in R$ of $\pi^n - 1$, $\Delta_n^\pi(z) = |(R/(z))^\ast|$.  

**Proof:** By Lemma 2 the map $f$ that takes the sequence associated with $u/z$ to $u$ is an injection from $U_z$ into $(R/(z))^\ast$. On the other hand, if $u \in R$ is a unit modulo $z$, then by the argument following Lemma 2 there is a $y \in R$ so that $y \equiv u$ mod $z$ and $y/z$ has a strictly periodic $\pi$-adic expansion. Since $y$ is relatively prime to $z$, we have $y \in U_z$, so that $f$ maps $U_z$ onto $(R/(z))^\ast$. \hfill \Box

**Lemma 5.** If $z_1, \ldots, z_t \in R$ are not units and are pairwise relatively prime, then

$$\Delta_n^\pi\left(\prod_{i=1}^t z_i\right) = \prod_{i=1}^t \Delta_n^\pi(z_i).$$

**Proof Sketch:** By induction it suffices to prove the result when $t = 2$. Let $z = z_1 z_2$. We define $\Gamma(u, v)$ to be the element of $U_z$ that is congruent to $uz_2 + vz_1$ modulo $z$. It can be shown that $\Gamma$ induces a one to one, onto function from $U_{z_1} \times U_{z_2}$ to $U_z$. It follows that $\Delta_n^\pi(z_1 z_2) = \Delta_n^\pi(z_1) \Delta^\pi(z_2)$. \hfill \Box

**Lemma 6.** If $z \in R$ is irreducible and $t \geq 1$, then

$$\Delta_n^\pi(z^t) = |N(z)|^{t-1}(|N(z)| - 1).$$

Therefore

$$\sum_{i=0}^t \Delta_n^\pi(z^i) = |N(z)|^t + 3.$$

**Proof:** By Lemma 4 it suffices to show that $|(R/(z))^\ast| = |N(z)|^{t-1}(|N(z)| - 1)$. Let $V_{t-1} \subseteq R$ be a complete set of representatives for $R/(z^{t-1})$. No two elements of $V_{t-1}$ are congruent modulo $z^{t-1}$, so no two elements of $zV_{t-1}$ are congruent modulo $z^t$. Let $V_t \subseteq R$ be a complete set of representatives for $R/(z^t)$ containing $zV_t$. If $zx \in V_t - zV_{t-1}$, then $x$ is not congruent to any element of $V_{t-1}$ modulo $z^{t-1}$. Thus $zV_{t-1}$ contains all the elements of $V_t$ that are multiples of $z$. Since $z$ is irreducible, the elements of $V_t$ that are not relatively prime to $z^t$ are exactly those elements of $V$ that are multiples of $z$. Thus by part (1) of Lemma 1 $|(R/(z))^\ast| = |V_t| - |V_{t-1}| = |N(z)|^t - |N(z)|^{t-1} = |N(z)|^{t-1}(|N(z)| - 1).$
The second claim follows from the fact that $\Delta^*_n(1) = 4$ (see the proof of Lemma 2).

**Lemma 7.** We have
\[
\lim_{n \to \infty} \frac{|N(\pi^n - 1)|}{2^n} = 1.
\]
Thus for every $\epsilon > 0$, if $n$ is sufficiently large $\log_2 |N(\pi^n - 1) - n| \leq \epsilon$.

**Proof:** Fix $y \in \{0, 1, \ldots, d - 1\}$ and consider just the $n$ of the form $n = xd + y$, $x \geq 0$. Then
\[
\frac{|N(\pi^n - 1)|}{2^n} = \left| \prod_{i=0}^{d-1} (p^x \zeta^{yi} \pi^y - 1) \right| = \left| \prod_{i=0}^{d-1} (1 - p^{-x} \zeta^{-yi} \pi^{-y}) \right|.
\]
This has limit 1 as $x$ tends to infinity since $p^{-x}$ tends to zero. The last statement is immediate.

Suppose $\pi^n - 1$ is irreducible, so in the sum in equation (6), $q$ equals $\pi^n - 1$ or 1. The term with $q = 1$ is zero, so by Lemma 7 for any $\epsilon > 0$, if $n$ is sufficiently large, the sum is at least $n - \epsilon$. Thus $E_n^\lambda \geq n - O(1)$.

**Theorem 2.** In general we have $E_n^\lambda \in n - O(\log(n))$.

**Proof:** We have
\[
E_n^\lambda = \frac{1}{2^n} \sum_{(m_1, \ldots, m_k) \in I \atop m_i \text{ not all 0}} \log_2 \left| N \left( \prod_{i=1}^k z_i^{m_i} \right) \right| \Delta^*_n \left( \prod_{i=1}^k z_i^{m_i} \right) - c - 1. \tag{7}
\]
Let
\[
\Delta^*_{0,n}(x) = \begin{cases} 1 & \text{if } x \text{ is a unit} \\ \Delta^*_n(x) & \text{otherwise}. \end{cases}
\]
Thus
\[
\sum_{i=0}^t \Delta^*_{0,n}(z^i) = |N(z)|^t.
\]
Then note that the right hand side of equation (7) is unchanged if we replace $\Delta^*_n$ by $\Delta^*_{0,n}$. Thus (after a long calculation that we omit due to lack of space)
\[
E_n^\lambda \geq \frac{1}{2^n} \sum_{(m_1, \ldots, m_k) \in I} \sum_{i=1}^k m_i \log_2 (|N(z_i)|) \prod_{i=1}^k \Delta^*_{0,n}(z_i^{m_i}) - O(1)
\]
\[
\geq \frac{|N(\pi^n - 1)|}{2^n} \log_p(|N(\pi^n - 1)|) - \frac{|N(\pi^n - 1)|}{2^n} \sum_{\ell=1}^k \log_p(|N(z_\ell)|) - 1 - O(1).
\]
To bound the summation in the last line, it suffices to bound

\[ A \triangleq \sum_{\ell=1}^{k} \log_{2}\left(\frac{|N(z_{\ell})|}{|N(z_{\ell})|}\right) \]

in terms of \(|N(\pi^{n} - 1)| \geq |N(w)|\), where \(w = \prod_{i} z_{i}\). The function \(\log_{2}(x)/x\) is decreasing for integers \(x \geq 3\). Thus we may assume that \(\{z_{\ell}\}\) consists of the \(k\) irreducible and pairwise relatively prime elements of \(R\) with smallest norms.

Let \(j\) be a positive integer and consider the irreducible elements with norms between \(2^{j}\) and \(2^{j-1}\). By Landau’s prime ideal theorem there are asymptotically \(\frac{2^{j}}{\ln(2)} = \frac{2^{j}}{j \ln(2)}\) such elements \([8]\). Each contributes at most \((j - 1)/2^{j-1}\) to \(A\), so the total contribution to \(A\) for each \(j\) is at most \(2/\ln(2)\). It also follows that the largest \(2^{j}\) we must consider is asymptotically \(\Theta(k \log(k))\). It follows that \(A \in O(\log(k))\).

Now consider \(|N(w)|\). The contribution to \(|N(w)|\) from the irreducible elements with norms between \(2^{m}\) and \(2^{m+1}\) is asymptotically at least

\[ (2^{m})^{2^{m}/(m \ln(2))} = 2^{2^{m}/\ln(2)}. \]

The largest \(m\) we need is at most \(\log(k \ln(k)) < 2 \log(k)\). Thus

\[ |N(w)| \in \Omega \left(\prod_{m=1}^{\log(k)} 2^{2^{m}/\ln(2)}\right) = \Omega(2^{\log(\log(k))/\ln(2)}) = \Omega(2^{2k/\ln(2)}). \]

Therefore \(A \in O(\log \log |N(w)|) \subseteq O(\log \log |N(\pi^{n} - 1)|) = O(\log(n))\). \hfill \Box

5 Conclusions

We have expanded our understanding of average behavior of generator-based security measures for sequences to the case of AFSRs based on rings of the form \(\mathbb{Z}[p^{1/d}]\). We have only fully analyzed the case when \(p = d = 2\). This analysis used specialized algebraic properties of this ring that do not hold in general. It is not clear what can be said for more general \(p\) and \(d\). Even more problematic is the general case of AFSRs. In the most general setting there may not even be an algebraic notion of \(\mathcal{F}\)-complexity that is closely tied to \(\mathcal{F}\)-span.

In the case \(p = d = 2\), we have seen that \(E_{n}^{\lambda}\) is asymptotically \(n\). This says that random long sequences are resistant to register synthesis attacks based on these AFSRs. It would be very interesting to find a ring \(R\) for which \(E_{n}^{\lambda}\) is asymptotically smaller than \(n\), so that random sequences do not resist attack.
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Abstract. The generation of pseudo-random sequences at a high rate is an important issue in modern communication schemes. The representation of a sequence can be scaled by decimation to obtain parallelism and more precisely a sub-sequences generator. Sub-sequences generators and therefore decimation have been extensively used in the past for linear feedback shift registers (LFSRs). However, the case of automata with a non linear feedback is still in suspend. In this paper, we have studied how to transform of a feedback with carry shift register (FCSR) into a sub-sequences generator. We examine two solutions for this transformation, one based on the decimation properties of $\ell$-sequences, i.e. FCSR sequences with maximal period, and the other one based on multiple steps implementation. We show that the solution based on the decimation properties leads to much more costly results than in the case of LFSRs. For the multiple steps implementation, we show how the propagation of carries affects the design.
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1 Introduction

The synthesis of shift registers consists in finding the smallest automaton able to generate a given sequence. This problem has many applications in cryptography, sequences and electronics. The synthesis of a single sequence with the smallest linear feedback shift register is achieved by the Berlekamp-Massey [1] algorithm. There exists also an equivalent of Berlekamp-Massey in the case of multiple sequences [2,3]. In the case of FCSRs, we can use algorithms based on lattice approximation [4] or on Euclid’s algorithm [5]. This paper addresses the following issue in the synthesis of shift registers: given an automaton generating a sequence $S$, how to find an automaton which generates in parallel the sub-sequences associated to $S$. Throughout this paper, we will refer to this problem as the sub-sequences generator problem. We aim to find the best solution to transform a 1-bit output pseudo-random generator into a multiple outputs generator. In particular, we investigate this problem when $S$ is generated by a feedback
with carry shit register (FCSR) with a maximal period, \(i.e.\) \(S\) is an \(\ell\)-sequence. This class of pseudo-random generators was introduced by Klapper and Goresky in [6]. FCSRs and LFSRs are very similar in terms of properties [7,8]. However, FCSRs have a non-linear feedback which is a significant property to thwart algebraic attacks [9] in cryptographic applications [10].

The design of sub-sequences generators has been investigated in the case of LFSRs [11,12] and two solutions have been proposed. The first solution [13,14] is based on the classical synthesis of shift registers, \(i.e.\) the Berlekamp-Massey algorithm, to define each sub-sequence. The second solution [11] is based on a multiple steps design of the LFSR. We have applied those two solutions to FCSRs. The contributions of the paper are as follows:

- We explore the decimation properties of \(\ell\)-sequences for the design of a sub-sequences generator by using an FCSR synthesis algorithm.
- We show how to implement a multiple steps FCSR in Fibonacci and Galois configuration.

The next section presents the motivation of this work and recalls the different representations of LFSRs and FCSRs. In Section 3 the existing results on LFSRs are described and we show multiple steps implementations of the Galois and the Fibonacci configuration. We describe in Section 4 our main results on the synthesis of sub-sequences generators in the case of \(\ell\)-sequences. Then, we give some conclusions in Section 5.

2 Motivation and Preliminaries

The decimation is the main tool to transform a 1-bit output generator into a sub-sequences generator. This allows us to increase the throughput of a pseudo-random sequence generator (PRSG). Let \(S = (s_0, s_1, s_2, \cdots)\) be an infinite binary sequence of period \(T\), thus \(s_j \in \{0, 1\}\) and \(s_{j+T} = s_j\) for all \(j \geq 0\). For a given integer \(d\), a \(d\)-decimation of \(S\) is the set of sub-sequences defined by:

\[
S^i_d = (s_i, s_{i+d}, s_{i+2d}, \cdots, s_{i+jd}, \cdots)
\]

where \(i \in [0, d-1]\) and \(j = 0, 1, 2, \cdots\). Hence, a sequence \(S\) is completely described by the sub-sequences:

\[
\begin{align*}
S^0_d &= (s_0, s_d, \cdots) \\
S^1_d &= (s_1, s_{1+d}, \cdots) \\
& \vdots \quad \vdots \\
S^{d-2}_d &= (s_{d-2}, s_{2d-2}, \cdots) \\
S^{d-1}_d &= (s_{d-1}, s_{2d-1}, \cdots).
\end{align*}
\]

A single automaton is often used to generate the pseudo-random sequence \(S\). In this case, it is difficult to achieve parallelism. The decomposition into sub-sequences overcomes this issue as shown by Lempel and Eastman in [11]. Each
sub-sequence is associated to an automaton. Then, the generation of the \( d \) sub-
sequences of \( S \) uses \( d \) automata which operate in parallel. Parallelism has two
benefits, it can increase the throughput or reduce the power consumption of the
automaton generating a sequence.

**Throughput** — The throughput \( T \) of a PRSG is defined by: \( T = n \times f \), with
\( n \) is the number of bits produced every cycle and \( f \) is the clock frequency of
the PRSG. Usually, we have \( n = 1 \), which is often the case with LFSRs. The
decimation achieves a very interesting tradeoff for the throughput: \( T_d = d \times \gamma f \)
with \( 0 < \gamma \leq 1 \) the degradation factor of the original automaton frequency. The
decimation provides an improvement of the throughput if and only if \( \gamma d > 1 \).
It is then highly critical to find good automata for the generation of the sub-
sequences. In an ideal case, we would have \( \gamma = 1 \) and then a \( d \)-decimation would
imply a multiplication of the throughput by \( d \).

**Power consumption** — The power consumption of a CMOS device can be es-
timated by the following equation: \( P = C \times V_{dd}^2 \times f \), with \( C \) the capacity of
the device and \( V_{dd} \) the supply voltage. The sequence decimation can be used to
reduce the frequency of the device by interleaving the sub-sequences. The
sub-sequences generator will be clocked at frequency \( \frac{f}{d} \) and the outputs will
be combined with a \( d \)-input multiplexer clocked at frequency \( \gamma f \). The original
power consumption can then be reduced by the factor \( \frac{\gamma}{d} \), where \( \gamma \) must be close
to 1 to guarantee that the final representation of \( S \) is generated at frequency \( f \).

The study of the \( \gamma \) parameter is out of the scope of this paper since it is
highly related to the physical characteristics of the technology used for the im-
plementation. In the following, we consider \( m \)-sequences and \( \ell \)-sequences which
are produced respectively by LFSRs and FCSRs.

Throughout the paper, we detail different representations of several automata.
We denote by \( x_i \) a memory cell and by \( (x_i)_t \) the content of the cell \( x_i \) at time \( t \).
The internal state of an automaton at time \( t \) is denoted by \( X_t \).

### 2.1 LFSRs

An LFSR is an automaton which generates linear recursive sequences. A de-
tailed description of this topic can be found in the monographs of Golomb and
McEliece [15,16]. Let \( s(x) = \sum_{i=0}^{\infty} s_i x^i \) define the power series of the sequence
\( S = (s_0, s_1, s_2, \ldots) \) produced by an LFSR. Then, there exists two polynomials,
such that
\[
s(x) = \frac{p(x)}{q(x)}
\]
where \( q(x) \) is the connection polynomial defined by the feedback positions of
the automaton. Let \( m \) be the degree of \( q(x) \), then the reciprocal polynomial
\( Q(x) = x^m q(1/x) \) is named the characteristic polynomial. An output sequence
of an LFSR is called an \( m \)-sequence if it has the maximal period of \( 2^m - 1 \).
This is the case if and only if \( q(x) \) is a primitive polynomial. There exists two
different representations of an LFSR, the so-called Galois and Fibonacci setup,
as we show in Figure 1. Both setups use the addition modulo 2. The Fibonacci setup is characterized by a multiple inputs and single output feedback function, while the Galois setup has multiple feedback functions with a common input. In both setups, we denote by \( x_0 \) the cell corresponding to the output of the LFSR. The same sequence can be produced by an LFSR in Fibonacci or Galois setup with the same characteristic polynomial but with different initializations. The linear complexity of a sequence \( S \) is defined as the size of the smallest LFSR which is able to produce this sequence [17].

### 2.2 FCSRs

FCSRs were introduced by Klapper and Goresky in [6]. Instead of addition modulo 2, FCSRs use additions with carry, which means that they need additional memory to store the carry. Their non–linear update function makes them particularly interesting for areas where linearity is an issue, like for instance stream ciphers. The output of a binary FCSR corresponds to the 2–adic expansion of the rational number:

\[
\frac{h}{q} \leq 0.
\]

As for the LFSRs, there exists a Fibonacci and a Galois setup [7]. Their different structures can be seen in Figure 2 where \( \sum \) represents the hamming weight of the incoming bits, + an integer addition, \( c \) the additional memory for the carry, and \( \oplus \) an addition with carry of two bits where the carry is stored in \( \Box \).
value \( q \) determines the feedback positions of the automata, depending on the setup used. In this article, we consider \( \ell \)-\textit{sequences}, \textit{i.e.} sequences with maximal period \( \varphi(q) \), where \( \varphi \) denotes Euler’s phi function. This is equivalent to the case that \( q \) is a prime power and 2 has multiplicative order \( \varphi(q) \) modulo \( q \). For simplicity reasons, we restrict ourselves also to the case where the generated sequence is strictly periodic. This property is equivalent to \(-q \leq h \leq 0\), which is always the case for Galois FCSRs but not necessarily for Fibonacci FCSRs. The 2–adic complexity \([5]\) of a sequence is defined as the size of the smallest FCSR which produces this sequence. In the periodic case, this is equivalent to the bit length of \( q \).

3 Sub-sequences Generators and \( m \)-Sequences

The decimation of LFSR sequences has been used in cryptography in the design of new stream ciphers \([18]\). There exists two approaches to use decimation theory to define the automata associated to the sub-sequences.

\textit{Construction using LFSR synthesis.} This first solution associates an LFSR to each sub-sequence. It is based on well-known results on the decimation of LFSR sequences. It can be applied to both Fibonacci and Galois representation without any distinction.

\textbf{Theorem 1 (\([19,13]\)).} Let \( S \) be a sequence produced by an LFSR whose characteristic polynomial \( Q(x) \) is irreducible in \( \mathbb{F}_2 \) of degree \( m \). Let \( \alpha \) be a root of \( Q(x) \) and let \( T \) be the period of \( Q(x) \). Let \( S^i_d \) be a sub-sequence resulting from the \( d \)-decimation of \( S \). Then, \( S^i_d \) can be generated by an LFSR with the following properties:

- The minimum polynomial of \( \alpha^d \) in \( \mathbb{F}_{2^m} \) is the characteristic polynomial \( Q^*(x) \) of the resulting LFSR.
- The period \( T^* \) of \( Q^*(x) \) is equal to \( \frac{T}{\gcd(d,T)} \).
- The degree \( m^* \) of \( Q^*(x) \) is equal to the multiplicative order of \( Q(x) \) in \( \mathbb{Z}_{T^*} \).

In practice, the characteristic polynomial \( Q^*(x) \) can be determined using the Berlekamp-Massey algorithm \([1]\). The sub-sequences are generated using \( d \) LFSRs defined by the characteristic polynomial \( Q^*(x) \) but initialized with different values. In the case of LFSRs, the degree \( m^* \) must always be smaller or equal to \( m \).

\textit{Construction using a multiple steps LFSR.} This method was first proposed by Lempel and Eastman \([11]\). It consists in clocking the LFSR \( d \) times in one clock cycle by changing the connections between the memory cells and by some duplications of the feedback function. We obtain a network of linearly interconnected shift registers. This method differs for Galois and Fibonacci setup. The transformation of an \( m \)-bit Fibonacci LFSR into an automaton which generates \( d \) bits per cycle is achieved using the following equations:
where \( \text{next}^d(x_i) \) is the cell connected to the output of \( x_i \) and \( f \) is the feedback function. The Equation 1 corresponds to the transformation of the connections between the memory cells. All the cells \( x_i \) of the original LFSR, such that \( i \mod d = k \), are gathered to form a sub-shift register, where \( 0 \leq k \leq d - 1 \). This is the basic operation to transform a LFSR into a sub-sequences generator with a multiple steps solution. The content of the last cell of the \( k \)-th sub-shift registers corresponds to the \( k \)-th sub-sequence \( S^k_d \). The Equation 2 corresponds to the transformation of the feedback function. It must be noticed that the synthesis requires to have only relations between the state of the register at time \( t + d \) and \( t \). The Figure 3 shows an example of such a synthesis for a Fibonacci setup defined by the connection polynomial \( q(x) = x^8 + x^5 + x^4 + x^3 + 1 \) with the decimation factor \( d = 3 \). The transformation of a Galois setup is described by the Equations 1 and 3:

\[
\begin{align*}
\text{next}^d(x_i) &= x_{i - d} \mod m \\
(x_i)_{t + d} &= \begin{cases} 
  f(X_{t+i-m+d}) & \text{if } m - d \leq i < m \\
  (x_{i+d})_t & \text{if } i < m - d 
\end{cases}
\end{align*}
\] (1)

\[
(x_i)_{t+d} = \begin{cases} 
  (x_0)_{t+d-m+i} \oplus \bigoplus_{k=0}^{m-2-i} a_{i+k} (x_0)_{t+d-k-1} & \text{if } m - d \leq i < m \\
  (x_{i+d})_t \oplus \bigoplus_{k=0}^{d-1} a_{i+d-1-k} (x_0)_{t+k} & \text{if } i < m - d 
\end{cases}
\] (2)

with \( q(x) = 1 + a_0 x + a_1 x^2 + \cdots + a_{m-2} x^{m-1} + x^m \). The Equation 3 does not provide a direct relation between the state of the register at time \( t + d \) and \( t \). However, this equation can be easily derived to obtain more practical formulas as shown in Figure 4.

Fig. 3. Multiple steps generator for a Fibonacci LFSR
Table 1. Comparison of the two methods for the synthesis of a sub-sequences generator

<table>
<thead>
<tr>
<th>Method</th>
<th>Memory cells</th>
<th>Logic Gates</th>
</tr>
</thead>
<tbody>
<tr>
<td>LFSR synthesis</td>
<td>$d \times m$</td>
<td>$d \times wt(Q^*)$</td>
</tr>
<tr>
<td>Multiple steps LFSRs [11]</td>
<td>$m$</td>
<td>$d \times wt(Q)$</td>
</tr>
</tbody>
</table>

comparison. We have summarized in the Table \[1\] the two methods used to synthesize the sub-sequences generator. By \(wt(Q(x))\), we mean the Hamming weight of \(Q\), i.e. the number of non-zero monomials. The method based on LFSR synthesis proves that there exists a solution for the synthesis of the sub-sequences generator. With this solution, both memory cost and gate number depends on the decimation factor \(d\). The method proposed by Lempel and Eastman \[11\] uses a constant number of memory cells for the synthesis of the sub-sequences generator.

The sub-sequences generators defined with the Berlekamp-Massey algorithm are not suitable to reduce the power consumption of an LFSR. Indeed, \(d\) LFSRs will be clocked to produce the sub-sequences, however the power consumption of such a sub-sequence generator is given by:

\[
P = d \times \left( C_d \times V_{dd}^2 \times \frac{\gamma f}{d} \right)
\]

\[
= \lambda C \times V_{dd}^2 \times \gamma f
\]

with \(C_d = \lambda C\) and \(C\) the capacity of the original LFSR. We can achieve a better result with a multiple steps LFSR:

\[
P = \lambda' C \times V_{dd}^2 \times \frac{\gamma f}{d}
\]

with \(C_d = \lambda' C\).

Fig. 4. Multiple steps generator for a Galois LFSR
4 Sub-sequences Generators and ℓ-Sequences

This section presents the main contribution of the paper. We apply the two methods used in the previous section on the case of ℓ-sequences.

Construction using FCSR synthesis. There exists algorithms based on Euclid’s algorithm \[5\] or on lattice approximation \[4\], which can determine the smallest FCSR to produce \(S_d\). These algorithms use the first \(k\) bits of \(S_d\) to find \(h^*\) and \(q^*\) such that \(h^*/q^*\) is the 2-adic representation of the sub-sequence, \(-q^* < h^* \leq 0\) and \(\gcd(q^*, h^*) = 1\). Subsequently, we can find the feedback positions and the initial state of the FCSR in Galois or Fibonacci architecture. The value \(k\) is in the range of twice the linear 2-adic complexity of the sequence. For our new sequence \(S_d^i\), let \(h^*\) and \(q^*\) define the values found by one of the algorithms mentioned above. By \(T^*\) and \(T\), we mean the periods of respectively \(S_d^i\) and \(S\).

For the period of the decimated sequences, we can make the following statement, which is true for all periodic sequences.

**Lemma 1.** Let \(S = (s_0, s_1, s_2, \ldots)\) be a periodic sequence with period \(T\). For a given \(d > 1\) and \(0 \leq i \leq d - 1\), let \(S_d^i\) be the decimated sequence with period \(T^*\). Then, it must hold:

\[
T^* \bigg| \frac{T}{\gcd(T,d)} .
\]

If \(\gcd(T, d) = 1\) then \(T^* = T\).

**Proof.** The first property is given by:

\[
s_d[j+T/\gcd(T,d)]+i = s_dj+i+T[d/\gcd(T,d)] = s_dj+i .
\]

For the case \(\gcd(T, d) = 1\), there exists \(x, y \in \mathbb{Z}\) such that \(xT + yd = 1\) due to Bezout’s lemma. Since \(S\) is periodic, we define for any \(j < 0\) and \(k \geq 0\), \(s_j = s_k\) such that \(j \pmod T = k\). Thus, we can write for any \(j\):

\[
s_j = s_i+(j-i)xT+(j-i)yd = s_i+(j-i)yd ,
\]

\[
s_j+T^* = s_i+(j-i)T^*xT+(j-i)yd+T^*yd = s_i+(j-i)yd+T^*yd .
\]

However, since \(T^*\) is the period of \(S_d^i\) we get:

\[
s_j+T^* = s_j+(j-i)yd = s_j .
\]

Therefore, it must hold that \(T | T^*\) which together with (4) proves that \(T^* = T\) if \(\gcd(T, d) = 1\).

In the case of \(\gcd(T, d) > 1\), the real value of \(T^*\) might depend on \(i\), e.g. for \(S\) being the 2-adic representation of \(-1/19\) and \(d = 3\) we have \(T/\gcd(T,d) = 6\), however, for \(S_2^1\) the period \(T^* = 2\) and for \(S_3^1\) the period \(T^* = 6\).

A critical point in this approach is that the size of the new FCSR can be exponentially bigger than the original one. In general, we only know that for the new \(q^*\) it must hold that \(q^*|2^{T^*} - 1\). From the previous paragraph we know that \(T^*\) can be as big as \(T/\gcd(T,d)\). In the case of an allowable decimation \[20\], i.e. a decimation where \(d\) and \(T\) are coprime, we have more informations:
Corollary 1 ([21]). Let $S$ be the 2-adic representation of $h/q$, where $q = p^e$ is a prime power with $p$ prime, $e \geq 1$ and $-q \leq h \leq 0$. Let $d > 0$ be relatively prime to $T = p^e - p^{e-1}$, the period of $S$. Let $S_d^i$ be a $d$-decimation of $S$ with $0 \leq i < d$ and let $h^*/q^*$ be its 2-adic representation such that $-q^* \leq h^* \leq 0$ and $\gcd(q^*, h^*) = 1$. Then $q^*$ divides $2^{T/2} + 1$.

If the following conjecture is true, we have more information on the new value $q^*$.

**Conjecture 1 ([21]).** Let $S$ be an $\ell$-sequence with connection number $q = p^e$ and period $T$. Suppose $p$ is prime and $q \not\in \{5, 9, 11, 13\}$. Let $d_1$ and $d_2$ be relatively prime to $T$ and incongruent modulo $T$. Then for any $i$ and $j$, $S_{d_1}^i$ and $S_{d_2}^j$ are cyclically distinct, i.e. there exists no $\tau \geq 0$ such that $S_{d_1}^i$ is equivalent to $S_{d_2}^j$ shifted by $\tau$ positions to the left.

This conjecture has already been proved for many cases [20,22] but not yet for all. If it holds, this implies that for any $d > 1$, $S_d^i$ is cyclically distinct from our original $\ell$-sequence. We chose $q$ such that the period was maximal, thus, any other sequence with the same period which is cyclically distinct must have a value $q^* > q$. This means that the complexity of the FCSR producing the subsequence $S_d^i$ will be larger than the original FCSR, if $d$ and $T$ are relative prime.

**Remark 1.** Let us consider the special case where $q$ is prime and the period $T = q - 1 = 2p$ is twice a prime number $p > 2$, as recommended for the stream cipher proposed in [23]. The only possibilities in this case for $\gcd(d, T) > 1$ is $d = 2$ or $d = T/2$.

For $d = T/2$, we will have $T/2$ FCSRs where each of them outputs either 0101... or 1010..., since for an $\ell$-sequence the the second half of the period is the inverse of the first half [21]. Thus, the size of the sub-sequences generator will be in the magnitude of $T$ which is exponentially bigger than the 2-adic complexity of $S$ which is $\log_2(q)$.

In the case of $d = 2$, we get two new sequences with period $T^* = p$. As for any FCSR, it must hold that $T^*|\text{ord}_{q^*}(2)$, where $\text{ord}_{q^*}(2)$ is the multiplicative order of 2 modulo $q^*$. Let $\varphi(n)$ denote Euler’s function, i.e. the number of integers smaller than $n$ which are relative prime to $n$. It is well known, e.g. [16], that $\text{ord}_{q^*}(2)|\varphi(q^*)$ and if $q^*$ has the prime factorization $p_1^{e_1}p_2^{e_2}...p_r^{e_r}$ then $\varphi(q^*) = \prod_{i=1}^{r}(p_i - 1)$. From this follows that $p \neq \varphi(q^*)$, because otherwise $(p + 1)$ must be a prime number, which is not possible since $p > 2$ is a prime. We also know that $T^* = p|\varphi(q^*)$, thus $2 \times p = q - 1 \leq \varphi(q^*)$. This implies that $q^* > q$, since from $T^* = T/2$ follows that $q \neq q^*$.

Together with Conjecture [11] we obtain that for such an FCSR any decimation would have a larger complexity than the original one. This is also interesting from the perspective of stream ciphers, since any decimated subsequence of such an FCSR has larger 2-adic complexity than the original one, except for the trivial case with $d = T/2$. 


Construction using a multiple steps FCSR. A multiple steps FCSR is a network of interconnected shift registers with a carry path: the computation of the feedback at time $t$ depends directly on the carry generated at time $t - 1$. The transformation of an $m$-bit FCSR into a $d$ sub-sequences generator uses first Equation 1 to modify the mapping of the shift register. For the Fibonacci setup, the transformation uses the following equations:

$$(x_i)_{t+d} = \begin{cases} g(X_{t+d-m+i}, c_{t+d-m+i}) \mod 2 & \text{if } m - d \leq i < m \\ (x_{i+d})_t & \text{if } i < m - d \end{cases} \quad (5)$$

$$c_{t+d} = g(X_{t+d-1}, c_{t+d-1})/2 \quad (6)$$

with $g(X_t, c_t) = h(X_t) + c_t$ the feedback function of an FCSR in Fibonacci setup and

$$h(X_t) = \sum_{i=0}^{m-1} a_i (x_i)_t . \quad (7)$$

Due to the nature of the function $g$, we can split the automaton into two parts. The first part handles the computation related to the shift register $X_t$ and the other part is the carry path as shown in Figure 5 for $q = 347$.

![Fig. 5. Multiple steps generator for a Fibonacci FCSR.](image-url)
The case of Galois FCSRs is more difficult because the circuit can not be split into two parts: each bit of the carry register must be handled separately. The modification of the basic operator of a Galois FCSR, i.e. addition with carry, is the key transformation to obtain a sub-sequences generator. Let us consider a Galois FCSR with \( q = 19 \). This automaton has a single addition with carry as shown in Figure 6(a). The sub-sequences generator for \( d = 2 \) associated to this FCSR is defined by:

\[
\begin{align*}
t + 1 & \quad \left\{ \begin{array}{l}
(x_0)_{t+1} = (x_0)_t \oplus (x_1)_t \oplus (c_0)_t \\
(c_0)_{t+1} = [(x_0)_t \oplus (x_1)_t] [(x_0)_t \oplus (c_0)_t] \oplus (x_0)_t 
\end{array} \right. \\
t + 2 & \quad \left\{ \begin{array}{l}
(x_0)_{t+2} = (x_0)_{t+1} \oplus (x_2)_t \oplus (c_0)_{t+1} \\
(c_0)_{t+2} = [(x_0)_{t+1} \oplus (x_2)_t] [(x_0)_{t+1} \oplus (c_0)_{t+1}] \oplus (x_0)_{t+1}
\end{array} \right.
\]

(8) (9)

with \( c_0 \) the carry bit of the FCSR. The previous equations correspond to the description of the addition with carry at the bit-level (and represented by \( \oplus \) in the figures). This operator is also known as a full adder. The Equations corresponding to time \( t + 2 \) depend on the carry, \( (c_0)_{t+1} \), generated at time \( t + 1 \). This dependency between full adders is a characteristic of a well-known arithmetic circuit: the \( n \)-bit ripple carry adder (Figure 6(b)).

Thus, all the full adders in a \( d \) sub-sequences generator are replaced by \( d \)-bit ripple carry adders as shown in Figure 7.

We can derive a more general representation of a multiple steps Galois FCSR from the previous formula:
The Equation 11 shows the dependencies between the carries which corresponds to the propagation of the carry in a ripple carry adder. The Equation 10 corresponds to the path of the content of a memory cell \((x_i)_t\) through the different levels of the ripple carry adders.

Comparison

The construction using FCSR synthesis is more complicated than in the case of LFSRs. The size of the minimal generator producing \(S_i\) can depend on \(i\), and we can only give upper bounds for \(q^*\) namely that \(q^* 2^T - 1\) in the general case and that \(q^* 2^{T/2} + 1\) if \(\gcd(d,T) = 1\). Based on Conjecture 1, we saw that \(q^* > q\) if \(\gcd(T,d) = 1\). Moreover, in the case \(p = 2p + 1\) with \(p\) and \(q\) prime, the resulting sub-sequences generator is always larger than the original one.

Apart from the carry path and the cost of the addition with carry, the complexity of a multiple steps implementation of a FCSR is very similar to the multiple steps implementation of an LFSR. There is no overhead in memory and the number of logic gates for a Galois FCSR is \(5d \times \text{wt}(q)\) where \(\text{wt}(q)\) is the number of ones in the binary representation of \(q\) and the number 5 corresponds to the five gates required for a full-adder (four Xors and one And cf. Equation 8).

In the case of Fibonacci setup, the number of logic gates is given by:

\[
\text{d} \times (5 \times (\text{wt}(q) - \lceil \log_2(\text{wt}(q) + 1) \rceil) + \\
\quad + 2 \times (\lceil \log_2(\text{wt}(q) + 1) \rceil - \text{wt}(\text{wt}(q))) + 5 \times \text{size}(c))
\]

with \((5 \times (\text{wt}(q) - \lceil \log_2(\text{wt}(q) + 1) \rceil) + 2 \times (\lceil \log_2(\text{wt}(q) + 1) \rceil - \text{wt}(\text{wt}(q)))\) the cost of the implementation of a parallel bit counter [24], i.e. the \(h\) function (cf.
Equation 7 and $5 \times \text{size}(c)$ is the cost of a ripple carry adder which adds the content of $\text{size}(c)$ bits of the carry with the output of $h$.

5 Conclusion

We have presented in this paper how to transform an FCSR into a sub-sequences generator to increase its throughput or to reduce its power consumption. Our results emphasize the similarity between LFSRs and FCSRs in terms of implementation properties. In both cases, the solution based on the classical synthesis algorithm fails to provide a minimal solution. Even worse, in the case of FCSRs the memory needed is in practice exponentially bigger than for the original FCSR. Thus, we need to use multiple steps implementations as for LFSRs. The propagation of carries is the main problem in multiple steps implementations of FCSRs: if we consider $d$ sub-sequences, we obtain $d$-bit ripple carry adders with carry instead of additions with carry in a Galois setup. In the case of a Fibonacci setup, the situation is different since we can split the feedback function into two parts. This new representation can significantly improve the hardware implementation of FCSRs but it may also be possible to improve software implementations.
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Abstract. We develop a scheme for providing strong cryptographic authentication on a stream of messages which consumes very little bandwidth (as little as one bit per message) and is robust in the presence of dropped messages. Such a scheme should be useful for extremely low-power, low-bandwidth wireless sensor networks and “smart dust” applications. The tradeoffs among security, memory, bandwidth, and tolerance for missing messages give rise to several new optimization problems. We report on experimental results and derive bounds on the performance of the scheme.

1 Introduction and Previous Work

We consider the following scenario: we wish to send a stream of many short messages \(m_1, m_2, m_3, \cdots\) on a channel with very limited bandwidth, and we need to provide strong cryptographic authentication for this data. Because bandwidth is so limited, we assume that we must use almost all transmitted bits for delivering payload data: say we can append no more than \(r\) bits of authentication to each message, where \(r\) is too small to provide adequate security. Such a situation might arise for power-scavenging or energy harvesting systems, since communication is generally energy-intensive relative to computation.

Suppose we have decided that \(qr\) authentication bits are needed for security; a simple solution would be to send \(q\) consecutive messages \(m_1, m_2, \cdots m_q\), followed by a message authentication tag \(t\) of length \(qr\) for the concatenated message \((m_1|m_2|\cdots m_q)\) (repeating this process for the next block of \(q\) messages and so on). This achieves the desired data rate, but it is unsatisfactory for several reasons. In an extremely low-power environment (such as a wireless network of very small sensors), we expect that many messages will be dropped or corrupted, making it impossible for the receiver to verify the correctness of \(t\). Also, we are transmitting no data at all during the relatively long time needed to transmit the tag. We seek a more robust solution which will tolerate some missing messages.

* Sandia is a multiprogram laboratory operated by Sandia Corporation, a Lockheed Martin Company, for the United States Department of Energy’s National Nuclear Security Administration under contract DE-AC04-94AL85000.
Distance-Avoiding Sequences

Perrig et al. [1, 2, 3] have considered the problem of efficient authentication for lossy data streams, but our work considers a somewhat different set of issues. Protocols such as \( \mu \)TESLA [2] have low overhead compared to earlier authentication methods for such streams, but “low overhead” in their context means tens of bytes; our work considers a scenario in which we may add only a few bits to each message. In order to attain such extreme bandwidth efficiency, it is necessary to constrain the problem somewhat. The \( \mu \)TESLA protocol specifically addresses the problem of broadcast in sensor networks, but our work is only applicable to point-to-point communication, because we assume that the sender and receiver share a symmetric key.

2 Subset Authentication

Our basic approach is to append a short authentication tag \( a_i \) to each message \( m_i \); each \( a_i \) is an \( r \)-bit authentication tag for some appropriately-chosen subset \( S_i \) of the previous messages. Let \( A_K \) be a message authentication code (MAC) with key \( K \) that produces an \( r \)-bit output. Thus if \( S_i = \{ j_{i1} < j_{i2} < \cdots < j_{ik} \} \) we have\(^1\)

\[
a_i = A_K(i|m_{j_{i1}}|\cdots|m_{j_{ik}})
\]

and we transmit \( m_1, a_1, m_2, a_2, \ldots \). If each message is contained in \( q \) sets, then each message is used in the computation of \( q \) different tags, and we will eventually accumulate the required \( qr \) bits of authentication for each message. If \( A_K \) is a pseudorandom function, an adversary cannot cause an invalid \( m_i \) to be accepted without guessing \( qr \) random bits. In practice, \( A_K \) could be implemented by truncating the output of a full-length authentication code such as HMAC with SHA-1 [4]. The design of an equally secure but less computationally intensive MAC which inherently produces a short output would pose an interesting and challenging problem.

It is essential to include the sequence number \( i \) in the computation of \( a_i \), so that an attacker cannot replay the same data with different authentication bits and attack each \( r \) bit tag separately. We are here making a non-standard security assumption; an attacker only has access to a stateful verification oracle. Once this oracle has answered one query for a message with sequence number \( i \), it will not answer queries (or will always answer “no”) for any message with sequence number \( \leq i \). This is a plausible assumption in many cases, especially for data with a short lifetime, which is likely to be the case in our intended applications. Some non-standard assumption of this type is necessary to achieve our very strong efficiency requirements.

Given that bandwidth is very constrained, we would seek to avoid explicitly transmitting the entire sequence number with each message. In particular, if

\(^1\) It is convenient to ignore the distinction between a message and its index, writing \( j \in S_i \) instead of \( m_j \in S_i \).
messages are guaranteed to be received in order (i.e. if there is a direct radio link from sender to receiver), and if we assume that no more than $2^k$ consecutive messages will ever be lost, then it is only necessary to transmit the $k$ low-order bits of $i$.

Of course it is not enough to simply require that each message appears $q$ times. We are assuming a very low-power network with no acknowledgement or retransmission protocol, no error-correction mechanism, and occasional loss of connectivity. Thus we must expect that some messages will be lost, and if $m_j$ is lost, all tags $a_i$ such that $j \in S_i$ will be useless. Therefore every message must be contained in more than $q$ sets, to provide robustness against the expected missing messages. The question then becomes, what conditions must we impose on the sets $S_i$, and what is the optimal way to achieve those conditions?

We first consider the following requirement (more general requirements are considered in Sect. 4): if any one message is lost, this must not prevent full authentication of any other message. This means that for any pair of messages $m_i, m_j$, we must have at least $q$ sets which contain $m_i$ but not $m_j$. Thus if $m_j$ is lost, we still have enough good tags to authenticate $m_i$ with the desired degree of security.

This “set-cover” approach requires the sender to remember many old messages. If a node can remember at most $v$ old messages, then we must have $S_i \subset [i-v, i]$ for all $i$. Memory is presumably quite limited since we are dealing with very low-power nodes. Note that $v$ is also the maximum delay before a message finally achieves full authentication, which is another reason to limit $v$.

Thus we have the following problem: Given memory bound $v$, find sets $S_i$ that maximize $q$ where

- For each $i \in \mathbb{N}$, $S_i \subset [i-v, i]$.
- For each $i \neq j$ there are at least $q$ sets $S$ with $i \in S, j \notin S$.

Given a collection of sets $S$, define the strength of the collection as

**Definition 1**

$$\mu(S) = \min_{i,j} \# \{t | i \in S_t, j \notin S_t \}$$

(Here $\# A$ denotes the size of a set $A$). We have defined $S$ as an infinite collection; such a collection would of course be specified either by rotating through a finite collection of given sets, or more generally by specifying a way to generate $S_i$ as a function of $i$. To get the process started, we can implicitly have dummy messages $m_{-v}, \ldots, m_{-1}, m_0 = 0$.

### 3 Sliding-Window Construction

We first consider the special case in which each set $S_i$ is defined by a “sliding window”; we select a set of distances $\delta = \{\delta_1 < \cdots \delta_k \leq v\}$ and let each $S_i = \{i - \delta_1, \cdots i - \delta_k\}$. Without loss of generality we can assume $\delta_1 = 0$ and $\delta_k = v$. 
It will be convenient to identify the vector of distances \( d \) with a binary sequence \( b \) of length \( v \) which is zero except on \( \delta \). Then

\[
S_i = \{i - d : b_d = 1\}.
\]

We may also treat \( b \) as an infinite sequence with \( b_j = 0 \) for \( j \) outside of the interval \([0, v - 1]\). We say that difference \( d \) is “realized (at \( j \))” if \( b_j = 1, b_{j+d} = 0 \) and call the ordered pair \((j, j + d)\) a “realization of \( d \).” We define

**Definition 2**

\[
\mu_b(d) = \# \{i | b_i = 1, b_{i+d} = 0\},
\]

so \( \mu_b(d) \) is the number of times \( d \) is realized in \( b \) (we may drop the subscript \( b \) when the context is clear). We then define the strength of the vector \( b \) as

\[
\mu(b) = \min_d \mu_b(d),
\]

consistent with the definition given above for \( \mu(S) \). Then \( b \) is a \( t \)-distance avoiding sequence if \( \mu(b) \geq t \).

We can assume with no loss of generality that \( b_0 = b_{v-1} = 1 \). Changing \( b_0 \) from zero to one does not destroy any realizations of any \( d \); changing \( b_{v-1} \) from zero to one creates one new realization of \( d \) for every \( d \), while destroying one realization of each \( d \) with \( b_{v-d-1} = 1 \). Thus \( \mu(b) \) might increase and cannot decrease.

Note that we do not need to consider differences with absolute value greater than \( v \); for such differences we clearly have \( \mu_d = \sum_i b_i \), which is a trivial upper bound on all \( \mu_d \). In fact we can limit our attention to positive differences:

**Lemma 1.** For all \( d \), \( \mu_d = \mu_{-d} \).

**Proof.** \( \mu_d - \mu_{-d} = \sum_i (b_i - b_{i+d}) = 0 \)

We can bound the maximum strength of a sequence for a given memory size \( v \) as follows:

**Theorem 1.** For all \( b \) of length \( v \),

\[
\mu(b) \leq \frac{v + 2}{3}.
\]

**Proof.** We in fact prove the stronger result that

\[
\min(\mu_1, \mu_2) \leq \frac{v + 2}{3}.
\]

Let \( R_s^\ell \) be the number of runs of \( s \in \{0, 1\} \) of length \( \ell \). With no loss of generality we may assume that \( \ell \leq 2 \); in a long run of ones or zeros, the third value can be changed without decreasing \( \mu_1 \) or \( \mu_2 \). Then we have

\[
v = R_1^0 + R_1^1 + 2R_2^0 + 2R_2^1.
\]
Runs of zeros and ones alternate, and we can assume with no loss of generality that the sequence starts and ends with 1, so we also have

\[ R_1^1 + R_2^1 = 1 + R_1^0 + R_2^0, \]  

(7)

and combining these we obtain

\[ v = 2(R_1^1 + R_2^1) + R_2^0 + R_2^1 - 1. \]  

(8)

Now \( \mu_1 = R_1^1 + R_2^1 \) since this is the number of runs of ones. Furthermore, the distance 2 will fail to be realized at \( b_i = 1 \) if and only if this is immediately followed by a zero-run of length one; thus from (7) we have

\[ \mu_2 = R_1^1 + 2R_2^1 - R_1^0 = 1 + R_2^0 + R_2^1, \]  

(9)

therefore

\[ v = 2\mu_1 + \mu_2 - 2 \]  

(10)

and the theorem follows.

\[ \square \]

In fact, the same bound applies to any collection of sets, without the sliding-window assumption:

**Theorem 2.** For any collection of sets \( S \) with memory bound \( v \),

\[ \mu(S) \leq \frac{v + 2}{3}. \]  

(11)

**Proof.** Let \( b^i \) be the binary sequence corresponding to the set \( S_i \), i.e. \( b^i_t = 1 \) if and only if \( i - t \in S_i \). Consider \( v \) consecutive sets \( S_i, \ldots, S_{i+v-1} \). These are the only sets which can contain \( i \); thus for any distance \( d \), at least \( \mu(S) \) of these sets contain \( i \) but not \( i + d \). Thus the sequences \( b^i \ldots b^{i+v-1} \) together contain at least \( \mu(S) \) realizations of \( d \), where in sequence \( b^{i+t} \) we only count a realization at bit position \( t \).

Similarly, the sequences \( b^{i+1} \ldots b^{i+v} \) contain at least \( \mu(S) \) different realizations of \( d \) and so, for any \( L \), the \( v + L - 1 \) sequences \( b^i \ldots b^{i+v+L-2} \) contain \( qL \) different realizations of \( d \). Thus as \( L \) approaches infinity, the average value of \( \mu_{b^i}(d) \) for \( i \leq j \leq i + v + L - 2 \) approaches (at least) \( \mu(S) \). In particular this holds for \( d = 1, 2 \). Now from the proof of Theorem 1 we know that

\[ 2\mu_{b^j}(1) + \mu_{b^j}(2) \leq v + 2 \]

for each sequence \( b^j \), thus the same must be true of the averages, i.e.

\[ 3\mu(S) \leq v + 2. \]  

(12)

\[ \square \]

It is not known whether the strength of an arbitrary collection of sets can exceed the maximum strength achievable by a sliding window. The proof of Theorem 2 shows that if this is the case, we must have a collection of sliding windows in which the average value of each \( \mu_d \) exceeds the maximum strength of any single sliding window.

We also have the following relationship among different distances:
Theorem 3. For all \(d, d'\)
\[
\mu_d + \mu_{d'} \geq \mu_{d+d'}.
\] (12)

In particular,
\[
2\mu_d \geq \mu_{2d}.
\]

Proof. If \(d \neq d'\) define a mapping from realizations of \(d + d'\) to realizations of \(d\) and \(d'\) as follows: for each \(b_i > b_{i+d+d'}\), map \((i, i + d + d')\) to \((i, i + d)\) if \(b_{i+d} = 0\), else map to \((i + d, i + d + d')\). Clearly this map is injective.

If \(d = d'\) then similarly every realization of \(2d\) can be mapped to exactly one realization of \(d\), and no more than two realizations of \(2d\) can map to the same point.

3.1 Lower Bounds for the Sliding Window Construction

To obtain lower bounds, we recall the following well-known [5] concept:

Definition 3. A \((v, k, \lambda)\)-cyclic difference set is a subset \(D \subset \mathbb{Z}_v\) such that \(\#D = k\) and, for each \(d \in \mathbb{Z}_v\setminus\{0\}\), there are exactly \(\lambda\) pairs \(a, b \in D\) with \(a - b = d\).

If such a set exists we must have \(\lambda(v - 1) = k(k - 1)\). In particular, if \(k = \frac{v-1}{2}\), then for each \(d \neq 0\) there are exactly \(\frac{k-1}{2}\) pairs \(x, y \in D\) with \(x - y = d \mod v\); thus there are exactly \(\frac{k+1}{2}\) pairs \(x \in D, y \notin D\) with \(x - y = d \mod v\). So if \(b\) is a binary sequence of length \(v\) with \(b_i = 1\) precisely when \(i \in D\), we have
\[
\mu(b) \geq \frac{k+1}{2} = \frac{v+1}{4}.
\] (13)

We can have strict inequality in (13), because we may have \(y = x - d < 0\) when the indices are not taken modulo \(v\), giving a realization of \(d\) even though \(y \in D\).

A translate of \(D\) is a set \(D + t = \{a + t | a \in D\}\). Clearly any translate of a difference set is another difference set with the same parameters, but different translates can give different values of \(\mu(b)\). However, we have \(\mu(b) \leq 1 + \frac{v+1}{4}\) because \(\mu_1 \leq 1 + \frac{v+1}{4}\); the only way to get a non-cyclic realization of \(d = 1\) is at \(b_0 = 1\) when \(b_{v-1} = 1\). Experimentation suggests the following

Conjecture 1. for every difference set of size \(v\), there exists a translate with \(\mu(b) = 1 + \frac{v+1}{4}\).

Going in the other direction, a difference set always gives us a sequence \(b\) attaining \(\mu(b) = q\) with length strictly less than \(4q - 1\); taking a translate with \(b_{v-t} = b_{v-t+1} = \cdots = b_{v-1} = 0\), let us truncate \(b\) to length \(v - t = 4q - 1 - t\).

Cyclic difference sets do not take advantage of the edge effects inherent in this problem, and they do not necessarily provide optimal solutions. It appears to be possible to do somewhat better than \(\frac{v+1}{4}\) for all \(v\) (see Sect. [3.3]), although it also seems that the maximum \(\mu(b)/v\) approaches \(\frac{1}{4}\) as \(v\) approaches infinity.
3.2 Optimal Sequences for Small Memory Bounds

For small values of $v$, optimal sequences can be found by exhaustive search; results are summarized in Table 1. Only “critical” values are shown, i.e., $v$ at which the maximum $\mu(b)$ changes. These results show that the bound of Theorem 1 can be attained for small $v$. For all lengths except $v = 35$, the table gives the lexicographically smallest vector attaining max $\mu(b)$. Exhaustive search was not completed for $v = 35$, but $\mu(b) = 11$ is still known to be optimal; if we had $b$ of length 35 attaining $\mu(b) = 12$, we could remove one bit to obtain $\mu(b) = 11$ at length 34, which has been ruled out by exhaustive search.

Note that most of these optimal values cannot be attained by the difference-set constructions of Sect. 3.1. For example, a difference set of size 31 would give $\mu(b) \leq 9$. Furthermore, a sequence attaining $\mu(b) = 10$ with $v = 31$ could not be obtained by truncating a block of consecutive zeros from a larger difference set; the larger difference set would have $\frac{v+1}{4} = 10$ thus $v = 39$, but no cyclic difference set of that size exists.

As a secondary objective, we could seek to minimize the Hamming weight of $b$: this weight is the number of messages that must be combined to compute each authentication tag, so reducing this weight may reduce the amount of work needed to compute $a_i$. For all $v$ in this table (except $v = 21$ and possibly $v = 35$) exhaustive search confirms that there are no optimal vectors with weight less than $\frac{v}{2}$.

3.3 Iterative Improvement of Windows

Starting with a random binary vector $b^0$, we can attempt to maximize $q$ by iterative local improvement. At each step, we change one bit of the current solution $b^i$. If we can attain $\mu(b^{i+1}) > \mu(b^i)$ by flipping a single bit, we do this (note that a single bit change cannot increase the strength of the vector by more than 1, since it cannot change any $\mu_d$ by more than 1). If such immediate improvement is not possible, we consider the set of distances $d$ which are tight, i.e., which have $\mu_d = \mu(b^i)$. The local optimization criteria is to reduce the size

<table>
<thead>
<tr>
<th>$v$</th>
<th>max $\mu(b)$</th>
<th>an optimal vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2</td>
<td>1 1 0 1</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>1 1 0 0 1 0 1</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>1 1 0 1 0 1 0 0 1 1</td>
</tr>
<tr>
<td>14</td>
<td>5</td>
<td>1 1 1 0 0 1 0 1 0 1 1 0 1</td>
</tr>
<tr>
<td>17</td>
<td>6</td>
<td>1 1 1 0 0 1 0 1 1 0 0 1 1 0 1 1 0 1</td>
</tr>
<tr>
<td>21</td>
<td>7</td>
<td>1 1 1 0 0 0 1 0 1 0 1 1 0 1 0 0 1 1 0 1</td>
</tr>
<tr>
<td>24</td>
<td>8</td>
<td>1 1 1 0 0 0 1 0 1 1 0 0 1 1 0 0 1 1 0 1 0 1</td>
</tr>
<tr>
<td>27</td>
<td>9</td>
<td>1 1 1 0 0 0 1 0 1 0 1 1 0 0 1 0 1 1 0 0 0 1 1 0 1 1 1</td>
</tr>
<tr>
<td>31</td>
<td>10</td>
<td>1 1 1 1 0 0 0 1 1 0 1 0 1 0 0 1 1 0 1 0 1 1 0 1 0 1 1 1 1 1 0 1 1 1</td>
</tr>
<tr>
<td>35</td>
<td>11</td>
<td>1 1 0 1 0 1 0 0 1 0 0 1 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 1 0 0 1 0 1 0 1 1 1</td>
</tr>
</tbody>
</table>
of this set as much as possible, subject to the condition that strength does not decrease (i.e. that there is no $d$ for which $\mu_d$ decreases to $\mu(b_i) - 1$). If local improvement is impossible, we flip two bits at random.

In order to implement this search, note that it is not necessary to recompute $q$ from scratch for every vector at Hamming distance 1 from $b_i$. Instead, for each bit position $i$ and for each tight distance $d$, we can compute in constant time the effect on $\mu_d$ of flipping bit $i$. Table 2 gives the strengths of the best vectors found in this manner.

### Table 2. Best known $\mu(b)$ for large $v$

<table>
<thead>
<tr>
<th>$v$</th>
<th>max known $\mu(b)$</th>
<th>Min weight attaining max $\mu(b)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>12</td>
<td>19</td>
</tr>
<tr>
<td>60</td>
<td>18</td>
<td>30</td>
</tr>
<tr>
<td>100</td>
<td>28</td>
<td>48</td>
</tr>
<tr>
<td>200</td>
<td>55</td>
<td>100</td>
</tr>
<tr>
<td>300</td>
<td>81</td>
<td>150</td>
</tr>
</tbody>
</table>

4 More General Independence Conditions

More generally we may consider conditions of the following form: for parameters $(r, r')$, require that loss of any $r$ messages does not prevent authentication of more than $r'$ remaining messages. The problem considered above is the special case $r = 1, r' = 0$. In the general case we have the following: for any set $A$ with $\#A = r$, there can be no more than $r'$ indices $i \notin A$ such that

$$\#\{j | i \in S_j, A \cap S_j = \emptyset\} < q.$$  

This is a difficult condition to deal with in general, so we still consider some special cases, and still consider only the sliding-window approach. If we have $r = 1$ but $r' > 0$, then we no are no longer maximizing the minimum value of $\mu_d$; instead we seek to maximize the $(r' + 1)$th smallest value. The $r'$ smallest values correspond to the $r'$ messages for which we are allowed to lose full authentication.

If we have $r > 1$ and $r' = 0$, then we require that the loss of any set of $r$ messages does not prevent authentication of any other message. For this case we define $\mu(d_1, d_2, \ldots d_r)$ as the number of indices $j$ where $b_j = 1, b_j + d_1 = \cdots = b_j + d_r = 0$, and maximize $q_r(b) = \min \mu_d$ over all vectors $d$, where we may assume $i < j$ implies $d_i < d_j$ since order does not matter. Note that the $d_i$ may be negative. Trivially we have

$$q_r(b) \leq \frac{v + r}{r + 1}$$  

since every realization of $d = (1, 2, \cdots r)$ (except at $b_{v-1} = 1$) consists of a 1 followed by $r$ zeros, and these cannot overlap. Table 3 gives the best known values of $q_2$ for various memory bounds $v$; in general these can be attained while simultaneously coming close to the best known $q = q_1$. 

Trivially we have

$$q_r(b) \leq \frac{v + r}{r + 1}$$  

(14)
Table 3. Best known $q_2(b)$ for some $v$

<table>
<thead>
<tr>
<th>$v$</th>
<th>max known $q_2(b)$</th>
<th>best $q_1(b)$ for this $q_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>20</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>30</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>40</td>
<td>7</td>
<td>12</td>
</tr>
<tr>
<td>60</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td>100</td>
<td>16</td>
<td>26</td>
</tr>
</tbody>
</table>
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Abstract. Solving multivariate polynomial equation systems has been the focus of much attention in cryptography in the last years. Since most ciphers can be represented as a system of such equations, the problem of breaking a cipher naturally reduces to the task of solving them. Several papers have appeared on a strategy known as eXtended Linearization (XL) with a view to assessing its complexity. However, its efficiency seems to have been overestimated and its behaviour has yet to be fully understood. Our aim in this paper is to fill in some of these gaps in our knowledge of XL. In particular, by examining how dependencies arise from multiplication by monomials, we give a formula from which the efficiency of XL can be deduced for multivariate polynomial equations over \( \mathbb{F}_2 \). This confirms rigorously a result arrived at by Yang and Chen by a completely different approach. The formula was verified empirically by investigating huge amounts of random equation systems with varying degree, number of variables and number of equations.
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1 Introduction

The problem of solving multivariate polynomial equations is encountered in many different fields. This problem has in particular received a great deal of attention in cryptography. The problem of breaking a cipher is reformulated as a problem of solving a (very large) system of polynomial equations. Solving multivariate polynomial equations over \( \mathbb{F}_2 \) is known to be NP-hard.

XL was proposed in [10], as a new algorithm for solving multivariate polynomial equations. A parameter \( D \) is associated with XL, and the complexity of XL is exponential in \( D \). In [10] and [11], the authors try to evaluate for which \( D \) XL works. For a system with \( m \) equations in \( n \) variables they use the estimation \( D \approx \frac{\sqrt{m}}{\sqrt[3]{n}} \), which seems to work fine for special cases, but for general systems this approximation becomes very inaccurate. For the AES, we estimate that \( D \approx \frac{n}{\sqrt{m}} \cdot 2.5 \), and for Serpent it is more like \( D \approx \frac{n}{\sqrt{m}} \cdot 4.9 \), which makes a huge difference, as running time is exponential in \( D \). So it is evident that the early estimations of \( D \) are inaccurate. This is also shown in [13] where a formula for estimating \( D \) is given. This formula applies to quadratic systems over large fields and is proved to be correct given one more assumption.
The link between XL and computing Gröbner bases was established in [12]. Their computer simulations show that XL do not seem to follow the proposed bound $D \approx \frac{n}{\sqrt{m}}$, but behave much worse. They also compare Faugère’s $F_4$ Gröbner basis algorithm with XL, and show that $F_4$ computes a Gröbner basis in less time, using less space. This conclusion is not very surprising, as XL tries to compute a Gröbner basis, but spends huge amount of time computing dependent equations, such that the reduction step spends an equal amount of time computing zero. The difference from other Gröbner basis algorithms is that XL contains no strategies nor avoid linear dependencies. So XL can be said to be a worst kind of Gröbner basis algorithm.

In [5], Yang and Chen describe a formula for estimating $D$, but as they mention, their formula is neither trivial to use nor proved to be correct.

2 Preliminaries

Let $\lambda = \mathbb{F}_2[x_1, \ldots, x_n]/\{x_i^2 + x_i\}_{1 \leq i \leq n}$ denote the ring of Boolean functions in $n$ variables $x_1, x_2, \ldots, x_n$ which satisfy the relation $x_i^2 + x_i = 0$ since $x_i \in \mathbb{F}_2$. Then an $f \in \lambda$ defines a function $\mathbb{F}_2^n \rightarrow \mathbb{F}_2$, on the $n$-dimensional vector space $\mathbb{F}_2^n$, with values in $\mathbb{F}_2$. We define a set of polynomials by

$$F = \{f_1(x_1, \ldots, x_n), \ldots, f_m(x_1, \ldots, x_n)\} \subseteq \lambda$$

and the associated system of equations

$$E = \{f_1(x_1, \ldots, x_n) = 0, \ldots, f_m(x_1, \ldots, x_n) = 0\}.$$

We associate a function over $\mathbb{F}_2$ with its coefficient vector, so to avoid confusion we introduce notation for this.

**Definition 1.** Let $f \in \lambda$. We denote by $[f]$ the vector indexed by the $2^n$ monomials in $\lambda$, which contains a 1 at indices where the corresponding monomial appear in $f$ and 0 otherwise, with respect to some monomial ordering. We call $[f]$ the coefficient vector of $f$. When writing $m[f]$ for a monomial $m$, we will mean $[mf]$. This is well-defined, so for a polynomial $g$, $g[f]$ (a sum of vectors) is equal to $[gf]$.

2.1 The XL Algorithm

Let $F$ be a system of $m$ polynomials of degree $D_e$. We associate a number $D_m \in \mathbb{N}$, such that XL is constrained by $1 \leq \deg(m) \leq D_m$, where $m$ is a monomial. Further let $D = D_e + D_m$, and let $\lambda_{\leq_d}$ denote the span of the monomials of degree less than or equal to $d$. XL will construct a new system $U_D$, formed by multiplying each polynomial in $F$ with all monomials of degree less than or equal to $D_m$, that is, $U_D = \lambda_{\leq_d} \otimes F$. Then $U_D$ will contain polynomials satisfying $0 \leq \deg(f) \leq D$. The version of XL defined in [10] consider only quadratic systems, but we generalize our analysis and consider polynomial systems of any degree $D_e$. XL constructs a set of polynomials $U_D$, satisfying the following properties:
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- $F \subseteq U_D \subseteq \lambda \leq D$: F is contained in $U_D$ which is a subset of all polynomials of degree less or equal to $D$.
- The total number of polynomials in $U_D$ after an execution of XL is $|U_D| = m \cdot \sum_{i=0}^{D_m} \binom{n}{i}$, but these are not necessarily linearly independent.

The XL algorithm can now be described as follows (adapted from original paper):

**Algorithm (The XL algorithm).** For a positive integer $D_m$ and a set of polynomial equations $F = \{f_1, \ldots, f_m\}$, execute the following steps:

1. **Multiply:** Generate all the products $m \cdot f_i \in U_D$, $1 \leq \deg(m) \leq D_m$, $f_i \in F$.
2. **Linearize:** Consider each monomial $m$ with $\deg(m) \leq D$ as a new variable and perform Gaussian elimination on the equations obtained in Step 1.
3. **Solve or Repeat:** If the system is not solved, increase $D_m$ and redo step 1 and 2.

**Remark 1.** Setting $D_e = 2$ gives the algorithm from [10].

The idea behind the algorithm is that new linearly independent equations are in fact generated. But this comes at the expense of increasing the total degree $D$ of the system $U_D$. In [12] it is shown that XL is basically the construction of the Macaulay matrix. Lazard (see [17] and [18]) describes the link between linear algebra and computing Gröbner bases and proves that Gaussian elimination on the Macaulay matrix for $D$ large enough returns a Gröbner basis. Thus the problem presented above can be reformulated as:

**Problem 1.** For which $D$ will the XL algorithm, after a row reduction of $U_D$ with respect to a monomial ordering, return a matrix with full rank?

It should be noted that the fastest Gröbner basis algorithm, Faugères $F_5$ algorithm, is based on the same type of computation as XL. However, $F_5$ differs from XL in that it avoids computing unnecessary linear dependencies. But our result applies also to the case of $F_5$, as both algorithms reach the same degree $D$ before a linear basis can be computed.

### 2.2 Restrictions on F

Exact analysis becomes very hard, if not impossible, if we assume nothing about the polynomials in $F$. The best approach is to define a sufficiently general restriction on the system $F$ in which the algorithm can be analyzed in fair terms. In this section we define some restrictions on $F$, which is almost always fulfilled for systems coming from cryptography.

First, we put the following restrictions on $F$:

- **Total degree:** $\deg(f_i) = D_e, \forall f_i \in F$.
- **Linearly independent:** All $[f_i]$ are linearly independent.

We will also restrict $F$ by defining the types of relations which occur between the polynomials.
Construct the coefficient matrix \( H_0 \) of the set \( U_D \), and assume \( D_m \geq D_e \). The rows of \( H_0 \) consist of all vectors \( m[f_j] \), with \( 1 \leq j \leq m \) and \( 0 \leq \deg(m) \leq D_m \). Since we have formed products of \( f_j \) with all monomials of degree \( 0 \leq \deg(m) \leq \deg(f_i) \), some of the rows in \( H_0 \) will add together to \([f_j]f_i\). We can do the same starting with \( f_i \) and construct some coefficient vectors that add up to \([f_i]f_j\). Since \([f_i]f_j = [f_j]f_i\) we have identified a linear dependency among some rows of \( H_0 \).

During the execution of XL, as long as \( D_m \geq D_e \), we will always create linear dependencies of the form \([f_j] \cdot f_i + [f_i] \cdot f_j = 0\).

The relation \( f_i \cdot f_j + [f_i] = 0 \) also occurs since we have that \( x_i^2 + x_i = 0 \). These relations are trivial in that they will always exist for the equation systems over \( \lambda \).

3 Equation Systems from LFSR-Based Stream Ciphers

Equations coming from LFSR-based stream ciphers are examples of equations that are very interesting with respect to an XL-type algorithm. Assume we are given a set of equations \( F = \{f_1 = 0, f_2 = 0, \ldots, f_m = 0\} \) coming from a regularly clocked filter generator. Let \( g(x) \in \mathbb{F}_2[x] \) denote a primitive generator of \( \mathbb{F}_{2^n} \) such that the binary sequence \( s_t = \sum_{i=0}^{n-1} s_{t-n+i}c_i \) is a sequence with maximal period \( 2^n - 1 \) (an m-sequence). Then let \( f(x_1, \ldots, x_n) \) denote a Boolean filter function of degree \( d \). Then the keystream-sequence \( z = \{z_t\}_{t=0,1,\ldots} \) is generated by

\[
z_t = f(s_t, s_{t+1}, \ldots, s_{t+n-1}),
\]

which can be represented by the equations \( F = f_t(s_0, \ldots, s_{n-1}) + z_t = 0_{t=0,1,\ldots} \), where \( f(s_t, \ldots, s_{t+n-1}) = f_t(s_0, \ldots, s_{n-1}) \), since \( s_t \) can be written in terms of the initial state bits \( s_0, s_1, \ldots, s_{n-1} \). Let \( W_d = \sum_{i=1}^{d} \binom{n}{i} \) denote the number of monomials of degree less or equal to \( d \). Then the coefficient vector \([f]\) may be restricted to a length \( W \) binary vector. Notice that in the direct algebraic attack we need \( W \) equations in order to solve the system using a naive linear algebra attack. Following [RonHel], there exist a \( W \times W \) linear matrix operator \( T \), which is invariant of the filtering function \( f(x_1, \ldots, x_n) \), but variant of the polynomial \( g(x) \). Using their notation, we may instead write the sequence \( z_t \) by

\[
z_t = f(s_t, s_{t+1}, \ldots, s_{t+n-1}) = s_t^*[f_0] = s_0^*T^t[f] = s_0^*[f_t],
\]
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where \( s^*_t \) is the expanded state vector \([s_t, \ldots, s_{t+n-1}, s_t s_{t+1}, \ldots, s_t s_{t+n-1} \ldots s_{t+n-d}]\). Thus, the equations in \( F \) are simply generated by \( F = \{T^t f\}_{0 \leq t \leq m} \) for some \( m \leq W \). In [19], the exact rank of the equation system \( F \) is determined. If \( l(z) \) denotes the degree of the minimal polynomial of the sequence \( z = \{z_t\}_{t=0,1,\ldots} \), then we have that \( \dim(F) = m \) where \( 0 \leq m \leq ls(z) \leq W \). There are basically two cases to consider:

- A. if \( m = l(z) \leq W \), then the system can be solved using a linear subspace attack or variations (see for instance [20]).
- B. if \( m < l(z) \leq W \), then the system of \( m \) linearly independent equations may be solved using an XL-type algorithm.

This just tells us that the systems coming from the filter generator satisfy the two first restrictions in our analysis; that they are linearly independent and have the same degree. But there is a possibility that the system may contain nonlinear dependencies to begin with. For instance, the sequence \( z \) may satisfy a nonlinear recursion \( z_{t+r} = h(z_t, z_{t+1}, \ldots, z_{t+r-1}), 0 \leq r \leq m \), meaning that \( f_{t+r} = h(f_t, f_{t+1}, \ldots, f_{t+r-1}), 0 \leq r \leq m \). If such a relation exist, we do not need to use a method like XL, since we may generate as many equations as we need using the nonlinear recursion \( h \). On the other hand, determining such relations on practical systems seems to be a very hard problem.

But for a \( D_m \) and \( D_e \) where \( D = D_m + D_e \), then if there are no nonlinear relations between the \( m \) equations in \( F \) of degree \( \lfloor \frac{D_m}{D_e} \rfloor \), our estimate of the number of linearly independent equations will be exact since the system will only contain relations that we construct ourselves. Thus if the smallest degree of a nonlinear relation between the equations in \( F \) is \( k \), then our analysis will be exact when applying XL with \( D_m = k \cdot D_e - 1 \), but not for \( D_m = k \cdot D_e \).

4 Preliminary Observations

Before we present an explanation of XLs behaviour, we give an intuitive presentation of how to count the dependencies which occur in the application of an algorithm such as XL.

We assume that the systems we study behave according to our assumptions in Section 2 and use the notation introduced in Section 2. We will look at the analysis of XL on quadratic systems presented in [11], and correct a mistake made there. This will help to see how to systematically count the number of linear dependencies created by XL.

In the following, we set \( D_e = 2 \) and \( D = D_m + D_e \). In [11] they use \( R \) to count the total number of equations, and set \( S \) to be the number of dependencies and \( I \) the number of linearly independent equations generated by XL, such that

\[
I = R - S.
\]

The authors do computer simulations on quadratic polynomial equations for \( 3 \leq D \leq 6 \) and identify some relations. For instance, for \( D = 4 \) they identify two dependencies:
1. $f_i[f_j] + f_j[f_i] = 0$,
2. $f_i[f_i] + [f_i] = 0$.

For $D = 5$ they identify additionally two types of dependencies:

3. $f_i[f_j]x_k + [f_i]f_jx_k = 0$
4. $f_i[f_i]x_k + [f_i]x_k = 0$

The authors conclude that these are the only existing dependencies for $D = 4$ and $D = 5$, and verify that their estimations are coherent with computer simulations.

For $D = 4$ there are $m^2$ ways of constructing relations on the form 1 and $m$ ways of constructing relations of the form 2. For $D = 5$ these numbers are multiplied with the $n+1$ monomials of degree $\leq 1$ to form additional types of dependencies:

- Case $D = 4$: $I = R - \left(\binom{m}{2}\right) - m$
- Case $D = 5$: $I = R - (n+1)\left(\binom{m}{2}\right) - (n+1)m$.

For $D = 6$ they state that the number of linearly independent equations is

$$I = R - \left(\binom{n}{2} + \binom{n}{1} + 1\right) \cdot \left(\binom{m}{2} + m\right). \quad (1)$$

At this point we step in and show where their analysis becomes wrong. They conclude that the only relations will be multiples of $f_i[f_j] + f_j[f_i] = 0$. It seems reasonable to assume that they have drawn this conclusion based on Buchberger’s two criterion, but this is not correct and will turn out fatal in further analysis for larger $D$. Their formulas are indeed correct for $3 \leq D \leq 5$, but for $D = 6$ they forget to count the dependencies among the dependencies. By a slight abuse of notation, which will be clarified in the next section, these dependencies may be expressed as follows (the number of such dependencies is indicated in the brackets to the right):

5. $f_i[f_j[f_k]] + [f_i[f_j]]f_k + [[f_i]f_k]f_j = 0 \left(\binom{m}{3}\right)$
6. $[[f_i]f_j][f_j] + [[f_i]f_j] = 0 \left(2 \cdot \binom{m}{2}\right)$
7. $[[f_i]f_i][f_i] + [[f_i]] = 0 \left(\binom{m}{1}\right)$

This means we count $\binom{m+2}{3}$ of the dependent equations twice, so we need to balance this by calculating from an inclusion/exclusion point of view. Using the authors notation, the correct bound should have been:

$$I = R - \left(\binom{n}{2} + \binom{n}{1} + 1\right) \cdot \left(\binom{m}{2} + m\right) + \left(\binom{m}{3} + 2\binom{m}{2} + \binom{m}{1}\right). \quad (2)$$

Note that the formulas above for $3 \leq D \leq 6$ works only for quadratic equations. The dependencies behave with respect to the degree $D_e$ of the initial system $E$. If for instance $D_e = 7$ there would be constructed no dependencies applying XL with $D_m \leq 6$. If we work with linear equations, XL will introduce new dependencies for each time we increase $D_m$. 
5 The Number of Linearly Independent Equations in XL

In this section we will estimate the number of linearly independent equations one generates with the XL-method. As we will see, the linear dependencies we can identify is governed by products of polynomials from \( F \), and the number of dependencies is calculated by counting the number of such products. We multiply each \( f_i \) with all monomials of degree \( \leq D_m \) (including the monomial 1, which keeps the original polynomials) to form the set \( U_D \).

Let \( H_0 \) be the matrix whose rows are the coefficient vectors of all polynomials in \( U_D \). The columns of \( H_0 \) are indexed by all monomials of degree \( \leq D_m + D_e \). To avoid confusion in the generalization that follows, the rows of \( H_0 \) are indexed by \( m \cdot r(f_i) \), instead of \( m[f_i] \). The entry \( (m \cdot r(f_i), m') \) is 1 if \( m' \) occurs as a term in \( m \cdot r(f_i) \) and 0 otherwise.

We will now recursively construct a sequence of binary matrices \( H_i, i \geq 1 \). The rows of \( H_i \) will be indexed by \( m \cdot r(f_{i_1}^{e_1} f_{i_2}^{e_2} \cdots f_{i_s}^{e_s}) \), where \( \sum_{j=1}^s e_j = i + 1 \) and \( m \) is a monomial with \( \deg(m) \leq D_m - i \cdot D_e \). The columns of \( H_i \) will have the same indices as the rows of \( H_{i-1} \). The degree of \( m \) needs to be non-negative, so the final \( H_i \) we construct is for \( i = \lfloor \frac{D_m}{D_e} \rfloor \). When writing \( g \cdot r(\cdots) \) for a polynomial \( g = m_1 + \ldots + m_k \), we will mean the sum \( m_1 \cdot r(\cdots) + \ldots + m_k \cdot r(\cdots) \). The row \( m \cdot r(f_{i_1}^{e_1} f_{i_2}^{e_2} \cdots f_{i_s}^{e_s}) \) will contain a 1 in all columns that occur as terms in the following sum:

\[
\sum_{j=1}^s (f_{i_j} + (e_{i_j} - 1 \ (	ext{mod} \ 2))) r(f_{i_1}^{e_1} \cdots f_{i_j}^{e_j-1} \cdots f_{i_s}^{e_s}).
\] (3)

The rest of the entries in row \( m \cdot r(f_{i_1}^{e_1} f_{i_2}^{e_2} \cdots f_{i_s}^{e_s}) \) will contain 0.

Let \( v \) be a binary vector indexed by the rows of \( H_i \). If \( v \cdot H_i = 0 \), \( v \) identifies a linear dependency between the rows of \( H_i \). With the matrices \( H_i, i = 0, \ldots, \lfloor \frac{D_m}{D_e} \rfloor \) defined, we are ready to prove the first result.

**Theorem 1.** \( H_i \cdot H_{i-1} = [0] \), the all-zero matrix for \( i = 1, \ldots, \lfloor \frac{D_m}{D_e} \rfloor \). That is, each row of \( H_i \) identifies a linear dependency among the rows of \( H_{i-1} \).

**Proof.** The row \( m \cdot r(f_{i_1}^{e_1} f_{i_2}^{e_2} \cdots f_{i_s}^{e_s}) \) in \( H_i \) contains a 1 in the columns indexed by the terms in the following sum

\[
\sum_{j=1}^s (f_{i_j} + (e_{i_j} - 1 \ (	ext{mod} \ 2))) r(f_{i_1}^{e_1} \cdots f_{i_j}^{e_j-1} \cdots f_{i_s}^{e_s}).
\] (4)

If \( e_j = 1 \), it means that \( f_{i_j}^{e_j-1} \) vanishes from the expression \( r(\cdots) \). Assume without loss of generality that \( e_{t+1} = \ldots = e_s = 1 \), and that \( e_j > 1, j = 1, \ldots, t \). We need to show that (4) is the all-zero vector when the terms are regarded as rows in \( H_{i-1} \). We substitute \( r(f_{i_1}^{e_1} \cdots f_{i_j}^{e_j-1} \cdots f_{i_s}^{e_s}) \) with the expression given by (3) to find which columns in \( H_{i-1} \) that contain a 1 in the rows found in (4).
We then examine the parity of the number of 1’s in these columns. After substituting, (4) can be written as

$$m \cdot \sum_{j=1}^{s} (f_{ij} + (e_{j-1} \mod 2)) \sum_{k=1, k \neq j}^{s} (f_{jk} + (e_{k-1} \mod 2)) r(\ldots f_{ij}^{e_{j-1}} \ldots f_{jk}^{e_{k-1}} \ldots)$$

$$+ m \cdot \sum_{j=1}^{t} (f_{ij} + (e_{j-1} \mod 2))(f_{ij} + (e_{j-2} \mod 2)) r(\ldots f_{ij}^{e_{j-2}} \ldots). \quad (5)$$

Each term in (5) represents a 1 in the column in $H_{i-1}$ corresponding to the same term. In the double sum where $j \neq k$, each $r(\ldots f_{ij}^{e_{j-1}} \ldots f_{jk}^{e_{k-1}} \ldots)$ will occur exactly twice, once when $j < k$ and once when $j > k$. Both times the polynomials to be multiplied with $r(\ldots f_{ij}^{e_{j-1}} \ldots f_{jk}^{e_{k-1}} \ldots)$ will be $m(f_{ij} + (e_{j-1} \mod 2))(f_{ij} + (e_{j-2} \mod 2))$, so the number of 1’s in columns involving $r(\ldots f_{ij}^{e_{j-2}} \ldots)$ is even. For the remaining single sum, we note that $f_{ij} f_{ij} = f_{ij}$ and that exactly one of $e_{j-1}$ and $e_{j-2}$ is 1 mod 2 and the other is 0 mod 2. Multiplying out the brackets in the single sum we get $m(f_{ij} + f_{ij}) = 0$ mod 2 in front of each $r(\ldots f_{ij}^{e_{j-2}} \ldots)$, so the number of 1’s in columns involving $r(\ldots f_{ij}^{e_{j-2}} \ldots)$ is also even. \[\square\]

We are now ready to proceed to the main result, an estimation of the number of linearly independent equations generated by the XL-method.

**Theorem 2.** Let $I$ be the number of linearly independent equations generated by the XL-method on a system of $m$ equations in $n$ variables, where each equation has degree $D_e$ and we multiply with all monomials of degree $\leq D_m$. If the only linear dependencies among the rows of $H_{i-1}$ are the ones indicated by $H_i$, then

$$I = \sum_{i=0}^{\lfloor \frac{D_m}{D_e} \rfloor} (-1)^i \binom{m+i}{i+1} \sum_{j=0}^{D_m-i-D_e} \binom{n}{j}.$$  

**Proof.** By the construction of the matrices $H_i$, we have $I = \text{rank}(H_0)$. Let the number of rows in $H_i$ be $b_i$. If all the rows of $H_i$ are linearly independent we will have $\text{rank}(H_{i-1}) = b_{i-1} - b_i$. However, there will in general be linear dependencies also between the rows of $H_i$, so the correct expression will be

$$\text{rank}(H_{i-1}) = b_{i-1} - \text{rank}(H_i), i = 1, \ldots \lfloor \frac{D_m}{D_e} \rfloor.$$  

(6)

The matrix $H_{\lfloor \frac{D_m}{D_e} \rfloor}$ will have full rank $b_1 \lfloor \frac{D_m}{D_e} \rfloor$ since there is no $H$-matrix coming after it. By recursively using (6) for substituting the expressions for rank($H_i$) we have the following formula

$$I = \text{rank}(H_0) = \sum_{i=0}^{\lfloor \frac{D_m}{D_e} \rfloor} (-1)^i b_i.$$  

(7)
To finish, we need to compute $b_i$, the number of rows in $H_i$. The rows of $H_i$ are indexed by $m \cdot r(f_{i_1}^{e_1} f_{i_2}^{e_2} \cdots f_{i_s}^{e_s})$, where $\text{deg}(m) \leq D_m - i \cdot D_e$ and $\sum_{j=1}^{s} e_j = i + 1$. The number of choices for $m$ is $\sum_{j=0}^{D_m - i \cdot D_e} \binom{n}{j}$. The number of ways to make a product of $i + 1$ equations by picking equations from the total set of $m$ equations is the number of ways to throw $i + 1$ balls into $m$ bins. This number is $\binom{m+i}{i+1}$ by [9]. We then get

$$b_i = \binom{m+i}{i+1} \sum_{j=0}^{D_m - i \cdot D_e} \binom{n}{j},$$

and substituting this into [7] gives us the desired expression.

We restrict our analysis to systems which only contain trivial dependencies. This means that our formula is not correct for initial systems containing other types of dependencies. One example of non-trivial dependencies are systems containing nonlinear dependencies.

6 Linking Theorem 2 to Theorem/Conjecture from Related Work

We are aware of three papers by Yang and Chen (one also with Courtois) [5], [6] and [7] which, among other things, try to estimate the number of linearly independent equations generated by the XL-method. Their result uses the notation $[t^D]p(t)$, which represents the coefficient of the $D$'th-degree term in the polynomial (or series) $p(t)$. For an instance of the XL algorithm where the initial equations all have degree $k$, let $T$ be the number of monomials generated, and let $I$ be the number of linearly independent equations. For $F_2$, their result from [5] is as follows.

**Theorem 3**

$$T - I \geq [t^D]\left(\frac{1}{1-t} \left(\frac{1-t^2}{1-t}\right)^n \left(\frac{1-t^k}{1-t^{2k}}\right)^m\right)$$

when $D < D_{\text{reg}}$, where $D_{\text{reg}}$ is the degree of the first term with a negative coefficient in the series.

In [5] there is a proof of the theorem for $k = 2$, but this proof has been shown to be flawed. In [6] they write “As pointed out by C. Diem, the [5] proof is inaccurate.... In any event, since it is also confirmed by many simulations we will henceforth assume Theorem 3 holds in general...” In [7] they write “The [5] proof was faulty...”

Theorem 3 seeks to give an upper bound on the number of linearly independent equations we can get from XL. With the extra assumption in Theorem 2 saying that the only linear dependencies occurring are the ones we can identify, Theorem 3 could be stated with equality. Below we will find the link between Theorems 2 and 3 showing that these two results indeed say the same things.
when assuming only trivial linear dependencies. However, we think that it is
easier to use Theorem 2 as one can plug in the numbers for a particular system
and do the simple arithmetic to get the expected number of linearly independent
equations. To find the same thing using Theorem 3, one needs to expand a com-
plicated series to find the coefficient of a particular term. We start by computing
the $D'$th degree coefficient in the series from Theorem 3

**Proposition 1**

$$[t^D]p(t) = [t^D]\left(\frac{1}{1-t}\left(\frac{1-2^2}{1-t}\right)^n\left(\frac{1-t^k}{1-t^{2k}}\right)^m\right)$$

$$= \sum_{i=0}^{\lfloor D/k \rfloor} (-1)^i \binom{m+i-1}{i} \sum_{j=0}^{D-ik} \binom{n}{j}.$$

**Proof** The first fraction in $p(t)$ can be written as $\frac{1}{1-t} = \sum_{l=0}^{\infty} t^l$. The second fraction can be expressed as $\left(\frac{1-t^2}{1-t}\right)^n = (1+t)^n = \sum_{j=0}^{n} \binom{n}{j} t^j$. The third fraction can be expressed as $\left(\frac{1-t^k}{1-t^{2k}}\right)^m = (1-(-t^k))^{-m}$. By [8], this is equal to $\sum_{i=0}^{\infty} (-1)^i \binom{m+i-1}{i} t^{ik}$. Since we are only interested in $[t^D]p(t)$ where $D \leq n$, we can cut away terms of degree higher than $D$ in the three sums to get

$$[t^D]p(t) = [t^D]\left(\sum_{l=0}^{D} \binom{D}{l} \sum_{j=0}^{l} \binom{n}{j} t^j \right) \left(\sum_{i=0}^{\lfloor D/k \rfloor} (-1)^i \binom{m+i-1}{i} t^{ik}\right)$$

$$= [t^D]\left(\sum_{l=0}^{D} \binom{D}{l} \sum_{j=0}^{n} \binom{n}{j} \right) \left(\sum_{i=0}^{\lfloor D/k \rfloor} (-1)^i \binom{m+i-1}{i} t^{ik}\right).$$

We are looking for the coefficient of the $D'$th degree term, so we need only multiply the two sums together with the constraint $l = D - ik$. Taking away the sum over $l$, substituting $D - ik$ for $l$ in the rest of the first sum and multiplying together we get the desired expression for the $D'$th degree coefficient. $\square$

The number $D$ is the maximum degree of a monomial when running the XL
algorithm. Relating this to our notation we have $D = D_e + D_m$ and $k = D_e$. We
then get the following result.

**Corollary 1.** Let $D = D_e + D_m$ and $k = D_e$, then

$$T - I = [t^D]\left(\frac{1}{1-t}\left(\frac{1-2^2}{1-t}\right)^n\left(\frac{1-t^k}{1-t^{2k}}\right)^m\right)$$

is equivalent to

$$I = \sum_{i=0}^{\lfloor D_m/k \rfloor} (-1)^i \binom{m+i}{i+1} \sum_{j=0}^{D_m-ik} \binom{n}{j}.$$
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Proof. Rearranging the first expression, using the proposition and substituting for $D$ and $k$ we get

$$I = T - \sum_{i=0}^{\left\lfloor \frac{D_m}{D_e} \right\rfloor + 1} (-1)^i \binom{m + i - 1}{i} D_m^{-(i-1)D_e} \sum_{j=0}^{D_e} \binom{n}{j}.$$  

The $T$ can be expressed as $T = \sum_{j=0}^{D_e + D_m} \binom{n}{j}$, which is the term for $i=0$ in the sum. Canceling these terms we are left with

$$I = -\sum_{i=1}^{\left\lfloor \frac{D_m}{D_e} \right\rfloor + 1} (-1)^i \binom{m + i - 1}{i} D_m^{-(i-1)D_e} \sum_{j=0}^{D_e} \binom{n}{j}.$$  

We can let the sum start at $i = 0$ by subtracting 1 from the upper limit for $i$ and increasing each $i$ in the rest of the expression by 1. Compensating for the minus sign in front of the sum we get

$$I = \sum_{i=0}^{\left\lfloor \frac{D_m}{D_e} \right\rfloor} (-1)^i \binom{m + i}{i+1} D_m^{-iD_e} \sum_{j=0}^{D_e} \binom{n}{j}. \tag*{$\Box$}$$

The corollary shows that Theorems 3 and 2 are basically the same result. With the proof of Theorem 2 we have also proved Theorem 3 with equality when assuming that only trivial linear dependences occur. Many computer experiments on random systems (with no restrictions on the dependencies), counting the number of linearly independent equations have been done, both by us and the authors of Theorem 3. In these experiments it has never occurred that Theorem 3 fails, so we believe that the result is correct and end this section with the following conjecture.

**Conjecture 1.** Let $I$ be the number of linearly independent polynomials in $n$ variables generated by step 1 of the XL algorithm, where all $m$ initial equations have degree $D_e$ and we multiply with all monomials up to degree $D_m$. Then

$$I \leq \sum_{i=0}^{\left\lfloor \frac{D_m}{D_e} \right\rfloor} (-1)^i \binom{m + i}{i+1} D_m^{-iD_e} \sum_{j=0}^{D_e} \binom{n}{j}.$$  

7 Conclusions

The work in this paper comes from the field of cryptography, in particular algebraic attacks on symmetric key ciphers. The complexity of such attacks has been hard to estimate, but this paper shows the XL-algorithm generates a lot of linearly dependent equations and is not as efficient as initially hoped.

Using the formula in Theorem 2 we can predict the smallest $D$ for which the XL algorithm will work over $\mathbb{F}_2$. The formula is easier to use than that of Yang and Chen, since no multiplication of polynomials or series is involved, but only simple arithmetic.
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1 Introduction

The linear complexity of a sequence is the length of the shortest linear feedback shift register (LFSR) that can generate the sequence. The LFSR that generates a given sequence can be determined using the Berlekamp-Massey algorithm using only the first $2L$ elements of the sequence, where $L$ is the linear complexity of the sequence. Hence for cryptographic purposes sequences with high linear complexity are essential as an adversary would then need large initial segments of the sequences to recover the LFSRs that generate them using the Berlekamp-Massey algorithm.

* This material is based upon work supported by the National Science Foundation under Grant No. CCF-0514660. Any opinions, findings, and conclusions or recommendations expressed in this material are those of the author and do not necessarily reflect the views of the National Science Foundation.
A system is insecure if all but a few symbols of the key stream can be extracted. Hence for a cryptographically strong sequence, the linear complexity should not decrease drastically if a few symbols are changed. If it did, an attacker could modify the known prefix of the key stream and try to decrypt the result using the Berlekamp-Massey algorithm. If the resulting sequence differed from the actual key stream by only a few symbols, the attacker could extract most of the message. This observation gives rise to $k$-error linear complexity of sequences introduced in [8] based on the earlier concepts of sphere complexity and weight complexity, see [2]. The $k$-error linear complexity of a periodic sequence is the smallest linear complexity achieved by making $k$ or fewer changes per period. Besides having large linear complexity, cryptographically strong sequences should, thus, also have large $k$-error linear complexity at least for small $k$.

Let $S = (s_0, s_1, \cdots, s_{T-1})^\infty$ be a periodic binary sequence with period $T$. We associate the polynomial $S(x) = s_0 + s_1 x + \cdots + s_{T-1} x^{T-1}$ and the corresponding $T$-tuple $S^{(T)} = (s_0, s_1, \cdots, s_{T-1})$ to $S$. The relationship between the linear complexity, denoted $L(S)$, of $S$ and the associated polynomial $S(x)$ is given by

$$L(S) = T - \deg(\gcd(x^T - 1, S(x))),$$

(1)

see e.g. [1], Lemma 8.2.1. Let $w_H(S)$ denote the Hamming weight of the $T$-tuple $S^{(T)}$. For $0 \leq k \leq T$, the $k$-error linear complexity of $S$, denoted $L_k(S)$, is given by

$$L_k(S) = \min_E L(S + E),$$

where the minimum is over all $T$-periodic binary sequences $E$ with $w_H(E) \leq k$. Since we consider only $2^n$-periodic sequences, we use $T = 2^n$ and the observation

$$x^T - 1 = x^{2^n} - 1 = (x - 1)^{2^n}$$

(2)

for the rest of the paper.

Let $\text{merr}(S)$ denote the minimum value $k$ such that the $k$-error linear complexity of a $2^n$-periodic sequence $S$ is strictly less than its linear complexity. That is

$$\text{merr}(S) = \min \{k : L_k(S) < L(S)\}.$$ 

Kurosawa et al. [5] derived the formula for the exact value of $\text{merr}(S)$.

**Lemma 1.** For any nonzero $2^n$-periodic sequence $S$, we have

$$\text{merr}(S) = 2^{w_H(2^n - L(S))},$$

where $w_H(j)$, $0 \leq j \leq 2^n - 1$, denotes the Hamming weight of the binary representation of $j$.

The counting function of a sequence complexity measure gives the number of sequences with a given complexity measure value. Rueppel [7] determined the counting function of linear complexity for $2^n$-periodic binary sequences. Using equations (1) and (2) it is straightforward to characterize the $2^n$-periodic sequences with fixed linear complexity.
Lemma 2 ([3]). Let $\mathcal{N}(L)$ and $\mathcal{A}(L)$ denote, respectively, the number of and the set of $2^n$-periodic binary sequences with given linear complexity $L$, $0 \leq L \leq 2^n$. Then

$$\mathcal{N}(0) = 1 \text{ and } \mathcal{N}(L) = 2^{L-1} \text{ for } 1 \leq L \leq 2^n.$$ 

Also, $\mathcal{A}(0) = \{(0,0,\cdots)\}$ and $\mathcal{A}(L)$, where $1 \leq L \leq 2^n$, is equal to the set of $2^n$-periodic binary sequences $S$ with the corresponding polynomials

$$S(x) = (1 - x)^{2^n-L}a(x),$$

where $a(x)$ is a binary polynomial with $\deg(a(x)) \leq L-1$ and $a(1) \neq 0$.

Recently, using algebraic and combinatorial methods Fu et al. [3] characterized $2^n$-periodic binary sequences with fixed 1-error linear complexity. They derived some properties on the structure of the set $\mathcal{A}(L)$ that deal with two symbol changes in sequences in $\mathcal{A}(L)$ and used them to obtain the characterization. In this paper we extend and in some cases generalize those properties to handle four symbol changes and use them to obtain the characterization of $2^n$-periodic binary sequences with fixed 2-error or 3-error linear complexity $L$ when $w_H(2^n - L) \neq 2$.

Using the characterization we also give the counting function for the number of $2^n$-periodic binary sequences with fixed $k$-error linear complexity $L$ for $k = 2$ and 3 when $w_H(2^n - L) \neq 2$.

2 Extended Properties of $\mathcal{A}(L)$

We recall that $\mathcal{A}(L)$ is the set of $2^n$-periodic sequences with fixed linear complexity $L$, $0 \leq L \leq 2^n$. For any two $2^n$-periodic sequences $S_1$ and $S_2$, let $d_H(S_1, S_2)$ denote the Hamming distance between the tuples $S_1^{(2^n)}$ and $S_2^{(2^n)}$. In this section we derive some properties of $\mathcal{A}(L)$ which extend those in Fu et al.’s paper [3] using the Games-Chan algorithm [4]. First we state two well known related results on $2^n$-periodic binary sequences.

Lemma 3 ([3]). For any $2^n$-periodic sequence $S$, $L(S) = 2^n$ if and only if $w_H(S)$ is odd.

Lemma 4 ([3]). For any $2^n$-periodic sequence $S$, if $w_H(S)$ is even then $L_1(S) = L(S)$. If $w_H(S)$ is odd, then $L_2(S) = L_1(S) < L(S) = 2^n$.

We give a generalization of [3] Theorem 1 using a more straightforward approach. The proof is given in the appendix.

**Theorem 1.** For a given $r \in \{1, \cdots, n-1\}$, let $1 \leq L < 2^{n-r}$. Then for any two distinct sequences $S_1, S_2 \in \mathcal{A}(L)$ we have

$$d_H(S_1, S_2) = t \cdot 2^{r+1} \text{ for some } t \in \{1, 2, 3, \cdots, 2^{n-r-1}\},$$

which implies $d_H(S_1, S_2) \geq 2^{r+1}$. 

By Lemma 1 the linear complexity of any $2^n$-periodic sequence $S$ with $2^{n-1} < L(S) < 2^n$ and $merr(S) = 2^{m+1}$, $m \in \{1, \ldots, n - 2\}$, can be uniquely expressed as

$$L(S) = 2^n - \sum_{i=1}^{m+1} 2^{n-r_i}, \tag{3}$$

where $1 < r_1 < \cdots < r_{m+1} \leq n$. From equation (3), the linear complexity of any $2^n$-periodic binary sequence $S$ with $2^{n-1} < L(S) < 2^n$ and $merr(S) \geq 2^{m+1}$, $m \in \{1, \ldots, n - 2\}$, can be bounded as

$$2^n - \left(\sum_{i=1}^{m-1} 2^{n-r_i} + 2^{n-r_{m+1}}\right) < L(S) < 2^n - \sum_{i=1}^{m} 2^{n-r_i}, \tag{4}$$

for some $r_i \in \{2, \ldots, n\}$, $i = 1 \cdots m$, satisfying $1 < r_1 < \cdots < r_m$. We note that the lower bound in inequality (4) can never be less than $2^{n-1}$ conforming to the original condition $2^{n-1} < L(S) < 2^n$. Also, for any sequence $S$ satisfying the inequality (4), we have $merr(S) \geq 2^{m+1}$. We also note that the bounds in (4) are unique in the sense that the linear complexity of any $2^n$-periodic sequence $S$ with $merr(S) \geq 2^{m+1}$ satisfies exactly one inequality of the particular form given in equation (4).

For a $2^n$-periodic sequence $S$ and two integers $i$ and $j$ with $0 \leq i, j \leq 2^n - 1$, denote by $S_{i,j}$ the $2^n$-periodic binary sequence with corresponding polynomial $S_{i,j}(x) = S(x) + x^i + x^j$. We use the following result by Fu et al. [3] for the main result of this section.

**Lemma 5.** For any sequence $S \in \mathcal{A}(L)$, where $2^n - 2^n-r < L < 2^n - 2^{n-r+1}$ for some $1 \leq r \leq n-2$, and for any integer $0 \leq i \leq 2^n - 1$, the number of sequences $S_{i,j} \in \mathcal{A}(L)$, where $0 \leq j \leq 2^n - 1$ and $j \neq i$, is exactly $2^r - 1$ corresponding to all $j \in \{i \oplus t2^n-r : 1 \leq t \leq 2^r - 1\}$ where $\oplus$ is the operation of addition modulo $2^n$.

The rest of this section deals with extending Lemma 5 to the case when four symbols per period are changed. For a $2^n$-periodic binary sequence $S$ and four integers $i, j, k,$ and $l$ with $0 \leq i, j, k, l \leq 2^n - 1$, denote by $S_{i,j,k,l}$ the $2^n$-periodic binary sequence with the corresponding polynomial

$$S_{i,j,k,l}(x) = S(x) + x^i + x^j + x^k + x^l.$$

The Games-Chan algorithm [4] is a fast algorithm to compute the linear complexity of a $2^n$-periodic binary sequence, which we use for the rest of this section.

For any $S \in \mathcal{A}(L)$ with period $S(2^n) = (s_0, \cdots, s_{2^n-1})$, denote the left and right halves of $S(2^n)$ by

$$S_L^{(2^n-1)} = (s_0, \cdots, s_{2^n-1}) \quad \text{and} \quad S_R^{(2^n-1)} = (s_{2^n-1}, \cdots, s_{2^n-1}).$$

Let $S_L$ and $S_R$ denote the $2^{n-1}$ periodic sequences

$$S_L = (s_0, \cdots, s_{2^{n-1}-1})^\infty \quad \text{and} \quad S_R = (s_{2^{n-1}}, \cdots, s_{2^{n-1}})^\infty.$$
Games-Chan Algorithm \([4]\). Let \(S\) be a \(2^n\)-periodic binary sequence.

(i) If \(S_L^{(2^n-1)} = S_R^{(2^n-1)}\), then \(L(S) = L(S_L)\).
(ii) If \(S_L^{(2^n-1)} \neq S_R^{(2^n-1)}\), then \(L(S) = 2^n - L(S_L + S_R)\).
(iii) Apply the above procedure recursively to the \(2^n-1\)-periodic binary sequence \(S_L\) in (i), or the \(2^n-1\)-periodic binary sequence \(S_L + S_R\) in (ii).

We make some observations and establish notation we use for the rest of the section. We note that the procedure of the Games-Chan algorithm as stated here is executed a total of \(n + 1\) times to compute the linear complexity of any \(S \in A(L)\). In the \(i\)th step, \(i = 0, \ldots, n\), the algorithm computes the linear complexity of a \(2^n-i\)-periodic binary sequence. Let \(\psi^i(S)\), \(i = 0, \ldots, n\), denote the first period of the \(2^n-i\)-periodic binary sequence considered in the \(i\)th step of the algorithm when run with input sequence \(S\). Let \(\psi_L^i(S)\) and \(\psi_R^i(S)\) denote, respectively, the left and right halves of \(\psi^i(S)\). Let \(m^i(S)\) denote the total value contributed to \(L(S)\) in the algorithm during the execution from the 0-th step to the \(i\)-th step of the algorithm. For any two finite binary sequences of same length, \(S\) and \(S'\), let \(d_H(S, S')\) denote the Hamming distance between \(S\) and \(S'\). We slightly abuse the notation because we also use \(d_H(S, S')\) to denote the Hamming distance between the first periods of \(S, S' \in A(L)\). The next lemma follows from the Games-Chan algorithm.

Lemma 6. Let \(S\) be a \(2^n\)-periodic binary sequence. For any \(t\) integers \(r_1, \ldots, r_t\) such that \(0 < r_1 < r_2 < \cdots < r_t \leq n\), we have
\[
L(S) = 2^n - (2^{n-r_1} + 2^{n-r_2} + \cdots + 2^{n-r_t})
\] (5)

if and only if
\[
\psi_L^{u-1}(S) = \psi_R^{u-1}(S) \quad \text{exactly when} \quad u \in \{r_1, \ldots, r_t\}.
\] (6)

Theorem 2. Let \(S \in A(L)\) where
\[
2^n - (2^{n-r_1} + 2^{n-r_2}) < L < 2^n - (2^{n-r_2} + 2^{n-r_1})
\] (7)
for some \(r_1, r_2 \in \{2, \ldots, n-1\}\) satisfying \(1 < r_1 \leq r_2\). Then, any sequence \(S_{i,j,k,l} \in A(L)\), \(0 \leq i, j, k, l \leq 2^n - 1\), if and only if the positions \(i, j, k, l\), and \(l\) are in exactly one of the following two forms.

(i) For any \(i, j \in \{0, \ldots, 2^n - 1\}\), set
\[
k = (i + m_1 2^{n-r_1-1}) \mod 2^n \quad \text{and} \quad l = (j + m_2 2^{n-r_1+1}) \mod 2^n,
\] (8)
where \(1 \leq m_1, m_2 \leq 2^{r_1-1} - 1\).

(ii) For any \(t \in \{0, \ldots, 2^n - 1\}\), set
\[
i = (t + b_1 2^{n-r_1+1}) \mod 2^n,
\[
 j = (t + g 2^{n-r_2} + b_2 2^{n-r_1+1}) \mod 2^n,
\]
\[
k = (t + 2^{n-r_1} + b_3 2^{n-r_1+1}) \mod 2^n, \quad \text{and}
\]
\[
l = (t + g 2^{n-r_2} + 2^{n-r_1} + b_4 2^{n-r_1+1}) \mod 2^n,
\]
where \(1 \leq g \leq 2^{r_2-r_1-1}, \quad 0 \leq b_1, b_2, b_3, b_4 \leq 2^{r_1-1} - 1\).
Proof. Due to space constraints, we only prove the forward direction of the theorem. The other direction is straightforward and can be proved by reversing the argument used for the forward case.

Consider any sequence

\[ S_{i,j,k,l} \in \mathcal{A}(L), \text{ where } i,j,k,l \in \{0, \cdots, 2^n - 1\}. \]  

(10)

We assume \( i, j, k, \) and \( l \) are all different as two symbol changes are already covered by Lemma 5. From equation (7) we have

\[ w_H(2^n - L) \geq 3 \text{ and } L = 2^n - (2^{n-r_1} + 2^{n-r_2} + 1 + c), \]  

(11)

for some \( 0 < c < 2^{n-r_2}. \) From equations (5), (6), and (11), we have

\[ \forall S \in \mathcal{A}(L), \psi_{r_1-1}^L(S) = \psi_{r_2-1}^R(S) \text{ and } \psi_{r_2}^L(S) = \psi_{r_2}^R(S). \]  

(12)

By \( P_{i,j,k,l} \) denote the set of all permutations of \( i, j, k, \) and \( l. \) We first assume

\[ \exists (a, b, c, d) \in P_{i,j,k,l}: L(S_{a,b}) = L(S_{c,d}) = L(S). \]  

(13)

From equation (7) we have

\[ 2^n - 2^{n-r_1} + 1 < L < 2^n - 2^{n-r_1}. \]  

(14)

From our assumption in equation (13), by Lemma 5 and equation (14), ignoring order, \( i, j, k, \) and \( l \) must be in the first form as in equation (8).

If equation (13) does not hold, then from equation (10) and Lemma 5 we have

\[ \forall (a, b, c, d) \in P_{i,j,k,l}: L(S_{a,b}) > L(S) \text{ and } L(S_{c,d}) > L(S). \]  

(15)

Equation (15) implies

\[ \forall a, b \in \{i, j, k, l\}, \ a \not\equiv b \mod 2^{n-r_1+1}. \]  

(16)

Equation (10) implies that the integers \( i \mod 2^{n-r_1+1}, \ j \mod 2^{n-r_1+1}, \ k \mod 2^{n-r_1+1}, \) and \( l \mod 2^{n-r_1+1} \) are all different. Also, by Lemma 6 and equation (11) the left and right halves are not equal during the first \( r_1 - 2 \) steps of the Games-Chan procedure for any \( S \in \mathcal{A}(L). \) Thus, by the procedure of the Games-Chan algorithm and equation (16) we get

\[ d_H(\psi_{r_1-1}(S), \psi_{r_1-1}(S_{i,j,k,l})) = 4. \]  

(17)

By equations (12) and (17), the four positions where the vectors \( \psi_{r_1-1}(S), \psi_{r_1-1}(S_{i,j,k,l}) \) differ are of the form

\[ c_1, \ c_2, \ c_1 + 2^{n-r_1}, \text{ and } c_2 + 2^{n-r_1}, \]  

(18)

for some \( 0 \leq c_1 < c_2 \leq 2^{n-r_1} - 1. \) From equations (12) and (17), we have

\[ d_H(\psi_{r_1-1}(S), \psi_{r_1-1}(S_{i,j,k,l})) = 2. \]  

This implies

\[ d_H(\psi_{r_1}(S), \psi_{r_1}(S_{i,j,k,l})) = 2. \]  

(19)
Now we treat $\psi^{r_1}(S)$ and $\psi^{r_1}(S_{i,j,k,l})$ as the first periods of $2^{n-r_1}$-periodic binary sequences $S'$ and $S'_{i,j,k,l}$ respectively, that differ at 2 positions. With this notation, from equations (18) and (19) we have $S' = (\psi^{r_1}(S))^{\infty}$, $S'_{i,j,k,l} = (\psi^{r_1}(S_{i,j,k,l}))^{\infty}$, and

\[ S'_{i,j,k,l}(x) = S'(x) + x^{c_1} + x^{c_2}. \]  

(20)

From the procedure of the Games-Chan algorithm, since the left and right halves are different in the first $r_1-2$ steps for both $S$ and $S_{i,j,k,l}$, we have

\[ m^{r_1-1}(S) = m^{r_1-1}(S_{i,j,k,l}) = 2^{n-1} + \cdots + 2^{n-r_1+1} = 2^n - 2^{n-r_1+1}. \]  

(21)

From Lemma 6 and equations (10), (20) and (21) we have

\[ S', S'_{i,j,k,l} \in A(L') \text{ where } L' = L - (2^n - 2^{n-r_1+1}). \]  

(22)

From equations (7) and (22) $L'$ satisfies

\[ 2^{n-r_1} - 2^{n-r_2} < L' < 2^{n-r_1} - 2^{n-r_2-1}. \]  

(23)

From Lemma 5 and equation (23), the positions $c_1$ and $c_2$ in equations (18) and (20) must be in the form

\[ c_i = u + g_i 2^{n-r_2}, \quad 0 \leq u \leq 2^{n-r_2} - 1, \quad 0 \leq g_1 < g_2 \leq 2^{r_2-r_1} - 1. \]  

(24)

From equations (18) and (24), the four positions, denoted $f_1$, $f_2$, $f_3$, and $f_4$, where $\psi^{r_1-1}(S)$ and $\psi^{r_1-1}(S_{i,j,k,l})$ differ are of the form

\[ f_1 = c_1, \quad f_2 = c_2, \quad f_3 = c_1 + 2^{n-r_1}, \quad \text{and} \quad f_4 = c_2 + 2^{n-r_1}, \]  

(25)

where $c_1$ and $c_2$ are as in equation (24).

Using equation (25) and the procedure of Games-Chan algorithm, it can be shown that $i$, $j$, $k$, and $l$ should be exclusively in the second form as given in equation (9). This completes the proof of the theorem. \( \square \)

**Remark 1.** The proof of Theorem 2 works even when $r_1 = 1$ and $r_1 < r_2$, that is when $2^{n-2} \leq L < 2^{n-1}$. In this case we see that the four changes made to obtain a sequence of the same linear complexity as any given sequence are always in the second form as in equation (9). Also, from equation (4) we can see that there exist cases when $r_1 = r_2$ in Theorem 2 when expressing the linear complexity uniquely as in equation (7).

### 3 Characterization When \( w_H(2^n - L) \neq 2 \)

In this section we characterize the $2^n$-periodic binary sequences with fixed 2-error linear complexity when the linear complexity is not of the form $2^n - (2^i + 2^j)$, $1 \leq i < j \leq n-1$, by using the results from the previous section.

For $0 \leq L \leq 2^n$ and $1 \leq k \leq 2^n$, denote by $A_k(L)$ the set of $2^n$-periodic binary sequences with given $k$-error linear complexity $L$ and let $N_k(L) = |A_k(L)|$, the
cardinality of $A_k(L)$. Let 0 denote the zero sequence. For any $1 \leq t \leq 2^n$, let $E_{i_1, \ldots, i_t}$, $0 \leq i_1 < \cdots < i_t \leq 2^n - 1$, denote the $2^n$-periodic binary sequence of weight $t$ with a 1 at positions with subscripts $i_1, \ldots, i_t$ in the first period and 0 elsewhere. We denote by $A(L) + E_{i_1, \ldots, i_t}$ the set $\{S + E_{i_1, \ldots, i_t} : S \in A(L)\}$. For the rest of the paper, for any set $\mathcal{R}$ of $2^n$-periodic binary sequences, by $A(L) + \mathcal{R}$ denote the set of sets $\{A(L) + R : R \in \mathcal{R}\}$.

Let $S$ be a $2^n$-periodic binary sequence. Consider any two positive integers $u, v$ such that $0 < v \leq u$ and $u + v < \text{merr}(S)$. Then for any $2^n$-periodic binary sequence $E$ such that $w_H(E) = v$ we have $L_u(S + E) = L(S)$.

The basic characterization can be obtained by using the definition of $k$-error linear complexity and Lemma 7.

**Theorem 4.** If $w_H(2^n - L) \geq 3$, then

$$A_2(L) = A(L) \bigcup \left( \bigcup_{E_i \in E_1} (A(L) + E_i) \right) \bigcup \left( \bigcup_{E_{i,j} \in E_2} (A(L) + E_{i,j}) \right).$$  (29)
For any $1 \leq L < 2^{n-1}$, from Theorem 1 we know that for any two sequences $S, S' \in A(L)$, $d_H(S, S') \geq 4$. Hence we have

$$\mathcal{A}(L) \cap (\mathcal{A}(L) + E_t) = \emptyset,$$

(30)

$$\mathcal{A}(L) \cap (\mathcal{A}(L) + E_{i,j}) = \emptyset,$$

(31)

$$\mathcal{A}(L) \cap (\mathcal{A}(L) + E_{i,j}) = \emptyset,$$

(32)

for all $E_t \in \mathbb{E}_1$ and $E_{i,j} \in \mathbb{E}_2$.

We enumerate the disjoint sets in equation (29) and obtain the counting function when $1 \leq L < 2^{n-2}$ using the fact that $d_H(S, S') \geq 8$ from Theorem 1 for any two sequences $S, S' \in A(L)$. Theorem 5. If $w_H(2^n - L) \geq 3$ and $1 \leq L < 2^{n-2}$, then the sets $\mathcal{A}(L), \mathcal{A}(L) + E_i, E_i \in \mathbb{E}_1$, and $\mathcal{A}(L) + E_{i,j}, E_{i,j} \in \mathbb{E}_2$, are disjoint and

$$\mathcal{N}_2(L) = \left( \binom{2^n}{2} + 2^n + 1 \right) 2^{L-1}.$$

We enumerate the disjoint sets in equation (29) and give the counting function when $2^{n-1} \leq L < 2^n$. Theorem 6. Let $w_H(2^n - L) \geq 3$ where

$$2^n - (2^{n-r_1} + 2^{n-r_2}) < L < 2^n - (2^{n-r_1} + 2^{n-r_2-1}),$$

(33)

for some $r_1, r_2$ satisfying $1 < r_1 \leq r_2 \leq n - 1$. Define the sets

$$\mathbb{D}_1(L) = \{ E_i : 0 \leq i \leq 2^{n-r_1+1} - 1 \} \quad \text{and}$$

$$\mathbb{D}_2(L) = \{ E_{i,j} : 0 \leq i < j \leq 2^{n-r_1+1} - 1 \}.$$

For $u = 0, \ldots, 2^{n-r_2} - 1$ define the sets

$$\mathbb{D}_u^1(L) = \bigcup_{1 \leq t \leq 2^{r_2-r_1} - 1} \{ E_{i,i+2^{n-r_1}} : i = u + t2^{n-r_2} \}$$

(34)

and

$$\mathbb{D}_u^2(L) = \bigcup_{t_2=1}^{2^{r_2-r_1}-1} \bigcup_{0 \leq t_1 < t_2} \{ E_{i,j}, E_{i,j+2^{n-r_1}} : i = u + t_12^{n-r_2}, j = u + t_22^{n-r_2} \}.$$  

(35)

Consider the set $\mathbb{D}(L)$ formed from sets in equations (6), (34), and (35) by

$$\mathbb{D}(L) = \mathbb{D}_2(L) - \bigcup_{u=0}^{2^{n-r_2} - 1} (\mathbb{D}_u^1(L) \cup \mathbb{D}_u^2(L)).$$

(36)

Then the sets $\mathcal{A}(L), \mathcal{A}(L) + E_i, E_i \in \mathbb{D}_1(L)$, and $\mathcal{A}(L) + E_{i,j}, E_{i,j} \in \mathbb{D}(L)$, are disjoint. Furthermore,

$$\mathcal{N}_2(L) = \left( \binom{2^{n-r_1+1}}{2} - 2^{n-r_2}(2^{2r_2-2r_1} - 1) + 2^{n-r_1+1} + 1 \right) 2^{L-1}.$$  

(37)
Proof. First we enumerate the disjoint sets in $\mathcal{A}(L) + \mathbb{E}_1$. By equation (38) we have
\[ 2^n - 2^{n-r_1+1} < L < 2^n - 2^{n-r_1}. \] (38)
Using Theorem 3 and Lemma 5 from equation (38) we have
\[(\mathcal{A}(L) + \mathbb{E}_u) \cap (\mathcal{A}(L) + \mathbb{E}_v) = \emptyset, \quad 0 \leq u < v \leq 2^{n-r_1+1} - 1, \] (39)
and for $u = 0, \ldots, 2^{n-r_1+1} - 1$,
\[ \mathcal{A}(L) + \mathbb{E}_u = \mathcal{A}(L) + \mathbb{E}_{u+t2^{n-r_1+1}}, \quad t = 0, \ldots, 2^{r_1-1} - 1. \] (40)
Thus, from equation (39) there are $2^{n-r_1+1}$ disjoint sets $\mathcal{A}(L) + \mathbb{E}_i, \mathbb{E}_i \in \mathbb{D}_1(L)$, in $\mathcal{A}(L) + \mathbb{E}_1$. To obtain the disjoint sets in $\mathcal{A}(L) + \mathbb{E}_2$, we only have to enumerate the disjoint sets in $\mathcal{A}(L) + \mathbb{D}_2(L)$ because from equation (40) we have $\mathcal{A}(L) + \mathbb{E}_i, j, u, v 2^{n-r_1+1}, j + u 2^{n-r_1+1} = \mathcal{A}(L)$, for $0 \leq i < j \leq 2^{n-r_1+1} - 1, 0 \leq u, v \leq 2^{r_1-1} - 1$.

From Theorem 3 we know that $\mathcal{A}(L) + \mathbb{E}_i = \mathcal{A}(L) + \mathbb{E}_k, l$ if and only if there exists a sequence $S \in \mathcal{A}(L)$ such that the new sequence $S + \mathbb{E}_i, j, k, l \in \mathcal{A}(L)$. Hence we observe that doubly counted sets in $\mathcal{A}(L) + \mathbb{D}_2(L)$ arise if only if there exist integers $i, j, k, l$, $0 \leq i, j, k, l \leq 2^{n-r_1+1} - 1$, that are in the second form of Theorem 2. Exactly all such $i, j, k, l$ are derived as part of the proof of Theorem 2 and are enumerated in equation (25). Here we repeat the enumeration for clarity. Integers $i, j, k, l, 0 \leq i, j, k, l \leq 2^{n-r_1+1} - 1$, that are in the second form of Theorem 2 are
\[ i = u + g_1 2^{n-r_2}, \quad j = u + g_2 2^{n-r_2}, \quad k = i + 2^{n-r_1}, \quad l = j + 2^{n-r_1}, \] (41)
where
\[ 0 \leq u \leq 2^{n-r_2} - 1 \quad \text{and} \quad 0 \leq g_1 < g_2 \leq 2^{r_2-r_1} - 1. \] (42)

From equations (41) and (42) there are exactly $2^{n-r_2}(2^{r_2-r_1})$ distinct pairs $i, j$ and hence distinct sets $\{i, j, k, l\}$ such that $0 \leq i, j, k, l \leq 2^{n-r_1+1} - 1$ and $\mathcal{A}(L) + \mathbb{E}_i, j, k, l = \mathcal{A}(L)$.

Hence for all settings of $i$ and $j$ in equation (41) we have the set equalities
\[ \mathcal{A}(L) + \mathbb{E}_i, j = \mathcal{A}(L) + \mathbb{E}_{i+2^{n-r_1}, j+2^{n-r_1}} \] (43)
and
\[ \mathcal{A}(L) + \mathbb{E}_i, j + 2^{n-r_1} = \mathcal{A}(L) + \mathbb{E}_{i+2^{n-r_1}, j}. \] (44)

Also, for each $u = 0, \ldots, 2^{n-r_2} - 1$, we have $2^{n-r_2} - 1$ set equalities
\[ \mathcal{A}(L) + \mathbb{E}_u, u + 2^{n-r_1} = \mathcal{A}(L) + \mathbb{E}_{u, i+2^{n-r_1}}, \quad \text{where} \quad i = u + t 2^{n-r_2} \] (45)
for $1 \leq t \leq 2^{r_2-r_1} - 1$.

By the settings of $i$ and $j$ in equation (41), the set equalities in equations (43) and (44) result in $2^{n-r_2}(2 \cdot 2^{n-r_1})$ doubly counted sets in $\mathcal{A}(L) + \mathbb{D}_2(L)$ enumerated as $\mathcal{A}(L) + \mathbb{D}_2(L), u = 0, \ldots, 2^{n-r_2} - 1$. Similarly, the set equalities
in equation (45) result in $2^{n-r_2}(2^{r_2-r_1} - 1)$ doubly counted sets in $A(L) + \mathbb{D}_2(L)$ enumerated as $D_u^1(L)$, $u = 0, \ldots, 2^{n-r_2} - 1$. For each $u = 0, \ldots, 2^{n-r_2} - 1$ we have
\[ |D_u^1(L)| = 2^{r_2-r_1} - 1 \quad \text{and} \quad |D_u^2(L)| = 2 \left( \frac{2^{r_2-r_1}}{2} \right). \] (46)

Note that any $L$ such that $2^{n-1} \leq L < 2^n$ and $w_H(2^n - L) \geq 3$, satisfies equations (30) and (42). From Lemma 3 and equation (38) we have
\[ A(L) \cap (A(L) + E_{i,j}) = \emptyset, \quad E_{i,j} \in \mathbb{D}_2(L). \] (47)

Thus, from equations (29), (30)-(32), (39), (47), and (48) the number of disjoint sets in $A(L) + \mathbb{E}_2$ is equal to $|D(L)|$. From equations (36) and (46) we have
\[ |D(L)| = |\mathbb{D}_2(L)| - \sum_{u=0}^{2^{n-r_2}-1} (|D_u^1(L)| + |D_u^2(L)|) = \left( \frac{2^{n-r_1+1}}{2} \right) - 2^{n-r_2} \left( 2^{r_2-r_1} - 1 + 2 \left( \frac{2^{r_2-r_1}}{2} \right) \right). \] (48)

From Lemma 2 we have $|A(L)| = 2^{L-1}, 1 \leq L \leq 2^n$. Hence the counting function in equation (37) follows from equations (29), (30)-(32), (39), (47), and (48). This completes the proof of the theorem. \(\square\)

Using Remark 1 with $r_1 = 1$ and $r_1 < r_2$ in the statement of Theorem 6, we get the characterization when $2^{n-2} \leq L < 2^{n-1}$.

We also characterized $2^n$-periodic binary sequences with fixed 3-error linear complexity $L$ when $w_H(2^n - L) \neq 2$. Using the characterization we obtained the corresponding counting function. Due to space constraints we state our results here without proofs and also use some of the notation established in the statement of Theorem 6. The approach used is the same as that used for the 2-error case and the proofs use Lemma 5 Theorem 2 Lemma 7 and some intermediate findings of Theorem 6. It is straightforward to see that
\[ A_3(0) = \mathbb{E}_1 \cup \mathbb{E}_2 \cup \mathbb{E}_3 \cup \{0\} \quad \text{and} \quad N_3(0) = \binom{2^n}{3} + \binom{2^n}{2} + 2^n + 1, \]
\[ A_3(2^n) = \emptyset \quad \text{and} \quad N_3(2^n) = 0, \quad \text{and} \]
\[ A_3(L) = \emptyset \quad \text{and} \quad N_3(L) = 0 \quad \text{for} \quad L = 2^n - 2^t, \quad 0 \leq t < n. \]

**Theorem 7.** Let $L < 2^n$ be a positive integer such that $w_H(2^n - L) \geq 3$. Then
\[ A_3(L) = A_2(L) \cup \left( \bigcup_{E_{i,j,k} \in \mathbb{E}_3} (A(L) + E_{i,j,k}) \right). \]
Furthermore,

(i) If $1 \leq L < 2^{n-2}$, then the sets $\mathcal{A}(L)$, $A(L) + E_i$, $E_i \in \mathbb{E}_1$, $A(L) + E_{i,j}$, $E_{i,j} \in \mathbb{E}_2$, and $A(L) + E_{i,j,k}$, $E_{i,j,k} \in \mathbb{E}_3$ are disjoint and

\[
\mathcal{N}_3(L) = \left( \binom{2^n}{3} + \binom{2^n}{2} + 2^n + 1 \right) 2^{L-1}.
\]

(ii) Let $L$ be such that

\[
2^n - (2^{n-r_1} + 2^{n-r_2}) < L < 2^n - (2^{n-r_1} + 2^{n-r_2-1}),
\]

for some $r_1, r_2$ satisfying $1 < r_1 \leq r_2 \leq n - 1$. Let $D(L)$ be as in equation (36). Define the sets $D_3(L)$, $D^3_u(L)$, $u = 0, \cdots, 2^{n-r_2}$, and $E(L)$ by

\[
D_3(L) = \{E_{i,j,k} : 0 \leq i < j < k \leq 2^{n-r_1+1} - 1\},
\]

\[
D^3_u(L) = \bigcup_{0 \leq g_1 < g_2 < 2^{n-r_1}} \{E_{i_1,j_1,i_2}, E_{i_1,j_1,j_2}, E_{i_1,j_2,i_2}, E_{i_2,j_1,j_2} : i_t = u + g_t 2^{n-r_2}, j_t = i_t + 2^{n-r_1}, t = 1, 2\},
\]

and

\[
E(L) = D_3(L) - \bigcup_{u=0}^{2^{n-r_2}-1} D^3_u(L).
\]

Then the sets $\mathcal{A}(L)$, $A(L) + E_i$, $E_i \in D_1(L)$, $A(L) + E_{i,j}$, $E_{i,j} \in D(L)$, and $A(L) + E_{i,j,k}$, $E_{i,j,k} \in E(L)$ are all disjoint and

\[
\mathcal{N}_3(L) = \mathcal{N}_2(L) + \left( \binom{2^{n-r_1+1}}{3} - 4 \cdot 2^{n-r_2} \binom{2^{r_2-r_1}}{2} \right) 2^{L-1}.
\]

Using Remark 1 with $r_1 = 1$ and $r_1 < r_2$ in the statement of Theorem 7, we get the characterization when $2^{n-2} \leq L < 2^{n-1}$.

## 4 Conclusion

In this paper, we characterize $2^n$-periodic binary sequences with fixed 2-error or 3-error linear complexity $L$ when $w_H(2^n - L) \neq 2$. First, we derive some properties of $2^n$-periodic binary sequences with fixed linear complexity. We use the Games-Chan algorithm to find the exact form of four symbol changes that can be made in a $2^n$-periodic sequence so that the resulting sequence has the same linear complexity as the original sequence. We use these properties to obtain the characterizations and the corresponding counting functions.

We believe that our approach in Theorem 2 can be used to generalize the results to the case when the number of changes made is any power of 2. We emphasize that we can also obtain the characterization in the case when $w_H(2^n - L) = 2$ by further analysis of the Games-Chan algorithm when the linear complexity is of the form $L = 2^n - (2^i + 2^j)$, $0 \leq i < j \leq n - 1$. Statistical properties like expected value and variance can also be considered for $L_k(S)$ for several small $k$. Extension to $p^n$-periodic sequences over $\mathbb{F}_p$ can also be considered.
Acknowledgements

Thanks to Dr. Andrew Klapper for several helpful suggestions during the preparation of this paper. Thanks to Dr. Zongming Fei for providing office space and resources while researching for this paper. Thanks to anonymous reviewers for their careful proofreading.

References


A Proof of Theorem 1

For any sequence $S \in \mathcal{A}(L)$, consider the corresponding polynomial $S(x) = (1-x)^{2^n-L}a(x)$, where $a(x) \in \mathbb{F}_2[x]$ such that $\deg(a(x)) \leq L-1$ and $a(1) \neq 0$. Since $1 \leq L < 2^n-r$, we have $2^n - L > 2^n - 2^{n-r}$. The generating function for $S$ is given by

$$
\frac{S(x)}{x^{2^n}-1} = \frac{(x-1)(2^{n-r} - L)a(x)}{(x-1)^{2^n}}
$$

which implies $2^{n-r}$ is a period of $S$.

Corresponding to any sequence $S \in \mathcal{A}(L)$, let $S'$ denote the $2^{n-r}$-periodic sequence $(s_0, s_1, \cdots, s_{2^{n-r}-1})^\infty$. Since $1 \leq L < 2^{n-r}$, from Lemma 3 we know that $w_H(S'_1)$ and $w_H(S'_2)$ are even. Hence the Hamming distance between $S'_1$ and $S'_2$ is even. That is

$$
d_H(S'_1, S'_2) = 2t \quad \text{for some } t \in \{1, 2, 3, \cdots, 2^{n-r}-1\}.
$$
Since $2^n - r$ is a period of $S_1$ and $S_2$, we have $d_H(S_1, S_2) = 2^r \cdot d_H(S'_1, S'_2) = t \cdot 2^{r+1}$. This completes the proof of the theorem. \qed

**B Proof of Theorem 3**

We assume

$$0 < L \leq 2^n$$

(49)

since the result holds trivially for $L = 0$.

Suppose $(\mathcal{A}(L) + E_{i_1, \ldots, i_{t_1}}) \cap (\mathcal{A}(L) + E_{j_1, \ldots, j_{t_2}}) \neq \emptyset$. So there exists sequences $S, S' \in A(L)$ such that $S + E_{i_1, \ldots, i_{t_1}} = S' + E_{j_1, \ldots, j_{t_2}}$. This implies that

$$S + E_{i_1, \ldots, i_{t_1}} + E_{j_1, \ldots, j_{t_2}} = S'.$$

(50)

Consider the corresponding polynomials of $S$ and $S'$ given by

$$S(x) = (1 - x)^{2^n - L} a(x) \quad \text{and} \quad S'(x) = (1 - x)^{2^n - L} a'(x),$$

(51)

where $a(1) = a'(1) = 1$. From equations (49) and (51) we have

$$\deg(gcd((1 - x)^{2^n}, S(x) + S'(x))) > 2^n - L.$$  

(52)

From equations (50) and (52) we have

$$\deg(gcd((1 - x)^{2^n}, x^{i_1} + \ldots + x^{i_{t_1}} + x^{j_1} + \ldots + x^{j_{t_2}})) > 2^n - L.$$  

(53)

To prove the theorem we first show that every sequence in $\mathcal{A}(L) + E_{i_1, \ldots, i_{t_1}}$ is in $\mathcal{A}(L) + E_{j_1, \ldots, j_{t_2}}$. Consider any $R \in \mathcal{A}(L)$ with the corresponding polynomial

$$R(x) = (1 - x)^{2^n - L} b(x), \quad \text{where} \quad b(1) = 1.$$  

(54)

Then let $R' = R + E_{i_1, \ldots, i_{t_1}} + E_{j_1, \ldots, j_{t_2}}$ with the corresponding polynomial $R'(x)$. By equations (53) and (54) we have

$$\deg(gcd((1 - x)^{2^n}, R'(x)))$$

$$= \deg(gcd((1 - x)^{2^n}, R(x) + x^{i_1} + \ldots + x^{i_{t_1}} + x^{j_1} + \ldots + x^{j_{t_2}}))$$

$$= 2^n - L.$$  

(55)

From equation (55) using the definition of linear complexity we have $R' \in \mathcal{A}(L)$, which implies $\mathcal{A}(L) + E_{i_1, \ldots, i_{t_1}} \subseteq \mathcal{A}(L) + E_{j_1, \ldots, j_{t_2}}$. By symmetry $\mathcal{A}(L) + E_{j_1, \ldots, j_{t_2}} \subseteq \mathcal{A}(L) + E_{i_1, \ldots, i_{t_1}}$, which proves the theorem. \qed
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Abstract. The joint linear complexity of multisequences is an important security measure for vectorized stream cipher systems. Extensive research has been carried out on the joint linear complexity of $N$-periodic multisequences using tools from Discrete Fourier transform. Each $N$-periodic multisequence can be identified with a single $N$-periodic sequence over an appropriate extension field. It has been demonstrated that the linear complexity of this sequence, the so called generalized joint linear complexity of the multisequence, may be considerably smaller than the joint linear complexity, which is not desirable for vectorized stream ciphers. Recently new methods have been developed and results of greater generality on the joint linear complexity of multisequences consisting of linear recurring sequences have been obtained. In this paper, using these new methods, we investigate the relations between the generalized joint linear complexity and the joint linear complexity of multisequences consisting of linear recurring sequences.

1 Introduction

A sequence $S = s_0, s_1, \ldots$ with terms in a finite field $\mathbb{F}_q$ with $q$ elements (or over the finite field $\mathbb{F}_q$) is called a \textit{linear recurring sequence} over $\mathbb{F}_q$ with \textit{characteristic polynomial}

$$f(x) = \sum_{i=0}^{d} c_i x^i \in \mathbb{F}_q[x]$$

of degree $d$, if

$$\sum_{i=0}^{d} c_i s_{n+i} = 0 \quad \text{for } n = 0, 1, \ldots.$$  

Without loss of generality we can always assume that $f$ is monic, i.e. $c_d = 1$. In accordance with the notation in [1] we denote the set of sequences over $\mathbb{F}_q$ with characteristic polynomial $f$ by $\mathcal{M}_q^{(1)}(f)$. Let $S$ be a linear recurring sequence over $\mathbb{F}_q$.
The concept of linear complexity is crucial in the study of the security of stream ciphers [13]-[15]. A keystream used in a stream cipher must have a high linear complexity to resist an attack by the Berlekamp-Massey algorithm [7].

Motivated by the study of vectorized stream cipher systems (see [25]), we consider the set $\mathcal{M}_q^{(m)}(f)$ of $m$-fold multisequences over $\mathbb{F}_q$ with joint characteristic polynomial $f$, i.e., $m$ parallel sequences over $\mathbb{F}_q$ each of them being in $\mathcal{M}_q^{(1)}(f)$. The joint minimal polynomial of an $m$-fold multisequence $S = (\sigma_1, \sigma_2, \ldots, \sigma_m)$ is then defined to be the (uniquely determined) monic polynomial $d$ of least degree which is a characteristic polynomial for all sequences $\sigma_r$, $1 \leq r \leq m$. The joint linear complexity $L_q^{(m)}(S)$ of $S$ is then the degree of $d$.

Extensive research has been carried out on the average behaviour of the linear complexity of a random sequence $S$ and a random $m$-fold multisequence $S$ in $\mathcal{M}_q^{(1)}(f)$ and $\mathcal{M}_q^{(m)}(f)$, respectively, for the special case that $f = x^N - 1$. Then $\mathcal{M}_q^{(1)}(f)$ and $\mathcal{M}_q^{(m)}(f)$ are precisely the sets of $N$-periodic sequences and $N$-periodic $m$-fold multisequences over $\mathbb{F}_q$. For the case of single $N$-periodic sequences, we refer to [19]-[10], for the case of $N$-periodic multisequences we refer to [31]. For the $N$-periodic case, discrete Fourier transform turned out to be a convenient research tool.

Recently Fu, Niederreiter and Özbudak [4] developed new methods which made it possible to obtain results of greater generality. In fact in [4], expected value and variance for a random multisequence $S \in \mathcal{M}_q^{(m)}(f)$ are presented for an arbitrary characteristic polynomial $f$.

Let $S = (\sigma_1, \sigma_2, \ldots, \sigma_m) \in \mathcal{M}_q^{(m)}(f)$ be an $m$-fold multisequence over $\mathbb{F}_q$, and for $r = 1, \ldots, m$ let $s_{r,i} \in \mathbb{F}_q$ denote the $i$th term of the $r$th sequence of $S$, i.e., $s_r = s_{r,0}s_{r,1}s_{r,2}\ldots$.

Since the $\mathbb{F}_q$-linear spaces $\mathbb{F}_q^m$ and $\mathbb{F}_q^m$ are isomorphic, the multisequence $S$ can be identified with a single sequence $\tilde{S}$ having its terms in the extension field $\mathbb{F}_{q^m}$, namely $S = s_0, s_1, \ldots$ with

$$s_n = \xi_1 s_{1,n} + \cdots + \xi_m s_{m,n} \in \mathbb{F}_{q^m}, \quad n \geq 0,$$

where $\xi = (\xi_1, \ldots, \xi_m)$ is an ordered basis of $\mathbb{F}_{q^m}$ over $\mathbb{F}_q$. It is clear that $S$ depends on the $m$-fold multisequence $S \in \mathcal{M}_q^{(m)}(f)$ and the ordered basis $\xi$. Therefore we also denote $S$ as $S(S; \xi)$.

Let $L_{q^m,\xi}(S)$ be the linear complexity of the sequence $S = S(S; \xi) \in \mathcal{M}_q^{(1)}(f)$. In accordance with [8], we call $L_{q^m,\xi}(S)$ the generalized joint linear complexity of $S$ (depending on $\xi$). The generalized joint linear complexity $L_{q^m,\xi}(S)$ may be
considerably smaller than $L_q^{(m)}(S)$ which is clearly not desirable for vectorized stream ciphers.

In [8] joint linear complexity and generalized joint linear complexity have been compared for the case of $N$-periodic multisequences. In particular conditions on the period have been presented for which generalized joint linear complexity always equals joint linear complexity, and a tight lower bound for the generalized joint linear complexity of an $N$-periodic multisequence with a given joint linear complexity has been established. As investigation tool a generalized discrete Fourier transform has been utilized. However this method is only applicable for the case of periodic sequences. In this article we will use the new approach and the methods of [4] to obtain similar results as in [8] for the much more general case of multisequences in $\mathcal{M}_q^{(m)}(f)$ with arbitrary characteristic polynomial $f$.

2 Preliminaries

Let $S = (\sigma_1, \sigma_2, \ldots, \sigma_m) \in \mathcal{M}_q^{(m)}(f)$ be an $m$-fold multisequence with characteristic polynomial $f$, and suppose that $\sigma_r = s_{r,0}s_{r,1}s_{r,2} \ldots$, $1 \leq r \leq m$. Then there exist unique polynomials $g_r \in \mathbb{F}_q[x]$ with deg($g_r$) < deg($f$) and $g_r/f = s_{r,0} + s_{r,1}x + s_{r,2}x^2 \ldots$, $1 \leq r \leq m$. By [12, Lemma 1] this describes a one-to-one correspondence between the set $\mathcal{M}_q^{(m)}(f)$ and the set of $m$-tuples of the form \((\frac{g_1}{f}, \frac{g_2}{f}, \ldots, \frac{g_m}{f})\), $g_r \in \mathbb{F}_q[x]$ and deg($g_r$) < deg($f$) for $1 \leq r \leq m$.

If $S \in \mathcal{M}_q^{(m)}(f)$ corresponds to $(g_1/f, g_2/f, \ldots, g_m/f)$ then the joint minimal polynomial $d$ of $S$ is the unique polynomial in $\mathbb{F}_q[x]$ for which there exist $h_1, \ldots, h_m \in \mathbb{F}_q[x]$ with $g_r/f = h_r/d$ for $1 \leq r \leq m$ and gcd($h_1, \ldots, h_m, d$) = 1. The joint linear complexity of $S$ is then given by $L_q^{(m)}(S) = \text{deg}(f) - \text{deg}(\text{gcd}(g_1, g_2, \ldots, g_m, f))$.

Let again $S \in \mathcal{M}_q^{(m)}(f)$ correspond to $(g_1/f, g_2/f, \ldots, g_m/f)$, then it is easily seen that the single sequence $S \in \mathcal{M}_q^{(1)}(f)$ defined as in [1] corresponds to the 1-tuple $(G/f)$ with

$$G = g_1\xi_1 + g_2\xi_2 + \cdots + g_m\xi_m.$$ 

The minimal polynomial of $S$ is then $D = f/\text{gcd}(G, f) \in \mathbb{F}_q^m[x]$ and $L_{q^m,\xi}(S) = \text{deg}(f) - \text{deg}(\text{gcd}(G, f))$, where the greatest common divisor is now calculated in $\mathbb{F}_q^m[x]$.

It is clear that divisibility of polynomials in $\mathbb{F}_q[x]$ and $\mathbb{F}_q^m[x]$ plays a crucial role. We will use the following two propositions on divisibility.

**Proposition 1.** Let $m$ be a positive integer and $r \in \mathbb{F}_q[x]$ be an irreducible polynomial. Let $u = \text{gcd}(m, \text{deg}(r))$. Then the canonical factorization of $r$ into irreducibles over $\mathbb{F}_q^m$ is of the form

$$r = r_1r_2\ldots r_u,$$

where $r_1, \ldots, r_u \in \mathbb{F}_q^m[x]$ are distinct irreducible polynomials with
\[ \deg(r_1) = \cdots = \deg(r_u) = \frac{\deg(r)}{u}. \]

**Proof.** This is just a restatement of [6, Theorem 3.46]. We refer to [6] for a proof. □

**Proposition 2.** Let \( m \) be a positive integer, let \( \xi = (\xi_1, \ldots, \xi_m) \) be an ordered basis of \( \mathbb{F}_{q^m} \) over \( \mathbb{F}_q \), and let \( h_1, \ldots, h_m \in \mathbb{F}_q[x] \) be arbitrary polynomials. For \( h \in \mathbb{F}_q[x] \), there exists \( s \in \mathbb{F}_{q^m}[x] \) such that
\[ sh = \xi_1 h_1 + \cdots + \xi_m h_m \]
if and only if there exist \( s_1, \ldots, s_m \in \mathbb{F}_q[x] \) such that
\[ s_i h = h_i \quad \text{for} \quad 1 \leq i \leq m. \]

**Proof.** For a polynomial \( s \in \mathbb{F}_{q^m}[x] \) let \( s_1, \ldots, s_m \in \mathbb{F}_q[x] \) be the uniquely determined polynomials in \( \mathbb{F}_q[x] \) such that
\[ s = \xi_1 s_1 + \cdots + x_m s_m. \]
Then
\[ sh = \xi_1 s_1 h + \cdots + x_m s_m h \]
is the unique representation in the basis \( \xi \) of the polynomial \( sh \) and the claim immediately follows. □

Finally we recall an important definition from [4]. For a monic polynomial \( f \in \mathbb{F}_q[x] \) and a positive integer \( m \) we let \( \Phi^{(m)}_q(f) \) denote the number of \( m \)-fold multisequences over \( \mathbb{F}_q \) with minimal joint polynomial \( f \). Note that \( \Phi^{(m)}_q(f) \) can be considered as a function on the set of monic polynomials in \( \mathbb{F}_q[x] \). In [4, Section 2] several important properties of \( \Phi^{(m)}_q(f) \) have been derived, which we will use in this paper. We refer to [4] for further details.

### 3 Generalized Joint Linear Complexity

In this section we obtain our main results and we give illustrative examples. The following three lemmas will be used in the proof of the next theorem.

**Lemma 1.** For an integer \( n \geq 2 \), let \( H_n(x) \) be the real valued function on \( \mathbb{R} \) defined by
\[ H_n(x) = x^n - 1 - (x - 1)^n. \]
For a real number \( x > 1 \), we have \( H_n(x) > 0 \).
Proof. We prove by induction on $n$. The case $n = 2$ is trivial and hence we assume that $n \geq 3$ and the lemma holds for $n - 1$. For the derivative we have

$$\frac{dH_n}{dx} = nx^{n-1} - n(x-1)^{n-1} = n(H_{n-1}(x) + 1).$$ (2)

By the induction hypothesis we have that $H_{n-1}(x) > 0$, for $x > 1$. Therefore using (2) we complete the proof. 

Lemma 2. Let $q \geq 2$ be a prime power. Let $a$ and $n \geq 2$ be positive integers. Then

$$1 - \frac{1}{q^{na}} > \left(1 - \frac{1}{q^a}\right)^n.$$ 

Proof. Let $H_n(x)$ be the real valued function on $\mathbb{R}$ defined in Lemma 1. Note that $q^a > 1$ and

$$H_n(q^a) = q^{na} - 1 - (q^a - 1)^n.$$ 

Therefore using Lemma 1 we obtain that

$$q^{na} - 1 > (q^a - 1)^n. \quad (3)$$ 

Dividing both sides of (3) by $q^{na}$ we complete the proof. \qed

Lemma 3. Let $r \in \mathbb{F}_q[x]$ be an irreducible polynomial. For positive integers $m$ and $e$ we have

$$\Phi_q^{(m)}(r^e) = \Phi_q^{(1)}(r^e) \text{ if } \gcd(\deg(r), m) = 1, \text{ and}$$

$$\Phi_q^{(m)}(r^e) > \Phi_q^{(1)}(r^e) \text{ if } \gcd(\deg(r), m) > 1.$$

Proof. It follows from [4, Lemma 2.2, (iii)] that

$$\Phi_q^{(m)}(r^e) = q^{me \deg(r)} \left(1 - \frac{1}{q^{m \deg(r)}}\right)^u. \quad (4)$$

If $\gcd(\deg(r), m) = 1$, then, by Proposition 1, $r$ is irreducible over $\mathbb{F}_q^m$ as well and hence using [4, Lemma 2.2, (iii)] again we obtain that $\Phi_q^{(1)}(r^e) = \Phi_q^{(m)}(r^e)$. Assume that $u := \gcd(\deg(r), m) > 1$. It follows from Proposition 1 that the canonical factorization of $r$ into irreducibles over $\mathbb{F}_q^m$ is of the form

$$r = t_1 t_2 \ldots t_u,$$

and $\deg(t_1) = \cdots = \deg(t_u) = \deg(r)/u$. Using [4, Lemma 2.2, (iii)] we have

$$\Phi_q^{(1)}(r^e) = q^{me \deg(r)} \left(1 - \frac{1}{q^{m \deg(r)/u}}\right)^u. \quad (5)$$

Therefore using Lemma 2, 4 and 5 we complete the proof. \qed
The following theorem determines the exact conditions on $m$ and $f \in \mathbb{F}_q[x]$ for which the joint linear complexity and the generalized joint linear complexity on $\mathcal{M}_q^{(m)}(f)$ are the same.

**Theorem 1.** Let $m$ be a positive integer, let $f \in \mathbb{F}_q[x]$ be a monic polynomial with $\deg(f) \geq 1$, let

$$f = r_1^{e_1}r_2^{e_2} \cdots r_k^{e_k}$$

be the canonical factorization of $f$ into irreducibles, and let $\xi = (\xi_1, \ldots, \xi_m)$ be an ordered basis of $\mathbb{F}_{q^m}$ over $\mathbb{F}_q$. Then we have

$$L_q^{(m)}(S) = L_{q^m, \xi}(S) \text{ for each } S \in \mathcal{M}_q^{(m)}(f),$$

if and only if

$$\gcd(m, \deg(r_i)) = 1, \quad \text{for } i = 1, 2, \ldots, k. \quad (6)$$

**Proof.** We first assume that $\gcd(m, \deg(r_i)) = 1$ for $i = 1, 2, \ldots, k$. Let $S = (\sigma_1, \sigma_2, \ldots, \sigma_m)$ be an arbitrary multisequence in $\mathcal{M}_q^{(m)}(f)$, and let $g_1, g_2, \ldots, g_m$ be the polynomials in $\mathbb{F}_q[x]$ such that $S$ corresponds to the $m$-tuple $(g_1/f, g_2/f, \ldots, g_m/f)$ as described in Section 2. The joint minimal polynomial of $S$ is then the (uniquely determined) monic polynomial $d \in \mathbb{F}_q[x]$ dividing $f$ such that

$$h_i/d = g_i/f, \quad \text{for } i = 1, 2, \ldots, m, \quad \text{and} \quad \gcd(h_1, h_2, \ldots, h_m, d) = 1, \quad (7)$$

for certain polynomials $h_1, h_2, \ldots, h_m$ in $\mathbb{F}_q[x]$. The sequence $S = S(S, \xi)$ defined as in Section 1 depending on $S$ and $\xi$ then corresponds to

$$G/f = \frac{\xi_1g_1 + \xi_2g_2 + \cdots + \xi_mh_m}{f} = \frac{\xi_1h_1 + \xi_2h_2 + \cdots + \xi_mh_m}{d}.$$ 

We have to show that $d$ is also the minimal polynomial of $S \in \mathcal{M}_q^{(1)}(f)$, or equivalently that $d$ and $\xi_1h_1 + \xi_2h_2 + \cdots + \xi_mh_m$ are relatively prime in $\mathbb{F}_{q^m}[x]$. From (6) and Proposition 1 the canonical factorizations of $f$ are the same over both fields, $\mathbb{F}_q$ and $\mathbb{F}_{q^m}$. Consequently this also applies to the divisor $d$ of $f$. If $d$ and $\xi_1h_1 + \xi_2h_2 + \cdots + \xi_mh_m$ are not relatively prime in $\mathbb{F}_{q^m}[x]$ then there exists a common factor in $\mathbb{F}_q[x]$ which contradicts (7) by Proposition 2.

We show the converse with a simple counting argument. Let $S_1$ and $S_2$ be distinct multisequences in $\mathcal{M}_q^{(m)}(f)$ both having minimal polynomial $f$. If $L_q^{(m)}(S) = L_{q^m, \xi}(S)$ for all elements $S \in \mathcal{M}_q^{(m)}(f)$, then the distinct sequences $S_1, S_2 \in \mathcal{M}_q^{(1)}(f)$ corresponding to $S_1$ and $S_2$, respectively, will also have $f$ as their minimal polynomial. By [4, Theorem 4.1] the numbers $\Phi_q^{(m)}(f)$ and $\Phi_{q^m}^{(1)}(f)$ of elements in $\mathcal{M}_q^{(m)}(f)$ and $\mathcal{M}_q^{(1)}(f)$, respectively, with minimal polynomial $f$ are given by

$$\Phi_q^{(m)}(f) = \prod_{i=1}^k \Phi_q^{(m)}(r_i^{e_i}) \quad \text{and} \quad \Phi_{q^m}^{(1)}(f) = \prod_{i=1}^k \Phi_{q^m}^{(1)}(r_i^{e_i}).$$
With Lemma 3 we see that $\Phi_q^{(1)}(f) < \Phi_q^{(m)}(f)$ if condition (6) does not hold, which completes the proof. □

Remark 1. For each $S \in \mathcal{M}_q^{(m)}(f)$, we always have

$$L_{q^m, \xi}(S) \leq L_q^{(m)}(S).$$

In Theorem 2 below we also derive tight lower bounds on $L_{q^m, \xi}(S)$ (see also Proposition 3 below).

Remark 2. Theorem 1 implies that the choice of $f$ as a product of powers of irreducible polynomials $r_1, r_2, \ldots, r_k$ such that $\deg(r_1) = \cdots = \deg(r_k)$ is a (large) prime guarantees that generalized joint linear complexity is not smaller than joint linear complexity for any multisequence $S \in \mathcal{M}_q^{(m)}(f)$ if $m < \deg(r_i)$.

The following theorem gives a lower bound for the generalized joint linear complexity of a multisequence $S \in \mathcal{M}_q^{(m)}(f)$ with given minimal polynomial $d$.

**Theorem 2.** Let $f$ be a monic polynomial in $\mathbb{F}_q[x]$ with canonical factorization into irreducible monic polynomials over $\mathbb{F}_q$ given by

$$f = r_1^{e_1} r_2^{e_2} \cdots r_k^{e_k},$$

and let $S \in \mathcal{M}_q^{(m)}(f)$ be an $m$-fold multisequence over $\mathbb{F}_q$ with joint minimal polynomial

$$d = r_1^{a_1} r_2^{a_2} \cdots r_k^{a_k}, \quad 0 \leq a_i \leq e_i \text{ for } 1 \leq i \leq k.$$

The generalized joint linear complexity $L_{q^m, \xi}(S)$ of $S$ is then lower bounded by

$$L_{q^m, \xi}(S) \geq \sum_{i=1}^{k} a_i \frac{\deg(r_i)}{\gcd(\deg(r_i), m)}.$$

**Proof.** As the multisequence $S \in \mathcal{M}_q^{(m)}(f)$ has joint minimal polynomial $d$, we can uniquely associate $S$ with an $m$-tuple $(h_1, h_2, \ldots, h_m)$ with $h_t \in \mathbb{F}_q[x]$, $\deg(h_t) < \deg(d)$ for $1 \leq t \leq m$, and $\gcd(h_1, \ldots, h_m, d) = 1$. If $a_i > 0$ then $r_i$ does not divide all of the polynomials $h_1, \ldots, h_m$. Hence by Proposition 2 the polynomial $r_i$ does not divide the polynomial $H = h_1 \xi_1 + h_2 \xi_2 + \cdots + h_m \xi_m$ over the extension field $\mathbb{F}_{q^m}$. Therefore if $r_i = t_{i,1} t_{i,2} \cdots t_{i,u_i}$ is the canonical factorization of $r_i$ over $\mathbb{F}_{q^m}$, where $u_i = \gcd(\deg(r_i), m)$ and $\deg(t_{i,j}) = \deg(r_i)/u_i$ by Proposition 1 at least for one $j$, $1 \leq j \leq u_i$, we have $t_{i,j} \nmid H$. Consequently $t_{i,j}$ and $H$ are relatively prime in $\mathbb{F}_{q^m}[x]$ which yields the lower bound for $L_{q^m, \xi}(S)$. □

The following proposition shows that the lower bound of Theorem 2 is tight.

**Proposition 3.** Let $f$ be a monic polynomial in $\mathbb{F}_q[x]$ with canonical factorization into irreducible monic polynomials over $\mathbb{F}_q$ given by

$$f = r_1^{e_1} r_2^{e_2} \cdots r_k^{e_k}. $$
Let $a_1, a_2, \ldots, a_k$ be integers with $0 \leq a_i \leq e_i$ for $1 \leq i \leq k$. Let $m \geq 2$ be an integer and $\xi = (\xi_1, \ldots, \xi_m)$ be an ordered basis of $\mathbb{F}_{q^m}$ over $\mathbb{F}_q$. There exists an $m$-fold multisequence $S \in \mathcal{M}_{q^m}^{(m)}(f)$ over $\mathbb{F}_q$ such that its joint minimal polynomial $d$ is

$$d = r_1^{a_1} r_2^{a_2} \cdots r_k^{a_k},$$

and its generalized joint linear complexity $L_{q^m, \xi}(S)$ is

$$L_{q^m, \xi}(S) = \sum_{i=1}^{k} a_i \deg(r_i) \gcd(\deg(r_i), m).$$

**Proof.** By reordering $r_1, \ldots, r_k$ suitably, we can assume without loss of generality that there exists an integer $l$, $1 \leq l \leq k$, with $\gcd(m, \deg(r_i)) = u_i \geq 2$ for $1 \leq i \leq l$ and $\gcd(m, \deg(r_i)) = 1$ for $l + 1 \leq i \leq k$. Indeed otherwise $\gcd(m, \deg(r_i)) = 1$ for $1 \leq i \leq k$ and hence the result is trivial by Theorem 1.

Using Proposition 1 we obtain that the canonical factorizations of $r_i$, $1 \leq i \leq l$, into irreducibles over $\mathbb{F}_{q^m}$ are of the form

$$r_i = t_{i,1} t_{i,2} \cdots t_{i,u_i}.$$

Let $S$ be the sequence in $\mathcal{M}_{q^m}^{(1)}(f)$ corresponding to the polynomial

$$G = \frac{f}{d} \prod_{i=1}^{l} (t_{i,2} \cdots t_{i,u_i})^{a_i} \in \mathbb{F}_{q^m}[x]$$

and let $h_1, h_2, \ldots, h_m \in \mathbb{F}_q[x]$ be the uniquely determined polynomials in $\mathbb{F}_q[x]$ such that

$$\prod_{i=1}^{l} (t_{i,2} \cdots t_{i,u_i})^{a_i} = \xi_1 h_1 + \xi_2 h_2 + \cdots + \xi_m h_m. \quad (8)$$

Let $S = (\sigma_1, \ldots, \sigma_m) \in \mathcal{M}_{q^m}^{(m)}(f)$ be the $m$-fold multisequence such that the sequence $\sigma_i$ corresponds to $g_i = h_i f/d \in \mathbb{F}_q[x]$ for $1 \leq i \leq m$. We observe that we have $S = S(S, \xi)$ and

$$L_{q^m, \xi}(S) = \sum_{i=1}^{l} a_i \deg(t_{i,1}) + \sum_{i=l+1}^{k} a_i \deg(r_i).$$

Moreover $d$ is the joint minimal polynomial of $S$. Indeed, otherwise using (8) we obtain that there exists $1 \leq i \leq k$ with

$$r_i \mid \prod_{i=1}^{l} (t_{i,2} \cdots t_{i,u_i})^{a_i} \text{ in } \mathbb{F}_{q^m}[x].$$

This is a contradiction, which completes the proof. $\square$
In the following corollary we consider $\frac{L_q^{(m)}(S) - L_{q^m,\xi}(S)}{L_q^{(m)}(S)}$, the difference of joint linear complexity and generalized joint linear complexity in relation to the value for the joint linear complexity. We give a uniform and tight upper bound which applies to arbitrary nonzero multisequences in $\mathcal{M}_q^{(m)}(f)$.

**Corollary 1.** Let $m \geq 2$ be an integer and $f$ be a monic polynomial in $\mathbb{F}_q[x]$ with canonical factorization into irreducible monic polynomials over $\mathbb{F}_q$ given by

$$f = r_1^{e_1}r_2^{e_2} \cdots r_k^{e_k}$$

with

$$u_{\text{max}} = \max\{\gcd(\deg(r_i), m) : 1 \leq i \leq k\}.$$

Then for an arbitrary nonzero multisequence $S \in \mathcal{M}_q^{(m)}(f)$ and an ordered basis $\xi$ of $\mathbb{F}_{q^m}$ over $\mathbb{F}_q$ we have

$$\frac{L_q^{(m)}(S) - L_{q^m,\xi}(S)}{L_q^{(m)}(S)} \leq 1 - \frac{1}{u_{\text{max}}}. \quad (9)$$

Moreover the bound in (9) is tight.

**Proof.** For any nonzero $m$-fold multisequence $S \in \mathcal{M}_q^{(m)}(f)$, its joint minimal polynomial $d$ is of the form

$$d = r_1^{a_1}r_2^{a_2} \cdots r_k^{a_k},$$

where $0 \leq a_i \leq e_i$ are integers and $(a_1, \ldots, a_k) \neq (0, \ldots, 0)$. Therefore, using Theorem 2 for its joint linear complexity $L_q^{(m)}(S)$ and its generalized joint linear complexity $L_{q^m,\xi}(S)$ we obtain that

$$L_q^{(m)}(S) = \sum_{i=1}^{k} a_i \deg(r_i), \quad \text{and} \quad L_{q^m,\xi}(S) \geq \sum_{i=1}^{k} a_i \frac{\deg(r_i)}{\gcd(\deg(r_i), m)}. \quad (10)$$

It follows from the definition of $u_{\text{max}}$ that

$$\frac{1}{u_{\text{max}}} a_i \deg(r_i) \leq a_i \frac{\deg(r_i)}{\gcd(\deg(r_i), m)} \quad (11)$$

for $1 \leq i \leq k$. Combining (10) and (11) we obtain (9). Moreover let $a_1, \ldots, a_k$ be integers such that

$$a_i = \begin{cases} 0 & \text{if } \gcd(\deg(r_i), m) \neq u_{\text{max}}, \\ \neq 0 & \text{if } \gcd(\deg(r_i), m) = u_{\text{max}}. \end{cases} \quad (12)$$

For integers $a_1, \ldots, a_k$ as in (12) we have equality in (11). Using Proposition 3 we obtain an $m$-fold multisequence $S_{u_{\text{max}}} \in \mathcal{M}_q^{(m)}(f)$ such that we have equality for $L_{q^m,\xi}(S)$ in (10), where the integers $a_1, \ldots, a_k$ are as in (12). Hence we conclude that the bound in (9) is attained by $S_{u_{\text{max}}}$, which completes the proof. \qed
Remark 3. If condition (6) is satisfied then (9) will be zero for all multisequences $S \in M_q^{(m)}(f)$. As $\gcd(\deg(r_i), m)$ can at most be $m$ the largest possible relative distance between joint linear complexity and generalized joint linear complexity of an $m$-fold multisequence is given by $(m - 1)/m$.

We give two examples illustrating our results.

Example 1. Let $N$, $m$ be positive integers and consider the $N$-periodic $m$-fold multisequences over $\mathbb{F}_q$. Equivalently, let $f = x^N - 1 \in \mathbb{F}_q[x]$ and we can consider the multisequences in $\mathcal{M}_q^{(m)}(f)$. Let $p$ be the characteristic of the finite field $\mathbb{F}_q$ and $N = p^n\, n$ with $\gcd(n, p) = 1$. Then we have $x^N - 1 = (x^n - 1)^p^\omega$, and the canonical factorization of $x^n - 1$ in $\mathbb{F}_q[x]$ is given by

$$x^n - 1 = \prod_{i=1}^{k} r_i(x) \text{ with } r_i(x) = \prod_{j \in C_i} (x - \alpha^j),$$

where $C_1, \ldots, C_k$ are the different cyclotomic cosets modulo $n$ relative to powers of $q$ and $\alpha$ is a primitive $n$th root of unity in some extension field of $\mathbb{F}_q$. Let $S$ be an $N$-periodic $m$-fold multisequence over $\mathbb{F}_q$ with minimal polynomial $d = r_1^{\rho_1} r_2^{\rho_2} \cdots r_k^{\rho_k}$, where $0 \leq \rho_i \leq p^\omega$. Then using Theorem 2 we have

$$L(S) \geq \sum_{i=1}^{k} \rho_i \frac{l_i}{\gcd(l_i, m)},$$

(13)

where $l_i$ denotes the cardinality of the cyclotomic coset $C_i$. Equation (13) coincides with the corresponding result in [8, Theorem 2].

Example 2. Let $r_1, \ldots, r_k \in \mathbb{F}_q[x]$ be distinct irreducible polynomials and let $e_1, \ldots, e_k$ be positive integers. For a positive integer $m$, let

$$f = r_1^{e_1} r_2^{e_2} \cdots r_k^{e_k},$$

and consider the multisequences in $\mathcal{M}_q^{(m)}(f)$. It is not difficult to observe that there exists a multisequence $S \in \mathcal{M}_q^{(m)}(f)$ with joint linear complexity $L_q^{(m)}(S) = t$ if and only if $t$ can be written as

$$t = i_1 \deg(r_1) + i_2 \deg(r_2) + \cdots + i_k \deg(r_k),$$

(14)

where $0 \leq i_1 \leq e_1$, ..., $0 \leq i_k \leq e_k$ are integers. Let $\xi = (\xi_1, \ldots, \xi_m)$ be an ordered basis of $\mathbb{F}_q^m$ over $\mathbb{F}_q$. Let $0 \leq i_1 \leq e_1$, ..., $0 \leq i_k \leq e_k$ be chosen integers. Consider the nonempty subset $\mathcal{T}(i_1, \ldots, i_k)$ of $\mathcal{M}_q^{(m)}(f)$ consisting of $S$ such that $L_q^{(m)}(S) = t$, where $t$ is as in (14). Using the methods of this paper we obtain that, among the multisequences in $\mathcal{T}(i_1, \ldots, i_k)$, there exists a multisequence $S$ with generalized joint linear complexity $L_q^{(m)}(S) = \tilde{t}$ if and only if $\tilde{t}$ can be written as

$$\tilde{t} = i_1 j_1 \frac{\deg(r_1)}{\gcd(\deg(r_1), m)} + i_2 j_2 \frac{\deg(r_2)}{\gcd(\deg(r_2), m)} + \cdots + i_k j_k \frac{\deg(r_k)}{\gcd(\deg(r_k), m)},$$

where $1 \leq j_1 \leq \gcd(\deg(r_1), m)$, ..., $1 \leq j_k \leq \gcd(\deg(r_k), m)$ are integers.
**Remark 4.** The results above do not depend on the choice of the basis. However the generalized joint linear complexity actually depends on the basis. The following simple example illustrates this fact.

**Example 3.** Let \( S = (\sigma_1, \sigma_2, \sigma_3) \) be the 7-periodic 3-fold multisequence over \( \mathbb{F}_2 \) given by

\[
\begin{align*}
\sigma_1 &= 1001011 \cdots \\
\sigma_2 &= 0101110 \cdots \\
\sigma_3 &= 0010111 \cdots .
\end{align*}
\]

Let \( \alpha \in \mathbb{F}_8 \) with \( \alpha^3 + \alpha + 1 = 0 \). Consider the ordered bases \( \xi_1 = (1, \alpha, \alpha^2) \) and \( \xi_2 = (\alpha, 1, \alpha^2 + 1) \) of \( \mathbb{F}_8 \) over \( \mathbb{F}_2 \). The 7-periodic sequences over \( \mathbb{F}_8 \) obtained from \( S \) using the bases \( \xi_1 \) and \( \xi_2 \) are

\[
S_1 := S(S, \xi_1) = 1, \alpha, \alpha^2, \alpha + 1, \alpha^2 + \alpha, \alpha^2 + \alpha + 1, \alpha^2 + 1, \cdots \quad \text{and}
\]

\[
S_2 := S(S, \xi_2) = \alpha, 1, \alpha^2 + 1, \alpha + 1, \alpha^2, \alpha^2 + \alpha, \alpha^2 + \alpha + 1, \cdots .
\]

For the terms of \( S_1 \) we have \( s_{n+1} = \alpha s_n \), where \( n \geq 0 \), and hence \( L_{8, \xi_1}(S) = 1 \).

The first three terms of \( S_2 \) are \( s_0 = \alpha \), \( s_1 = (\alpha^2 + 1)s_0 \) and \( s_2 = (\alpha^2 + 1)s_1 \).

However for the third term of \( S_2 \) we have \( s_3 \neq (\alpha^2 + 1)s_2 \) and hence \( L_{8, \xi_2}(S) > 1 \).
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Abstract. In this paper we extend a minimal partial realization algorithm for vector sequences to matrix sequences by means of a lattice basis reduction algorithm in function fields. The different ways of transforming a given basis into a reduced one lead to different partial realization algorithms and so our technique provides a unified approach to the minimal partial realization problem.

1 Introduction

As one of the most fundamental problem in linear systems theory, the minimal partial realization problem has attracted considerable attention since the early 1960s, which brings a lot of minimal partial realization algorithms [1,2,3,5,9,10,12,18]. In information theory the minimal partial realization problem is also called the linear feedback register synthesis problem, which plays an important role in the analysis and design of cryptosystems since especially in recent years there has been an increasing interest in the study of multivariable cryptosystems [4,7,11].

Let us recall the problem. Consider an infinite sequence $T$ of $p \times m$ matrices $\{T_1, T_2, \cdots\}$ over an arbitrary field $\mathbb{F}$, and so we regard as specifying the transfer function in the linear system via

$$T(z) = \sum_{i=1}^{\infty} T_i z^{-i}.$$ 

For a positive integer $N$, the aim is to find an $m \times m$ nonsingular polynomial matrix $M_N(z)$ and a polynomial matrix $Y_N(z)$ such that the first $N$ terms of the Laurent expansion of $Y_N(z)M_N^{-1}(z)$ are equal to $\{T_1, T_2, \ldots, T_N\}$. Therefore $Y_N(z)M_N^{-1}(z)$ will be called an $N$th (right) partial realization of $T(z)$ or $T$. If the degree of $\det(M_N(z))$ (also called the McMillan degree) is minimal, $Y_N(z)M_N^{-1}(z)$ is an $N$th (right) minimal partial realization of $T(z)$ or $T$.

For the single-input-single-output (SISO) systems $p = m = 1$, as we all know, there is an effective algorithm (Berlekamp-Massey algorithm) [16]. For the systems $m = 1$ and $p > 1$, that is, vector sequences, there are several synthesis algorithms [6,8,19,20].
In [19, 20] a minimal partial realization algorithm for vector sequences was proposed based on a lattice reduction algorithm in function fields. However, the generalization to the MIMO systems is not clear. Therefore in this paper we extend the algorithm to the matrix sequences. Furthermore, we characterize all the minimal partial realizations and give the sufficient and necessary condition for the unique issue. Our point of view is rather algebraic, however, the different ways of transforming a given basis into a reduced one lead to different partial realization algorithms and so our technique provides a unified approach to the minimal partial realization problem.

2 The Realization Algorithm

We shall restrict our attention to an arbitrary field \( \mathbb{F} \), the polynomial ring \( \mathbb{F}[z] \), the rational function field \( \mathbb{F}(z) \), the field of formal Laurent series \( K = \mathbb{F}((z^{-1})) \).

There is a valuation \( v \) on \( K \) whereby for \( \alpha = \sum_{j=j_0}^{\infty} a_j z^{-j} \in K \) we put
\[
v(\alpha) = \max \{ -j \in \mathbb{Z} : a_j \neq 0 \} \quad \text{if} \quad \alpha \neq 0 \quad \text{and} \quad v(\alpha) = -\infty \quad \text{if} \quad \alpha = 0.
\]

It can be seen as the generalization for the degree of a polynomial. For any two positive integers \( k \) and \( n \), the valuation \( v(A) \) of a \( k \times n \) matrix \( A = (\alpha_{ij})_{k \times n} \) over \( K \) is defined as
\[
\max \{ v(\alpha_{ij}) : 1 \leq i \leq k, 1 \leq j \leq n \}
\]
and \( A z^{-h} = (a_{ij}z^{-h})_{1 \leq i \leq k, 1 \leq j \leq n} \) where \( h \) is an arbitrary integer so that \( T(z) \) can be seen as a \( p \times m \) matrix over \( K \). In this paper we mainly use the valuation of a column vector. In the sequel we often use the projection \( \theta : K^n \rightarrow \mathbb{F}^n \) such that \( \gamma = (\alpha_i)_{1 \leq i \leq n} \mapsto (a_1, -v(\gamma), \ldots, a_n, -v(\gamma))^t \), where
\[
\alpha_i = \sum_{j=j_0}^{\infty} a_{ij} z^{-j}, \quad 1 \leq i \leq n,
\]
and \( t \) denotes the transpose of a vector.

For any positive integers \( k \) and \( s \), we denote the identity matrix of order \( k \) by \( I_{k \times k} \), the \( k \times s \) zero matrix by \( 0_{k \times s} \) and the zero vector with \( k \) components by \( 0_k \).

A nonzero polynomial column vector \( \mathbf{c}(z) \) in \( \mathbb{F}[z]^m \) can be written as
\[
\mathbf{c}(z) = \sum_{i=0}^{d} c_i z^i \quad \text{where} \quad \mathbf{c}_0, \ldots, \mathbf{c}_d \in \mathbb{F}^m \quad \text{and} \quad d = v(\mathbf{c}(z)).
\]

Define \( m \) classes \( [\beta_1], \ldots, [\beta_m] \) by \( [\beta_i] = \{ (0, \ldots, 0, 1, b_1, \ldots, b_{m-i})^t : b_j \in \mathbb{F} \text{ for } 1 \leq j \leq m-i \} \), \( i = 1, \ldots, m \).

**Definition 1.** A nonzero polynomial column vector \( \mathbf{c}(z) = \sum_{i=0}^{d} c_i z^i \) is called an \( N \)-th right \( i \)-annihilating polynomial column vector of \( T \) if the \( k \)-th discrepancy \( \delta_k(\mathbf{c}(z), T) = 0_p \) for all \( 1 \leq k \leq N \), where

\[
\delta_k(\mathbf{c}(z), T) = T_k \mathbf{c}_d + T_{k-1} \mathbf{c}_{d-1} + \ldots + T_{k-d} \mathbf{c}_0 = \sum_{i=0}^{d} T_{k-i} \mathbf{c}_i,
\]

and \( \theta(\mathbf{c}(z)) \in [\beta_i] \). The \( N \)-th right \( i \)-minimal polynomial column vector of \( T \) is the \( N \)-th right \( i \)-annihilating polynomial column vector with the least valuation.

Similarly, we can define the left \( i \)-annihilating polynomial row vector and left \( i \)-minimal polynomial row vector. In this paper we only discuss the right case and it is easy to get the corresponding results for the left case.
For each $i$, $1 \leq i \leq m$, it is clear that there always exists an $N$th right $i$-minimal polynomial column vector of $T$ and we denote them by $M_{N,1}(z), \ldots, M_{N,m}(z)$ respectively. Let $M_N(z) = (M_{N,1}(z) \cdots M_{N,m}(z))$ be a matrix, which is invertible since $M_{N,1}(z), \ldots, M_{N,m}(z)$ are linear independent over $\mathbb{F}[z]$, and we have

$$v(T(z)M_{N,i}(z) - \text{Pol}(T(z)M_{N,i}(z))) \leq -N - 1 + v(M_{N,i}(z)), \quad 1 \leq i \leq m,$$ \hfill (1)

where $\text{Pol}(T(z)M_{N,i}(z))$ is the polynomial part of $T(z)M_{N,i}(z)$.

We can write

$$M_N(z) = (M_N(z))_{hc}D(z) + R(z),$$

where

$$D(z) = \text{Diag}\{z^{v(M_{N,i}(z))}, i = 1, \ldots, m\}$$

$$(M_N(z))_{hc} = (\theta(M_{N,1}(z)) \cdots \theta(M_{N,m}(z))),$$

and $R(z)$ denotes the remaining terms with the valuations of its column vectors strictly less than those of $D(z)$. Then

$$\det(M_N(z)) = \det((M_N(z))_{hc})z^{\sum_{i=1}^m v(M_{N,i}(z))} + \text{terms of lower degree in } z.$$

Since $(M_N(z))_{hc}$ is nonsingular and so we obtain the following lemma.

**Lemma 1.** We have

$$\deg(\det(M_N(z))) = \sum_{i=1}^m v(M_{N,i}(z)).$$

**Lemma 2.** We have $v(T(z) - \text{pol}(T(z)M_N(z))M_N^{-1}(z)) \leq -N - 1$.

**Proof.** We write $M_N^{-1}(z) = D'(z)(M_N^{-1}(z))_{hr} + B(z)$ where

$$D'(z) = \text{Diag}\{z^{v(R_{N,i}(z))}, i = 1, \ldots, m\}$$

$$(M_N^{-1}(z))_{hr} = \begin{pmatrix} (\theta(R_{N,1}(z)))^t \\ \vdots \\ (\theta(M_{N,m}(z)))^t \end{pmatrix}$$

and $R_{N,i}(z)$ is the $i$th row of $M_N^{-1}(z)$ for $1 \leq i \leq m$ and $B(z)$ is the remaining terms with the valuations of its row vectors strictly less than those of $D'(z)$. Since $M_N(z)M_N^{-1}(z) = I_{m \times m}$ and $(M_N(z))_{hc}$ is nonsingular, we have

$$v(R_{N,i}(z)) = -v(M_{N,i}(z)).$$ \hfill (2)

By (1) and (2), the desired result follows. \hfill $\square$
Therefore $\text{pol}(T(z)M_N(z))M_N^{-1}(z)$ is an $N$th partial realization of $T$. Conversely, let $\text{Pol}(T(z)M_N(z))M_N^{-1}(z)$ be an $N$th partial realization of $T$. Since $M_N(z)$ is nonsingular, it is easy to multiply $M_N(z)$ by elementary matrices such that the projection of each column of the obtained matrix is in $[\beta_i]$ respectively. Therefore the $i$th column is an $N$th right $i$-annihilating polynomial column vector of $T$ for $1 \leq i \leq m$. With the above discussions we obtain the following theorem.

**Theorem 1.** If $M_{N,i}(z)$, $1 \leq i \leq m$, is an $N$th right $i$-minimal polynomial column vector of $T$ and $M_N(z) = (M_{N,i}(z))_{1 \leq i \leq m}$, then $\text{pol}(T(z)M_N(z))M_N^{-1}(z)$ is an $N$th minimal partial realization of $T$.

Therefore the minimal partial realization problem is reduced to finding $m$ minimal polynomial column vectors with their projections in distinct classes.

Here we need to use the lattice theory.

In the sequel we always let $n = m + p$. A subset $\Lambda$ of $K^n$ is called an $\mathbb{F}[z]$-lattice if there exists a basis $\omega_1, \ldots, \omega_n$ of $K^n$ such that

$$\Lambda = \sum_{i=1}^{n} \mathbb{F}[z] \omega_i = \left\{ \sum_{i=1}^{n} f_i \omega_i : f_i \in \mathbb{F}[z], i = 1, \ldots, n \right\}.$$ 

In this situation we say that $\omega_1, \ldots, \omega_n$ form a basis for $\Lambda$. A basis $\omega_1, \ldots, \omega_n$ is reduced if $\theta(\omega_1), \ldots, \theta(\omega_n)$ are linearly independent over $\mathbb{F}$. The determinant of the lattice is defined by $\det(\Lambda) = v(\det(\omega_1, \ldots, \omega_n))$ and is independent of the choice of the basis. In [14][15] it was proved that

$$\sum_{i=1}^{n} v(\omega_i) = \det(\Lambda) \quad (3)$$

if $\omega_1, \ldots, \omega_n$ are reduced for a lattice $\Lambda$. For any vector $\gamma$, let $\mathcal{V}$ be the vector containing only the last $m$ components of $\gamma$. The reduced basis is normal if $v(\omega_1) \leq \cdots \leq v(\omega_p)$, $\theta(\omega_i) = 0_m$ for $1 \leq i \leq p$ and $\theta(\omega_{p+i}) \in [\beta_i]$ for $1 \leq i \leq m$.

Consider the matrix

$$
\begin{pmatrix}
-I_{p \times p} & T(z) \\
0_{m \times p} & I_{m \times m}z^{-N-1}
\end{pmatrix},
$$

and denote its $n$ columns by $-\varepsilon_1, \ldots, -\varepsilon_p, \alpha_{N,1}, \cdots, \alpha_{N,m}$, which span an $\mathbb{F}[z]$-lattice, simply denoted by $\Lambda$ later.

By means of a lattice basis reduction algorithm [14][17], we can transform the initial basis into a reduced one. Then it is easy to obtain a normal basis by performing some elementary transformations on the reduced basis. In the following we will show that the information we want about $T$ must appear in a normal basis of $\Lambda$.

The mapping $\eta : \Lambda \rightarrow \mathbb{F}[z]^m$ is given by

$$
\eta(-f_1(z)\varepsilon_1 - \cdots - f_p(z)\varepsilon_p + f_{p+1}(z)\alpha_{N,1} + \cdots + f_n(z)\alpha_{N,m}) = (f_{p+1}(z), \cdots, f_n(z))^t,
$$
where \( f_1(z), \ldots, f_n(z) \in \mathbb{F}[z] \). Conversely, any polynomial column vector \( c(z) \in \mathbb{F}[z]^m \) completely determines an associated element in \( \Lambda \) given by

\[
\sigma(c(z))|_\Lambda := \left( \frac{T(z)c(z) - \text{Pol}(T(z)c(z))}{c(z)z^{-N-1}} \right).
\]

For \( 1 \leq i \leq m \), let

\[
S_i(\Lambda) = \{ \gamma \in \Lambda : \theta(\gamma) \in [\beta_i] \}
\]

and

\[
\Gamma_i(T) = \{ c(z) \in \mathbb{F}[z]^m : c(z) \text{ is an } N \text{th right } i\text{-annihilating polynomial column vector of } T \}.
\]

Furthermore, we define a natural ordering, namely, both \( S_i(\Lambda) \) and \( \Gamma_i(T) \) are ordered by the valuation of an element in them.

**Theorem 2.** The mapping \( \eta \) restricted on \( S_i(\Lambda) \) is an order-preserving one-to-one correspondence from \( S_i(\Lambda) \) to \( \Gamma_i(T) \) for \( 1 \leq i \leq m \), and \( \sigma \) restricted on \( \Gamma_i(T) \) is its inverse.

**Proof.** Denote \( \eta \) restricted on \( S_i(\Lambda) \) by \( \eta|_{S_i(\Lambda)} \), \( \sigma \) restricted on \( \Gamma_i(T) \) by \( \sigma|_{\Gamma_i(T)} \), respectively. First we need to show that \( \eta|_{S_i(\Lambda)} \) is well-defined. For any vector \( \gamma \in S_i(\Lambda) \), we have

\[
\gamma = \left( \frac{T(z)\eta(\gamma) - \text{Pol}(T(z)\eta(\gamma))}{\eta(\gamma)z^{-N-1}} \right).
\]

Since \( \gamma \in S_i(\Lambda) \), we have \( v(T(z)\eta(\gamma) - \text{Pol}(T(z)\eta(\gamma))) \leq -N - 1 + v(\eta(\gamma)) \) and so \( \eta(\gamma) \in \Gamma_i(T) \). Similarly \( \sigma|_{\Gamma_i(T)} \) is well-defined. It is easy to check that \( \eta|_{S_i(\Lambda)}\sigma|_{\Gamma_i(T)} = 1 \) and \( \sigma|_{\Gamma_i(T)}\eta|_{S_i(\Lambda)} = 1 \). For any two elements \( \gamma_1, \gamma_2 \in S_i(\Lambda) \) with \( v(\gamma_1) \leq v(\gamma_2) \), we have \( v(\eta(\gamma_1)) \leq v(\eta(\gamma_2)) \) for all \( 1 \leq i \leq m \).

**Theorem 3.** Let \( \omega_1, \ldots, \omega_{p+m} \) be a normal basis for \( \Lambda \). Then \( \eta(\omega_{p+i}) \), \( 1 \leq i \leq m \), is an \( N \)th right \( i \)-minimal polynomial column vector of \( T \).

**Proof.** By Theorem 2, it suffices to show that \( \omega_{p+i} \) is a minimal element in \( S_i(\Lambda) \) for \( 1 \leq i \leq m \). Suppose there exists a vector \( \gamma \in S_i(\Lambda) \) such that \( v(\gamma) < v(\omega_{p+i}) \) for some \( i \), \( 1 \leq i \leq m \). In view of \( \gamma \in \Lambda \), we can write \( \gamma = f_1(z)\omega_1 + \ldots + f_n(z)\omega_n \) with \( f_j(z) \in \mathbb{F}[z] \) for \( 1 \leq j \leq n \). Since \( \theta(\omega_1), \ldots, \theta(\omega_n) \) are linearly independent over \( \mathbb{F} \) and by convention \( \deg(0) = -\infty \), we have \( \gamma = \max\{v(\omega_j) + \deg(f_j(z)) : 1 \leq j \leq n \} \). Let \( I(\gamma) = \{ 1 \leq j \leq n : v(\omega_j) + \deg(f_j(z)) = v(\gamma) \} \) and so \( f_{p+i}(z) = 0 \) because of \( v(\gamma) < v(\omega_{p+i}) \). Let \( \text{lc}(f(x)) \) denote the leading coefficient of a polynomial \( f(x) \). Thus it follows that

\[
\theta(\gamma) = \sum_{j \in I(\gamma)} \text{lc}(f_j(z)) \theta(\omega_j) \notin [\beta_i],
\]

a contradiction with \( \gamma \in S_i(\Lambda) \).
So far we can solve the minimal partial realization problem by Theorem 1, Theorem 2 and Theorem 3. We give our algorithm below, in which we give the initialization in step 1, transform the initial basis into a reduced one in step 2, and into a normal one in step 3. Finally we output the result in step 4.

Algorithm 2.1

Input: the first \( N \) terms of a matrix sequence \( T = (T_1, T_2, \ldots) \).
Output: an \( N \)th minimal realization of \( T \).

1. Initialize \( \omega_1 \leftarrow -\varepsilon_1, \ldots, \omega_p \leftarrow -\varepsilon_p, \omega_{p+1} \leftarrow \alpha_{N, 1}, \ldots, \omega_n \leftarrow \alpha_{N, m} \).
2. While \( \theta(\omega_1), \ldots, \theta(\omega_n) \) are linearly dependent over \( \mathbb{F} \) do
   (Reduction step)
   There is a vector \( (a_1, \ldots, a_n) \) such that \( \sum_{i=1}^{n} a_i \theta(\omega_i) = 0_n \) and find an integer \( h \) such that \( v(\omega_h) = \max\{v(\omega_i) : 1 \leq i \leq m, a_i \neq 0\} \).
   Set \( \xi \leftarrow \sum_{i=1}^{n} a_i z^{-v(\omega_i)+v(\omega_h)} \omega_i \) and \( \omega_h \leftarrow \xi \).

3. For \( j = 1, \ldots, m \) do
   Find an integer \( k \) such that \( v(\omega_k) = \min\{v(\omega_i) : 1 \leq i \leq n \) and the \( (p+j) \)th component of \( \theta(\omega_i) \) is nonzero\} and set \( c_k \leftarrow \theta(\omega_k) \).
   For \( i = 1, \ldots, n \) do
     If \( i \neq k \) and the \( (p+j) \)th component \( c \) of \( \theta(\omega_i) \) is not zero then
     set \( \omega_i \leftarrow \omega_i - c_k z^{-v(\omega_k)+v(\omega_i)} \omega_k \) and \( \omega_k \leftarrow c_k \omega_k \).
   end-If
end-For

Arrange the \( \omega_i \) in such a way such that \( \overline{\theta(\omega_i)} = 0_m, i = 1, \ldots, p, v(\omega_1) \leq \ldots \leq v(\omega_p) \) and \( \theta(\omega_{p+i}) \in [\beta_i] \) for \( 1 \leq i \leq m \).
4. Set \( M_N(z) \leftarrow (\eta(\omega_{p+i}))_{1 \leq i \leq m} \), output \( \text{pol}(T(z)M_N(z))M_{N-1}(z) \) and terminate the algorithm.

Remark 1. When \( m = 1 \) the above algorithm becomes the synthesis algorithm for vector sequences as in [20]. Similar to [20] we also show that the algorithm will terminate in the finite steps. We introduce a function \( \Psi(\omega_1, \ldots, \omega_n) = -m(N+1) - \sum_{i=1}^{n} v(\omega_i) \). Whenever a reduction step takes place, the value of \( \Psi(\omega_1, \ldots, \omega_{m+1}) \) strictly increases by the above discussions and when \( \Psi(\omega_1, \ldots, \omega_{m+1}) = 0 \) the corresponding basis becomes reduced [17]. Thus the number of reduction steps is at most \( m(N+1) \).

3 Parametrization of All Minimal Partial Realizations and the Uniqueness Issue

Given a normal basis \( \omega_1, \ldots, \omega_n \) of the lattice \( \Lambda \), put \( \pi_i = v(\omega_i) \). Then the set \( \{\pi_1, \ldots, \pi_n\} \) is completely determined by the lattice \( \Lambda \) and does not depend on the particular normal basis \( \omega_1, \ldots, \omega_n \) [17]. It is easy to see that the lattice \( \Lambda \) is completely determined by \( T \) and \( N \), and so the set can be as the invariance of the first \( N \) terms of the matrix sequence \( T \). Since \( \omega_{p+i} \in S_i(\Lambda) \), it is easy to get
\[ v(\eta(\omega_{p+i})) = N + 1 + \pi_{p+i}, \quad 1 \leq i \leq m. \] (4)

So we have the following theorem.

**Theorem 4.** If \( M_N(z) \) is an \( N \)th minimal partial realization of \( T \) then

\[ \deg(\det(M_N(z))) = -\sum_{j=1}^{p} \pi_j. \]

**Proof.** Let \( \omega_1, \ldots, \omega_n \) be a normal basis of \( \Lambda \). By (3) we have

\[ \sum_{j=1}^{n} v(\omega_j) = \det(\Lambda) = -m(N + 1). \]

Thus the result follows from (4) and Lemma 1. \( \square \)

As we know, the realization pair \( (\text{Pol}(T(z)M_N(z)), M_N(z)) \) is defined at best only up to right multiplication by an \( m \times m \) unimodular matrix. In the following we first give all solutions of the \( N \)th right \( i \)-minimal polynomial column vectors of \( T \) for \( 1 \leq i \leq m \).

**Theorem 5.** Let \( \omega_1, \ldots, \omega_n \) be a normal basis for the lattice \( \Lambda \). Then all the \( N \)th right \( i \)-minimal polynomial column vectors of \( T \), \( 1 \leq i \leq m \), are obtained from

\[ \eta(\omega_{p+i}) + \sum_{j=1, j \neq p+i}^{n} f_{i,j}(z) \omega_j, \]

where \( f_{i,j}(z) \in \mathbb{F}[z] \) and \( \deg(f_{i,j}(z)) \leq \pi_{p+i} - \pi_j \) with \( 1 \leq j \leq n \) and \( j \neq p+i \).

**Proof.** Assume \( c(z) \) is an \( N \)th right \( i \)-minimal polynomial column vector of \( T \) for \( 1 \leq i \leq m \). By Theorem 2 we have \( \eta^{-1}(c(z)) = \gamma \in S_i(\Lambda) \) and

\[ v(\gamma) = v(\omega_{p+i}). \] (5)

So \( \gamma \) can be written as the form \( \gamma = \sum_{j=1}^{n} f_{i,j}(z) \omega_j. \) Since \( \omega_1, \ldots, \omega_n \) are reduced, \( \theta(\omega_1), \ldots, \theta(\omega_n) \) are linearly independent over \( \mathbb{F} \). By (3), we have \( f_{i,p+i}(z) = 1 \) and \( \deg(f_{i,j}(z)) + v(\omega_j) = v(\omega_{p+i}) \) for all \( j, 1 \leq j \leq n \) and \( j \neq p+i \). The result is easily obtained since \( \eta \) restricted on \( S_i(\Lambda) \) is one-to-one correspondence. \( \square \)

In addition we can parameterize all minimal partial realizations as in [5,13,18], that is,

\[ M_N(z) = (\eta(\omega_{p+i}) + \sum_{j=1}^{p} f_{i,j}(z)\omega_j)_{1 \leq i \leq m}, \]

where \( f_{i,j}(z) \) is defined as above.

From Theorem 5 we can give the sufficient and necessary condition for the uniqueness of the minimal partial realizations [5,13,18].

**Theorem 6.** The \( N \)th minimal partial realization of \( T \) is unique if and only if \( \pi_{p+i} < \pi_1 \) for \( i = 1, \ldots, m \).
4 A Special Realization Algorithm

In Algorithm 2.1, if \( m = 1 \) there is a unique vector \((a_1, \cdots, a_n)\) in reduction step such that \( \sum_{j=1}^{n} a_j \theta(\omega_j) = 0_n \). However in general there are many choices about the vector \((a_1, \cdots, a_n)\) and so we give a special choice such that the total number of reduction steps is as small as possible.

First we introduce length parameters, that is, \( N_i = v(\eta(\omega_i)) - v(\omega_i) \) for \( 1 \leq i \leq n \). Hence we have \( \delta_j(\eta(\omega_i), T) = 0_p \) for \( j = 1, \ldots, N_i - 1 \), but \( \delta_{N_i}(\eta(\omega_i), T) \neq 0_p \). In particular, \( N_i = N + 1 \) if and only if \( \theta(\omega_i) \neq 0_m \). According to these parameters, combine certain reduction steps into a small while-loop and let \( r \) denote the current number of such small while-loops. It will be showed that at each \( r \), the recursively updated basis \( \omega_1, \ldots, \omega_n \) satisfies the following conditions.

1. \( \theta(\omega_1), \ldots, \theta(\omega_p) \) are linearly independent over \( \mathbb{F} \) and \( \overline{\theta(\omega_j)} = 0_m \) for \( j = 1, \ldots, p \).
2. \( \overline{\theta(\eta(\omega_{p+1}))}, \ldots, \overline{\theta(\eta(\omega_{p+m}))} \) are linearly independent over \( \mathbb{F} \).
3. For each \( s, p + 1 \leq s \leq n, N_s > N_j \) for \( j = 1, \ldots, p \).

Put \( r \leftarrow 0 \) when the same initialization is given as Algorithm 2.1 and at this time the above conditions are trivially satisfied.

In the above situation one proceeds as follows. If \( \overline{\theta(\omega_{p+i})} \neq 0_m \) for \( i = 1, \ldots, m \), the basis becomes normal just by rearranging the order of the basis elements since the basis satisfies Condition 1, 2 and 3, and so let \( M_N(z) = (\eta(\omega_{p+i}))_{1 \leq i \leq m} \) and \( \text{pol}(T(z)M_N(z))M_N^{-1}(z) \) is an \( N \)th minimal partial realization of \( T \). Therefore the algorithm terminates.

Otherwise, set \( I = \{ p + 1 \leq s \leq n : \overline{\theta(\omega_s)} = 0_m \) and \( N_s \) is minimum \}.

Choose a number \( s \in I \) and do the following reduction step. Since \( \overline{\theta(\omega_s)} = 0_m \) and so there exists a unique vector \((a_1, \ldots, a_p)\) such that \( \theta(\omega_s) = \sum_{j=1}^{p} a_j \theta(\omega_j) \). Let \( h \) be an integer such that \( v(\omega_h) = \max \{ v(\omega_j) : 1 \leq j \leq p, a_i \neq 0 \} \). We need to consider two cases.

Case 1. Suppose \( v(\omega_s) \geq v(\omega_h) \). In this case we let

\[
\xi = \omega_s - \sum_{j=1}^{p} a_j z^{-v(\omega_j)+v(\omega_s)} \omega_j. \tag{6}
\]

Clearly, \( \eta(\xi) = \eta(\omega_s) - \sum_{j=1}^{p} a_j z^{-v(\omega_j)+v(\omega_s)} \eta(\omega_j) \). From (6) we have \( v(\xi) < v(\omega_s) \). Then \( \omega_s \) is replaced by \( \xi \) and the other \( \omega_j \) are unchanged.

Case 2. Suppose \( v(\omega_s) < v(\omega_h) \). Then we let

\[
\xi = z^{-v(\omega_h)+v(\omega_s)} \omega_s - \sum_{j=1}^{p} a_j z^{-v(\omega_j)+v(\omega_h)} \omega_j. \tag{7}
\]

Similarly, we have \( \eta(\xi) = z^{-v(\omega_s)+v(\omega_h)} \eta(\omega_s) - \sum_{j=1}^{p} a_j z^{-v(\omega_j)+v(\omega_h)} \eta(\omega_j) \). From (7), we have \( v(\xi) < v(\omega_h) \). Then we replace \( \omega_h \) by \( \omega_s \), \( \omega_s \) by \( \xi \), and leave the other \( \omega_j \) unchanged.
Set $I \leftarrow I/\{s\}$ and if $I$ is not an empty set, we do the above reduction step. Therefore it is easy to check that the new updated basis returns to the situation satisfying Condition 1, 2 and 3 when $I$ becomes an empty set. Set $r \leftarrow r+1$ and we proceed with the algorithm from there. We give the algorithm as follows.

**Algorithm 4.1**

Input: the first $N$ terms of a matrix sequence $T = (T_1, T_2, \ldots)$. 
Output: an $N$th minimal partial realization of $T$.

1. Initialize $\omega_1 \leftarrow -\varepsilon_1, \ldots, \omega_p \leftarrow -\varepsilon_p, \omega_{p+1} \leftarrow \alpha_{N,1}, \ldots, \omega_n \leftarrow \alpha_{N,m}$, $r \leftarrow 0$.
2. While there is an element $\omega_s$, $p+1 \leq s \leq n$, with $\theta(\omega_s) = 0_m$ do 
   Set $I = \{p+1 \leq s \leq n : \theta(\omega_s) = 0_m \text{ and } N_s = v(\eta(\omega_s)) - v(\omega_s) \text{ is minimal}\}$.
   While $I \neq \emptyset$ do 
   Choose an integer $s \in I$ and so there exists a vector $(a_1, \ldots, a_p)$ such that $\theta(\omega_s) = \sum_{j=1}^{p} a_j \theta(\omega_j)$ and find an integer $h$ such that $v(\omega_h) = \max\{v(\omega_j) : 1 \leq j \leq p, a_j \neq 0\}$.
   If $v(\omega_s) \geq v(\omega_h)$ then 
   Set $\xi \leftarrow \omega_s - \sum_{j=1}^{p} a_j z^{-v(\omega_j)+v(\omega_s)} \omega_j$
   else 
   set $\xi \leftarrow z^{-v(\omega_s)+v(\omega_h)} \omega_s - \sum_{j=1}^{p} a_j z^{-v(\omega_j)+v(\omega_h)} \omega_j$, $\omega_h \leftarrow \omega_s$
   end-If
   Set $\omega_s \leftarrow \xi$ and $I \leftarrow I/\{s\}$.
   end-While 
   $r \leftarrow r+1$.
   end-While
3. Set $M_N(z) \leftarrow (\eta(\omega_{p+i}))_{1 \leq i \leq m}$, output $\text{pol}(T(z)M_N(z))M_N^{-1}(z)$, and terminate the algorithm.

The above algorithm requires much memory and so it is not efficient in practice when $N$ is very large. Similar to the method in [20], we deduce an efficient iterative algorithm from Algorithm 4.1. Here we only simply describe the idea. Note that for every basis element $\omega_i$, $1 \leq i \leq n$, we only use its three parameters, that is, $v(\omega_i), \theta(\omega_i)$ and $\eta(\omega_i)$ and so we suffice to keep track of those values, which can be represented from the information of the given matrix sequence $T$, that is, $v(\omega_i) = -N_i + v(\eta(\omega_i)), \theta(\omega_i) = (\delta_{N_i}(\eta(\omega_i), T), 0_m)^t$. Thus we can derive the following algorithm from algorithm 4.1.

**Algorithm 4.2**

Input: the first $N$ terms of a matrix sequence $T = (T_1, T_2, \ldots)$. 
Output: an $N$th minimal partial realization of $T$.

1. For $i = 1, \ldots, p$, set $c_i^*(z) \leftarrow 0_m$, $\delta_i^* \leftarrow (0, \ldots, 0, -1, 0, \ldots, 0) \in \mathbb{F}^p$, and $v_i^* \leftarrow 0$. For $i = 1, \ldots, m$, set $M_{0,i}(z) = (0, \ldots, 0, 1, 0, \ldots, 0) \in \mathbb{F}^m$.
   $k \leftarrow 0$. 


2. For \( i = 1, \ldots, m \) do
   If \( \delta_{k+1}(M_k, i(z), T) = 0 \) then set \( M_{k+1, i}(z) = M_{k, i}(z) \).
   else
      Set \( \delta_i \leftarrow \delta_{k+1}(M_k, i(z), T) \), \( v_i \leftarrow -k + 1 + v(M_k, i(z)) \).
      Find a vector \( (a_1, \cdots, a_p) \) such that
      \[
      \delta_i = \sum_{j=1}^{p} a_j \delta_j^*.
      \]
      Find an integer \( h \) such that \( v_h^* = \max\{v_j^* : 1 \leq j \leq p, a_j \neq 0 \} \).
      If \( v_i \geq v_h^* \) then
         Set \( M_{k+1, i}(z) = M_{k, i}(z) - \sum_{j=1}^{p} a_j z^{-v_j^*+v_i} c_j^*(z) \).
      else
         Set \( M_{k+1, i}(z) = z^{-v_i+v_h^*} M_{k, i}(z) - \sum_{j=1}^{p} a_j z^{-v_j^*+v_h^*} c_j^*(z) \)
         and \( v_h^* \leftarrow v_i \), \( c_h^*(z) \leftarrow M_{k, i}(z) \), \( \delta_h \leftarrow \delta_i \).
   end-If
end-For
3. If \( k + 1 = N \) then
   set \( M_N(z) \leftarrow (M_N, i)_{1 \leq i \leq m} \), output \( \text{pol}(T(z)M_N(z))M_N^{-1}(z) \) and terminate the algorithm.
else
   set \( k \leftarrow k + 1 \), go to 2.
end-If

5 An Example

We use an example in [5]. Given a matrix sequence
\[
T(z) = \begin{pmatrix}
-1 & 1 & 2 & 1 \\
0 & 1 & 2 & 1 \\
0 & 0 & 2 & 1 \\
\end{pmatrix} z^{-1} + \begin{pmatrix}
0 & 1 & 1 & 2 \\
0 & 0 & 1 & 1 \\
\end{pmatrix} z^{-2} + \begin{pmatrix}
1 & 1 & 1 & 2 \\
1 & 0 & 2 & 1 \\
\end{pmatrix} z^{-3} + \begin{pmatrix}
1 & 1 & 1 & 2 \\
1 & 0 & 2 & 1 \\
\end{pmatrix} z^{-4} + \begin{pmatrix}
1 & 1 & 1 & 2 \\
1 & 0 & 2 & 1 \\
\end{pmatrix} z^{-5} + \begin{pmatrix}
2 & 2 & 2 & 2 \\
1 & 1 & 2 & 1 \\
\end{pmatrix} z^{-6} + \cdots,
\]
the goal is to find a 6th minimal partial realization of \( T \).

We use Algorithm 4.1 to compute it.

\( r = 0 \). The initial basis is \( \omega_1 \leftarrow (-1, 0, 0, 0)^t \), \( \omega_2 \leftarrow (0, -1, 0, 0)^t \), \( \omega_3 \leftarrow (-z^{-1} + z^{-3} + z^{-4} + z^{-5} + 2z^{-6}, -z^{-3} + z^{-5} + z^{-6}, z^{-7}, 0)^t \), and \( \omega_4 \leftarrow (z^{-1} + z^{-2} + z^{-3} + 2z^{-4} + 4z^{-5} + 7z^{-6}, z^{-3} + z^{-4} + z^{-5} + 2z^{-6}, 0, z^{-7})^t \).

\( r = 1 \). \( I = \{3, 4\} \).

Since \( \theta(\omega_3) = \theta(\omega_1) \) and \( v(\omega_3) < v(\omega_1) \), we have \( \xi \leftarrow z\omega_3 - \omega_1 = (z^{-2} + z^{-3} + z^{-4} + 2z^{-5} - z^{-2} + z^{-4} + z^{-5}, z^{-6}, 0)^t \), \( \omega_1 \leftarrow \omega_3 \), \( \omega_3 \leftarrow \xi \).

Since \( \theta(\omega_4) = -\theta(\omega_1) \) and \( v(\omega_4) = v(\omega_1) \), we have \( \omega_4 \leftarrow \omega_4 + \omega_1 = (z^{-2} + 2z^{-3} + 3z^{-4} + 5z^{-5} + 9z^{-6}, z^{-4} + 2z^{-5} + 3z^{-6}, 0, z^{-7})^t \), and the others are unchanged.

\( r = 2 \). \( I = \{4\} \).
Since $\theta(\omega_4) = -\theta(\omega_1)$ and $v(\omega_4) \leq v(\omega_1)$, we have $\xi \leftarrow z\omega_4 + \omega_1 = (2z^{-2} + 4z^{-3} + 6z^{-4} + 10z^{-5} + 2z^{-6}, z^{-4} + 4z^{-5} + z^{-6}, z^{-6} + z^{-7}, z^{-6})^t$, $\omega_1 \leftarrow \omega_4$, $\omega_4 \leftarrow \xi$ and the others are not changed.

$r = 3$. $I = \{3, 4\}$.

Since $\theta(\omega_3) = \theta(\omega_1) + \theta(\omega_2)$ and $v(\omega_3) \leq v(\omega_2)$, we have $\xi = -z^2 \omega_3 + z^2 \omega_1 + \omega_2 = (z^{-1} + 2z^{-2} + 3z^{-3} + 9z^{-4}, z^{-3} + 3z^{-4}, -z^{-4} + z^{-5}, z^{-5})^t$, $\omega_2 \leftarrow \omega_3$, $\omega_3 \leftarrow \xi$ and the others are unchanged.

Since $\theta(\omega_4) = 2\theta(\omega_1)$ and $v(\omega_4) = v(\omega_1)$, we have $\omega_4 \leftarrow \omega_4 - 2\omega_1 = (-16z^{-6}, -5z^{-6}, z^{-6} - z^{-7}, z^{-6} - 2z^{-7})^t$, and the others are not changed.

$r = 4$. $I = \{3\}$.

Since $\theta(\omega_3) = \theta(\omega_1)$ and $v(\omega_3) < v(\omega_1)$, we have $\omega_3 \leftarrow \omega_3 - z\omega_1 = (4z^{-4} - 9z^{-5}, z^{-4} - 3z^{-5}, -z^{-4} + z^{-5} - z^{-6}, z^{-5} - z^{-6})^t$, $\omega_4 \leftarrow (-16z^{-6}, -5z^{-6}, z^{-6} - z^{-7}, z^{-6} - 2z^{-7})^t$, $\omega_2 \leftarrow (z^{-2} + z^{-3} + z^{-4} + 2z^{-5}, -z^{-2} + z^{-4} + z^{-5}, z^{-6}, 0)^t$ and $\omega_1 \leftarrow (z^{-2} + 2z^{-3} + 3z^{-4} + 5z^{-5} + 9z^{-6}, z^{-4} + 2z^{-5} + 3z^{-6}, z^{-7}, z^{-7})^t$.

At this time they become normal and so

$$M_6(z) = \begin{pmatrix} -z^3 + z^2 - z & 1 \\ z^2 - z & z - 2 \end{pmatrix}.$$ 

6 Conclusions

In this paper we extend a minimal partial realization algorithm for vector sequences to matrix sequences by means of the lattice basis reduction. The main idea of the algorithm lies in finding the reduction relation of the basis elements such that their valuations become smaller and smaller till they become reduced. Therefore different reduction ways lead to different realization algorithms. As we see, Algorithm 4.2 is similar to the minimal partial realization algorithms in [5,15].

In Algorithm 4.1, if the matrix $(\theta(\omega_1) \ldots \theta(\omega_p))$ is kept lower-triangular, we have a special method to solve the equation $\theta(\omega_{p+i}) = \sum_{j=1}^p a_j \theta(\omega_j)$, that is, eliminating the nonzero $j$th component, $1 \leq j \leq p$, of $\theta(\omega_{p+i})$ with the corresponding $\theta(\omega_j)$ step by step. Similar to the method of deriving Algorithm 4.2 from Algorithm 4.1, we can deduce the algorithm in [13].

Therefore our algorithm provides a greater insight into the minimal partial realization problem and gives a unified algorithm for this problem.
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Abstract. Linear recurring sequences with very large periods are widely used as the basic building block of pseudorandom number generators. In many simulation applications, multiple streams of random numbers are needed, and these multiple streams are normally provided by jumping ahead in the sequence to obtain starting points that are far apart. For maximal-period generators having a large state space, this jumping ahead can be costly in both time and memory usage. We propose a new jump ahead method for this kind of situation. It requires much less memory than the fastest algorithms proposed earlier, while being approximately as fast (or faster) for generators with a large state space such as the Mersenne twister.

1 Introduction

Pseudorandom number generators (PRNGs) are widely used in many scientific areas, such as simulation, statistics, and cryptography. Generating multiple disjoint streams of pseudorandom number sequences is important for the smooth implementation of variance-reduction techniques on a single processor (see [1,2,3] for illustrative examples), as well as in conjunction with parallel computing. Generators with multiple streams and substreams have been already adopted, or are in the process of being adopted, in leading edge simulation software tools such as Arena, Automod, MATLAB, SAS, Simul8, SSJ, Witness, and ns2, for example. The substreams are normally obtained by splitting the sequence of a large-period generator into long disjoint subsequences whose starting points are equidistant in the original sequence, say \(J\) steps apart. To obtain the initial state (or starting point) of a new substream, we must jump ahead by \(J\) steps in the original sequence from the initial state of the most recently created substream. In many

\* This work was supported in part by JSPS Grant-In-Aid #16204002, #18654021, #19204002, JSPS Core-to-Core Program No.18005, NSERC-Canada, and a Canada Research Chair to the third author.

cases, this must be done thousands of times (or more) in a simulation, so we need an efficient algorithm for this jump ahead. Unfortunately, for huge-period generators such as the Mersenne twister and the WELL [4,5], for example, efficient jump ahead is difficult. For this reason, most current implementations use a base generator whose state space is not so large (e.g., 200 bits or so), and this limits the period length.

When the PRNG is based on a linear recurrence, a simple way to jump ahead is to express the recurrence in matrix form, precompute and store the $J$-th power of the relevant matrix, and jump ahead via a simple matrix-vector multiplication. But for large-period generators, this method requires an excessive amount of memory and is much too slow. Haramoto et al. [6] introduced a reasonably fast jumping-ahead algorithm based on a sliding-window method. One drawback of this method, however, is that it requires the storage of a large precomputed table, at least in its fastest version.

The new method proposed in this paper is based on a representation of the linear recurrence in a space of formal series, where jumping ahead corresponds to multiplying the series by a polynomial. It requires much less memory than the previous one, and is competitive in terms of speed. Under a certain condition on the output function, the speed is actually $O(k \log_2 k) \approx O(k^{1.59})$ for a $k$-bit state space, compared with $O(k^2)$ for the previous method. For the Mersenne twister with period length $2^{19937} - 1$, this condition is satisfied and the new method turns out to be faster, according to our experiments.

The remainder is organized as follows. In Section 2, we define the setting in which these jumping-ahead methods are applied, and we briefly summarize the previously proposed techniques. The new method is explained in Section 3. Its application to the Mersenne twister is discussed in Section 5. Section 6 reports timing experiments.

## 2 Setting and Summary of Existing Methods

Many practical generators used for simulation are based on linear recurrences, because important properties such as the period and the high-dimensional distribution can then be analyzed easily by linear algebra techniques. For notational simplicity, our description in this paper is in the setting of a linear recurrence in a field of characteristic 2, i.e., we assume that the base field is the two-element field $\mathbb{F}_2$. However, the proposed method is valid for any finite field.

We consider a PRNG with state space $S := \mathbb{F}_2^k$, for some integer $k > 0$, and (state) transition function $f : S \to S$, linear over $\mathbb{F}_2$. Thus, $f$ can be identified with its representation matrix $F$, a binary matrix of size $k \times k$, and a state $s \in S$ is then a $k$-dimensional column vector. For a given initial state $s_0$, the state evolves according to the recurrence

$$s_{m+1} := f(s_m) = Fs_m, \quad m = 0, 1, 2, \ldots$$

An output function $o : S \to O$ is specified, where $O$ is the set of output symbols, and $o(s)$ is the output when we are in state $s$. Thus, the generator produces a
sequence of elements \( o(s_0), o(s_1), \ldots \), of \( O \). For example, in the stream cipher, \( o \) is called the filter, and high nonlinearity is required. In principle, jumping ahead should depend only on \( f \), and not on \( o \). However, the algorithm introduced in this paper assumes that \( o \) has a specific (linear) form and that one can easily reconstruct the state from a sequence of \( k \) successive output values.

Our purpose is to provide an efficient procedure \( \text{Jump} \) that computes \( f^J(s) \) for arbitrary states \( s \), for a given huge integer \( J \). Typically, \( J \) is fixed and taken large enough to make sure that a stream will never use more than \( J \) numbers in a simulation.

A naive implementation of \( \text{Jump} \) is to precompute the matrix power \( A := F^J \) (in \( \mathbb{F}_2 \)) and store it (this requires \( k^2 \) bits of memory). Then, \( f^J(s) \) is just the matrix-vector multiplication \( As \). However, modern generators with huge state spaces, such as the Mersenne Twister \([4]\) and the WELL \([7]\), for which \( k = 19937 \) or more, merely storing \( A \) requires too much memory, and the matrix-vector multiplication is very time-consuming.

The alternative proposed in \([6]\) works as follows. Let \( \varphi_F(t) \) be the minimal polynomial of \( F \). (The method also works if we use the characteristic polynomial \( \det(tI - F) \) instead of \( \varphi_F(t) \).) First, we precompute and store the coefficients of

\[
g(t) := t^J \mod \varphi_F(t) = \sum_{i=0}^{k-1} a_i t^i. \tag{2}
\]

This requires only \( k \) bits of memory. Then, \( \text{Jump} \) can be implemented using Horner’s method:

\[
F^J s_0 = g(F)s_0 = F(\cdots F(F(ax_{k-1}s_0) + a_{k-2}s_0) + a_{k-3}s_0) + \cdots) + a_0s_0. \tag{3}
\]

An important remark is that the matrix-vector multiplication \( Fs \) corresponds to advancing the generator’s state by one step as in \([1]\). This operation is usually very fast: good generators are designed so that it requires only a few machine instructions. Thus, when computing the right side of \([3]\), the addition of vectors dominates the computing effort. In this procedure, assuming that \( g(t) \) is precomputed, \( k \) applications of \( F \) and approximately \( k/2 \) vector additions are required for implementing \( \text{Jump} \). Since these are \( k \)-bit vectors, this means an \( O(k^2) \) computing time.

The speed can be improved by a standard method called the sliding window algorithm, which precomputes a table that contains \( h(F)s_0 \) for all polynomials \( h(t) \) of degree less than or equal to some constant \( q \), and uses this table to compute \([3]\) \((q+1)\) digits at a time. This requires \( 2^q k \) bits of memory for the table (this can be significant when \( k \) is huge), but the number of (time-consuming) vector additions is decreased to roughly

\[
2^q + \lceil k/(q + 1) \rceil. \tag{4}
\]

The integer \( q \) can be selected to optimize the speed, while paying attention to the memory consumption of \( 2^q k \) bits; see \([6]\) for the details. The new method proposed in the next section does not require such a large table.
Jumping by Fast Polynomial Multiplication

A linear recurrence over \( \mathbb{F}_2 \) can be represented in different spaces and it is not difficult (at least in principle) to switch from one representation to the other \cite{8,9}. The basic PRNG implementation usually represents the state as a \( k \)-bit vector and computes the matrix-vector product in \( \mathbb{F}_2^k \) by just a few elementary operations. In other representations, used for example to verify maximal period conditions and to analyze the multidimensional uniformity of the output values, the state is represented as a polynomial or as a formal series \cite{10,9}. Here, we will use a formal series representation of the state, switch to that representation to perform the jumping ahead, and then recover the state in the original representation. A key practical requirement is the availability of an efficient method to perform this last step.

For our purpose, we assume that the linear output function \( o \) returns a single bit; that is, we have \( o : S \to \mathbb{F}_2 \). Here, we may choose any \( o \) satisfying the injective condition stated below, for the purpose of jump computation. For the Mersenne twister, for example, the output at each step is a block of 32 bits and we can just pick up the most significant bit. We also assume that the mapping \( S \to \mathbb{F}_2^k \) which maps the generator’s state to the next \( k \) bits of output is one-to-one, so we can recover the state from \( k \) successive bits of output. This assumption is not restrictive: for example, if the period of this single-bit output is \( 2^k - 1 \), which is usually the case in practice, then the assumption is satisfied by comparing the cardinality of the state space and the set of the \( k \) successive bits.

More specifically, let

\[
G(s, t) = \sum_{i=1}^{\infty} o(s_{i-1})t^{-i},
\]

which is the generating function of the output sequence when the initial state is \( s_0 = s \). Note that \( G(s_1, t) = tG(s_0, t) \pmod{\mathbb{F}_2[t]} \), so that

\[
G(s_J, t) = t^J G(s_0, t) \pmod{\mathbb{F}_2[t]} = g(t)G(s_0, t) \pmod{\mathbb{F}_2[t]},
\]

because \( \varphi_F(t) \in \mathbb{F}_2[t] \). To recover the state \( s_J \), we only need the coefficients of \( t^{-1}, \ldots, t^{-k} \) in \( G(s_J, t) = g(t)G(s_0, t) \), i.e., the truncation of \( G(s_J, t) \) to its first \( k \) terms. This means that we can replace \( G(s_0, t) \) by its truncation to its first \( 2k \) terms, or equivalently by the truncation of \( t^{2k}G(s_0, t) \) to its first \( 2k \) terms, which gives the polynomial

\[
h(s_0, t) = \sum_{i=0}^{2k-1} o(s_i)t^{2k-1-i}.
\]

We can then compute the polynomial product \( g(t)h(s_0, t) \), and observe that the coefficients of \( t^{2k-1}, \ldots, t^k \) in this polynomial are exactly the output bits \( o(s_J), \ldots, o(s_{J+k-1}) \), from which we can recover the state \( s_J \).

With the classical (standard) method, we need \( O(k^2) \) bit operations just to multiply the polynomials \( g(t) \) and \( h(s_0, t) \), so we are doing no better than with
the method of [6]. Polynomial multiplication can be done with only $O(k \log k)$ bit operations using fast Fourier transforms, but the hidden constants are larger and the corresponding algorithm turns out to be slower when implemented, for the values of $k$ that we are interested in. A third approach, implemented in the NTL library [11], is Karatsuba’s algorithm (see, e.g., [12]), which requires $O(k \log_2^3) \approx O(k^{1.59})$ bit operations. This algorithm is faster than the classical method even for moderate values of $k$, and this is the one we adopt for this step of our method.

The last ingredient we need is a fast method to compute the inverse image of the mapping

$$o^{(k)} : s \mapsto (o(s), o(Fs), o(F^2s), \ldots, o(F^{k-1}s)),$$

to be able to recover the state $s_J$ from the coefficients of $g(t)h(s_0, t)$. For important classes of PRNGs such as the twisted GFSR and Mersenne twister, there is a simple algorithm to compute this inverse image in $O(k)$ time. Then, our entire procedure works in $O(k \log_2^3) \approx O(k^{1.59})$ time.

The procedure is summarized in Algorithm 1. It assumes that $g(t)$ has been precomputed in advance.

**Algorithm 1. Jump ahead by polynomial multiplication**

**Input** the state $s = s_0$;

**Compute** the polynomial $h(s_0, t)$ by advancing the generator for $2k$ steps;

**Compute** the product $g(t)h(s_0, t)$ and extract the coefficients $o(s_J), \ldots, o(s_{J+k-1})$;

**Compute** the state $s_J$ from the bits $o(s_J), \ldots, o(s_{J+k-1})$;

**Return** $s_J$.

4 Illustrative Example by LFSR

The Linear Feedback Shift Register (LFSR) is a most classical and widely spread generator. Here, we use the term LFSR in the following limited sense (see [13]), although sometimes LFSR refers to a wider class of generators.

The state space is the row vector space $S := \mathbb{F}_2^k$, and the state transition function is defined by

$$(x_0, \ldots, x_{k-1}) \mapsto (x_1, x_2, \ldots, x_{k-1}, \sum_{i=0}^{k-1} a_ix_i),$$

where $a_0, \ldots, a_{k-1}$ are constants in $\mathbb{F}_2$. If we choose $o : (x_0, \ldots, x_{k-1}) \mapsto x_0$, then it directly follows that $o^{(k)} : S \rightarrow \mathbb{F}_2^k$ is the identity function. Thus, we can skip the computation of its inverse.

**Proposition 1.** The computational complexity of PM-Jump for LFSR is the same with that for the polynomial multiplications of degree $2k$. As a result, jumping ahead can be done in $O(k^{1.59})$ time if we use Karatsuba’s polynomial multiplication, and in $O(k \log k)$ time if we use a fast Fourier transform.
Note that it is irrelevant to use \((x_i, \ldots, x_{i+k-1})\) as the \(i\)-th output \(k\)-bit integer of the pseudorandom number generator, since the consecutive outputs are overlapped. However, such an LFSR is used in stream cipher (pseudorandom bit generator), with suitably chosen nonlinear output function \(o : S \to \mathbb{F}_2\), see for example \([14]\).

5 Application to the Mersenne Twister

The Mersenne Twister (MT) generator can be described as follows \([4]\). Let \(w\) be the word size of the machine (e.g., \(w = 32\)). The row vector space \(W := \mathbb{F}_2^w\) is identified with the set of words. For fixed integers \(n > m\), MT generates a sequence \(x_0, x_1, \ldots\) of elements of \(W\) by the following recurrence:

\[
x_{j+n} := x_{j+m} \oplus (x_{j}^{w-r}|x_{j+1}^r)A, \quad j = 0, 1, \ldots,
\]

where \((x_{j}^{w-r}|x_{j+1}^r)\) denotes the concatenation of the upper \((w - r)\) bit \((x_{j}^{w-r})\) of \(x_j\) and the lower \(r\) bit \((x_{j+1}^r)\) of \(x_{j+1}\), and the \(w \times w\) matrix \(A\) is defined indirectly as follows: For any \(w\)-dimensional row vector \(x\),

\[
xA = \begin{cases} 
\text{shiftright}(x) & \text{if the LSB of } x = 0, \\
\text{shiftright}(x) \oplus a & \text{if the LSB of } x = 1,
\end{cases}
\]

where LSB means the least significant bit (i.e., the rightmost bit), and \(a\) is a suitably chosen constant. This generator has the state transition function

\[
f(x_0^{w-r}, x_1, \ldots, x_{n-1}) = (x_1^{w-r}, x_2, \ldots, x_n),
\]

where \(x_n\) is determined by the above recursion with \(j = 0\), and the state space is \(S = \mathbb{F}_2^{nw-r}\).

The most popular instance, named MT19937, uses the parameters \(n = 624\), \(w = 32\), \(r = 31\). Its sequence has a maximal period equal to the Mersenne prime \(2^{19937} - 1\). Because of its high speed and good distribution property, MT19937 is widely used as a standard PRNG. However, is had been lacking an efficient jumping-ahead method, and this was a motivation for the work of \([6]\).

Proposition 2. For the MT generator, if we choose the output function

\[
o : (x_0^{w-r}, x_1, \ldots, x_{n-1}) \mapsto \text{the LSB of } x_1,
\]

then the inverse image by \(o^{(k)}\) is computable with time complexity \(O(k)\). As a result, jumping ahead can be done in \(O(k^{1.59})\) time if we use Karatsuba’s polynomial multiplication, and in \(O(k \log k)\) time if we use a fast Fourier transform.

Proof. A tricky algorithm that does that is described in \([4\] Section 4.3, Proposition 4.2].

The twisted GFSR generator \([15]\) is based on the same construction as MT, but with \(r = 0\). Thus, the proposition also applies to it.
6 Timings

We made an experiment to compare the speeds of three jumping-ahead methods: the one that directly implements Horner's method \( \text{(Horner)} \), the method of \( \text{(SW)} \) with a sliding window with parameter \( q \) (SW), and our new method based on polynomial multiplication with Karatsuba's algorithm (PM). For the latter, we used the NTL implementation \( \text{[11]} \). We applied these methods to MT generators with the Mersenne exponents \( k = 19937, 21701, 23209, 44497, 86243, 110503, 132049 \).

For each value of \( k \), we repeated the following 1000 times, on two different computers: We generated a random polynomial \( g(t) \) uniformly over the polynomials of degree less than \( k \) in \( \mathbb{F}_2[t] \) and a random state \( s \) uniformly in \( S = \mathbb{F}_2^k \), then we computed \( f^J(s) \) by each of the three algorithms, and we measured the required CPU time. We then summed those CPU times over the 1000 replications. The results are given in Table 1 for the Intel Core Duo 32-bit processor and in Table 2 for the AMD Athlon 64 3800+ 64-bit processor. The total CPU times are in seconds. For the SW method, we selected the parameter \( q \) that gave the highest speed; this parameter is listed, together with the required amount of memory in Kbytes.

### Table 1. Comparison of CPU time (in seconds) for 1000 jumps ahead for MT generators of various sizes, with the Horner, SW, and PM methods. This experiment was done on an Intel Core Duo (2.0 GHz) with 1 Gbytes of Memory

<table>
<thead>
<tr>
<th>( k )</th>
<th>Horner</th>
<th>SW</th>
<th>PM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CPU (sec)</td>
<td>q</td>
<td>memory (KB)</td>
</tr>
<tr>
<td>19937</td>
<td>17.7</td>
<td>7</td>
<td>312</td>
</tr>
<tr>
<td>21701</td>
<td>20.8</td>
<td>8</td>
<td>679</td>
</tr>
<tr>
<td>23209</td>
<td>23.7</td>
<td>8</td>
<td>726</td>
</tr>
<tr>
<td>44497</td>
<td>84.0</td>
<td>8</td>
<td>1391</td>
</tr>
<tr>
<td>86243</td>
<td>309.3</td>
<td>8</td>
<td>2696</td>
</tr>
<tr>
<td>110503</td>
<td>445.4</td>
<td>9</td>
<td>6908</td>
</tr>
<tr>
<td>132049</td>
<td>648.1</td>
<td>9</td>
<td>8254</td>
</tr>
</tbody>
</table>

### Table 2. The same experiment as in Table 1, but on a 64-bit Athlon 64 3800+ processor with 1 Gbyte of memory

<table>
<thead>
<tr>
<th>( k )</th>
<th>Horner</th>
<th>SW</th>
<th>PM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CPU (sec)</td>
<td>q</td>
<td>memory (KB)</td>
</tr>
<tr>
<td>19937</td>
<td>8.6</td>
<td>7</td>
<td>312</td>
</tr>
<tr>
<td>21701</td>
<td>10.1</td>
<td>7</td>
<td>340</td>
</tr>
<tr>
<td>23209</td>
<td>11.4</td>
<td>7</td>
<td>363</td>
</tr>
<tr>
<td>44497</td>
<td>40.4</td>
<td>6</td>
<td>348</td>
</tr>
<tr>
<td>86243</td>
<td>148.3</td>
<td>6</td>
<td>674</td>
</tr>
<tr>
<td>110503</td>
<td>242.2</td>
<td>5</td>
<td>432</td>
</tr>
<tr>
<td>132049</td>
<td>345.0</td>
<td>5</td>
<td>516</td>
</tr>
</tbody>
</table>
We see that for the 32-bit computer, PM is faster than SW when $k \geq 44497$, whereas for the 64-bit machine, PM is faster for $k \geq 19937$. The results agree with the computational complexity approximations, which are $O(k^2)$ for SW and $O(k^{1.59})$ for PM.

7 Conclusion

The proposed jump ahead algorithm based on polynomial multiplication is advantageous over the sliding window method when the dimension $k$ of state space is large enough, since the new PM method has time complexity $O(k^{1.59})$, compared with $O(k^2)$ for the sliding window method. Our empirical experiments confirm this and show that this large enough $k$ corresponds roughly to the value of $k$ used in the most popular implementation of MT. Much more importantly, the new PM method has space complexity of $O(k)$, which is much smaller than that of the sliding window method, namely $O(k^{2q})$. The main limitation is that the new method requires the availability of an efficient algorithm to compute the inverse of $o(k)$.

References


Design of $M$-Ary Low Correlation Zone Sequence Sets by Interleaving*

Jin-Ho Chung and Kyeongcheol Yang
Dept. of Electronics and Electrical Engineering
Pohang University of Science and Technology (POSTECH)
Pohang, Kyungbuk 790-784, Korea
{jinho, kcyang}@postech.ac.kr

Abstract. In this paper we present a new method to construct an $M$-ary low correlation zone (LCZ) sequence set from an $M$-ary sequence with good autocorrelation by using the interleaved technique, where $M$ is an even integer. We also show that the constructed LCZ sequence sets are optimal or nearly optimal with respect to the Tang-Fan-Matsufuji bound. Due to the flexibility in the choice of alphabet size, LCZ size, and period, our construction may be applied to various situations in quasi-synchronous code-division multiple access environment.
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1 Introduction

In quasi-synchronous code-division multiple access (QS-CDMA) systems [9,10], relative chip time delays among the signals of different users are restricted in a certain time interval. For this reason, the performance of a QS-CDMA system is determined by the correlation of spreading sequences around the origin [4]. Low correlation zone (LCZ) sequences are good candidates for spreading sequences in such systems. For applications in QS-CDMA systems, we need an LCZ sequence set which contains many sequences and has a wide low correlation zone. However, there is some trade-off between the set size and the LCZ size of an LCZ sequence set, which is formulated by the bound established by Tang, Fan, and Matsufuji [12]. Therefore, designing an optimal LCZ sequence set with respect to the Tang-Fan-Matsufuji bound is a very important problem.

There have been many research results for design of LCZ sequence sets [3] [4] [5] [6] [7] [8] [11] [13] [14]. Almost all of the previous constructions were based on period $p^n - 1$, and LCZ size $(p^n - 1)/(p^m - 1)$ for some $m|n$ (see [3] for a unified theory on this type of LCZ sequence sets). Recently, Kim et al. presented a new design of binary LCZ sequence sets of period $2(2^n - 1)$ with flexible LCZ size.

* This work was supported by the Korea Science and Engineering Foundation (KOSEF) grant funded by the Korea government (MEST) (No. R01-2008-000-10669-0).
and near-optimality \(\text{%}\). However, no design method for \(M\)-ary LCZ sequence sets for general \(M\) has been reported.

In this paper we present a new method to construct an \(M\)-ary LCZ sequence set from an \(M\)-ary sequence with good autocorrelation by using the interleaved technique, where \(M\) is an even integer. Our construction method is flexible in the sense of period, LCZ size, and alphabet size. We also show that the constructed LCZ sequence sets are optimal or nearly optimal with respect to the Tang-Fan-Matsufuji bound by giving some construction examples.

The outline of the paper is as follows. Section II gives some preliminaries for our presentation. In Section III, we present a new design of an \(M\)-ary LCZ sequence set from an \(M\)-ary sequence with good autocorrelation. In Section IV, we discuss the optimality of the parameters obtained from our construction. Finally, some concluding remarks are given in Section V.

## 2 Preliminaries

Let \(\{s(t)\}\) be an \(M\)-ary sequence over \(\mathbb{Z}_M = \{0, 1, \ldots, M-1\}\). It is called an \(N\)-periodic \(M\)-ary sequence or an \(M\)-ary sequence of period \(N\) if it satisfies

\[
s(t + N) = s(t)
\]

for all \(t\) and some positive integer \(N\). Let \(\{s_1(t)\}\) and \(\{s_2(t)\}\) be two \(M\)-ary sequences of period \(N\). If there is no integer \(\tau\) such that \(s_2(t) = s_1(t + \tau)\) for all \(t\), they are said to be cyclically distinct. Otherwise, they are said to be cyclically equivalent. The crosscorrelation \(C_{s_1, s_2}(\tau)\) of \(\{s_1(t)\}\) and \(\{s_2(t)\}\) is defined as

\[
C_{s_1, s_2}(\tau) = \sum_{t=0}^{N-1} \tilde{s}_1(t) \tilde{s}_2^*(t + \tau),
\]

where \(\tilde{s}(t) = \omega_M^{s(t)}\) and \(\omega_M = \exp\left(\frac{2\pi\sqrt{-1}}{M}\right)\). If \(s_1(t) = s_2(t)\) for all \(t\), then \(C_{s_1, s_1}(\tau)\) is called the autocorrelation of \(\{s_1(t)\}\), simply denoted by \(C_{s_1}(\tau)\).

If an \(N\)-periodic binary sequence \(\{b(t)\}\) has

\[
C_b(\tau) = \begin{cases}  N, & \tau \equiv 0 \mod N \\ \delta, & \tau \not\equiv 0 \mod N, \end{cases}
\]

\(\{b(t)\}\) is called a binary sequence with two-level autocorrelation. In the particular case that \(N \equiv -1 \mod 4\), if \(C_b(\tau) = -1\) for any \(\tau \not\equiv 0 \mod N\), \(\{b(t)\}\) is called a binary sequence with ideal autocorrelation.

Let \(\mathcal{S} = \{\{s_i(t)\} \mid 0 \leq i \leq L-1\}\) be a set of \(L\) sequences with period \(N\). For a positive integer \(Z \geq 2\), let the crosscorrelation \(C_{s_i, s_j}(\tau)\) between two sequences \(\{s_i(t)\}\) and \(\{s_j(t)\}\) in \(\mathcal{S}\) satisfy

\[
|C_{s_i, s_j}(\tau)| \leq \eta
\]

for \(0 < |\tau| < Z\) when \(i = j\), and \(|\tau| < Z\) when \(i \neq j\). Then we call \(\mathcal{S}\) an \((N, L, Z, \eta)\) LCZ sequence set, and \(Z\) the LCZ size of \(\mathcal{S}\).
3 Design of $2T$-Periodic $M$-Ary LCZ Sequence Sets

The interleaved technique \cite{2} may be applied to construct $nT$-periodic sequences with low correlation from a $T$-periodic sequence with good autocorrelation, where both $n$ and $T$ are positive integers. The technique may also be used to construct $2T$-periodic $M$-ary LCZ sequences from a $T$-periodic $M$-ary sequence with good autocorrelation.

Let $\{s(t)\}$ be a $T$-periodic $M$-ary sequence satisfying

$$|C_s(\tau)| \leq \epsilon$$

for some nonnegative constant $\epsilon$. Assume that $M$ is even and $1 \leq d \leq \left\lfloor \frac{T-1}{2} \right\rfloor$. Let

$$f = \begin{cases} \left\lfloor \frac{2T-1}{4d} \right\rfloor & \text{if } d \nmid \frac{T-1}{2} \\ \left\lfloor \frac{2T-3}{4d} \right\rfloor & \text{if } d \mid \frac{T-1}{2}. \end{cases} \quad (1)$$

The set $\mathcal{I}S$ of $2T$-periodic sequences is defined as

$$\mathcal{I}S = \{ \{s_{(i,m)}(t)\} \mid 0 \leq i \leq f - 1, m = 0, 1 \} \quad (2)$$

where

$$s_{(i,0)}(2t) = s(t - id), \quad s_{(i,0)}(2t + 1) = s(t + 1 + (i + 1)d),$$

$$s_{(i,1)}(2t) = s(t - id) + \frac{M}{2}, \quad s_{(i,1)}(2t + 1) = s(t + 1 + (i + 1)d)$$

for $d \nmid \frac{T-1}{2}$, and

$$s_{(i,0)}(2t) = s(t - id), \quad s_{(i,0)}(2t + 1) = s(t + 2 + (i + 1)d),$$

$$s_{(i,1)}(2t) = s(t - id) + \frac{M}{2}, \quad s_{(i,1)}(2t + 1) = s(t + 2 + (i + 1)d)$$

for $d \mid \frac{T-1}{2}$. Note that the set $\mathcal{I}S$ contains $2f$ $M$-ary sequences of period $2T$. The crosscorrelation between any two sequences in $\mathcal{I}S$ is derived in the following lemma.

Lemma 1. Let $\tau = 2\tau_1 + \tau_0$, $\tau_0 \in \{0, 1\}$, and $0 \leq \tau_1 \leq T - 1$. For $0 \leq i, j \leq f - 1$, $m, n \in \{0, 1\}$, let $a = j - i$ and $b = j + i + 1$. Then the crosscorrelation $C_{(i,m),(j,n)}(\tau)$ between $\{s_{(i,m)}(t)\}$ and $\{s_{(j,n)}(t)\}$ is given as follows:

Case i) $d \nmid \frac{T-1}{2}$:

$$C_{(i,0),(j,0)}(\tau) = \begin{cases} C_s(\tau_1 + ad) + C_s(\tau_1 - ad), & \text{if } \tau_0 = 0; \\ C_s(\tau_1 + bd + 1) + C_s(\tau_1 - bd), & \text{if } \tau_0 = 1; \end{cases}$$

$$C_{(i,1),(j,1)}(\tau) = \begin{cases} C_s(\tau_1 + ad) + C_s(\tau_1 - ad), & \text{if } \tau_0 = 0; \\ -C_s(\tau_1 + bd + 1) - C_s(\tau_1 - bd), & \text{if } \tau_0 = 1; \end{cases}$$

$$C_{(i,0),(j,1)}(\tau) = \begin{cases} -C_s(\tau_1 + ad) + C_s(\tau_1 - ad), & \text{if } \tau_0 = 0; \\ C_s(\tau_1 + bd + 1) - C_s(\tau_1 - bd), & \text{if } \tau_0 = 1; \end{cases}$$

$$C_{(i,1),(j,0)}(\tau) = \begin{cases} -C_s(\tau_1 + ad) + C_s(\tau_1 - ad), & \text{if } \tau_0 = 0; \\ -C_s(\tau_1 + bd + 1) + C_s(\tau_1 - bd), & \text{if } \tau_0 = 1; \end{cases}$$
Case ii) $d | \frac{T-1}{2}$:

$$C(i,0),(j,0)(\tau) = \begin{cases} C_s(\tau_1 + ad) + C_s(\tau_1 - ad), & \text{if } \tau_0 = 0; \\ C_s(\tau_1 + bd + 2) + C_s(\tau_1 - bd - 1), & \text{if } \tau_0 = 1; \end{cases}$$

$$C(i,1),(j,1)(\tau) = \begin{cases} C_s(\tau_1 + ad) + C_s(\tau_1 - ad), & \text{if } \tau_0 = 0; \\ -C_s(\tau_1 + bd + 2) - C_s(\tau_1 - bd - 1), & \text{if } \tau_0 = 1; \end{cases}$$

$$C(i,0),(j,1)(\tau) = \begin{cases} -C_s(\tau_1 + ad) + C_s(\tau_1 - ad), & \text{if } \tau_0 = 0; \\ -C_s(\tau_1 + bd + 2) + C_s(\tau_1 - bd - 1), & \text{if } \tau_0 = 1; \end{cases}$$

$$C(i,1),(j,0)(\tau) = \begin{cases} -C_s(\tau_1 + ad) + C_s(\tau_1 - ad), & \text{if } \tau_0 = 0; \\ -C_s(\tau_1 + bd + 2) + C_s(\tau_1 - bd - 1), & \text{if } \tau_0 = 1. \end{cases}$$

**Proof.** Case i) $d \nmid \frac{T-1}{2}$: When $m = n = 0$, we have

$$C(i,0),(j,0)(\tau) = \sum_{t=0}^{2T-1} \tilde{s}(i,0)(t)\tilde{s}(j,0)^*(t + \tau)$$

$$= \sum_{t=0}^{T-1} \tilde{s}(i,0)(2t)\tilde{s}(j,0)^*(2t + \tau) + \sum_{t=0}^{T-1} \tilde{s}(i,0)(2t + 1)\tilde{s}(j,0)^*(2t + 1 + \tau)$$

$$= \sum_{t=0}^{T-1} \tilde{s}(i,0)(2t)\tilde{s}(j,0)^*(2(t + \tau_1 + \tau_0))$$

$$+ \sum_{t=0}^{T-1} \tilde{s}(i,0)(2t + 1)\tilde{s}(j,0)^*(2(t + \tau_1 + \tau_0 + 1))$$

$$= \begin{cases} \tilde{s}(t - id)\tilde{s}(t + \tau_1 - jd) \\ + \tilde{s}(t + (i + 1)d + 1)\tilde{s}(t + \tau_1 + (j + 1)d + 1), & \text{if } \tau_0 = 0; \\ \tilde{s}(t - id)\tilde{s}(t + \tau_1 + (j + 1)d + 1) \\ + \tilde{s}(t + (i + 1)d + 1)\tilde{s}(t + \tau_1 + 1 - jd), & \text{if } \tau_0 = 1 \end{cases}$$

$$= \begin{cases} C_s(\tau_1 + ad) + C_s(\tau_1 - ad), & \text{if } \tau_0 = 0; \\ C_s(\tau_1 + bd + 1) + C_s(\tau_1 - bd), & \text{if } \tau_0 = 1 \end{cases}$$

where $a = j - i$ and $b = j + i + 1$.

When $(m, n) = (1, 1)$, we have

$$C(i,1),(j,1)(\tau) = \begin{cases} (-\tilde{s}(t - id))(-\tilde{s}(t + \tau_1 - jd)) \\ + \tilde{s}(t + (i + 1)d + 1)\tilde{s}(t + \tau_1 + (j + 1)d + 1), & \text{if } \tau_0 = 0; \\ (-\tilde{s}(t - id))\tilde{s}(t + \tau_1 + (j + 1)d + 1) \\ + \tilde{s}(t + (i + 1)d + 1)(-\tilde{s}(t + \tau_1 + 1 - jd)), & \text{if } \tau_0 = 1 \end{cases}$$

$$= \begin{cases} C_s(\tau_1 + ad) + C_s(\tau_1 - ad), & \text{if } \tau_0 = 0; \\ -C_s(\tau_1 + bd + 1) - C_s(\tau_1 - bd), & \text{if } \tau_0 = 1. \end{cases}$$
When \((m, n) = (0, 1)\), we have

\[
C_{(i,0),(j,1)}(\tau) = \begin{cases}
\hat{s}(t - id)(-\hat{s}(t + \tau_1 - jd)) \\
+ \hat{s}(t + (i + 1)d + 1)\hat{s}(t + \tau_1 + (j + 1)d + 1), & \text{if } \tau_0 = 0;
\end{cases}
\]

\[
+ \hat{s}(t - id)(\hat{s}(t + \tau_1 + (j + 1)d + 1)) \\
+ \hat{s}(t + (i + 1)d + 1)(-\hat{s}(t + \tau_1 + 1 - jd)), & \text{if } \tau_0 = 1
\]

\[
= \begin{cases}
-C_s(\tau_1 + ad) + C_s(\tau_1 - ad), & \text{if } \tau_0 = 0;
\end{cases}
\]

\[
C_s(\tau_1 + bd + 1) - C_s(\tau_1 - bd), & \text{if } \tau_0 = 1.
\]

When \((m, n) = (1, 0)\), we have

\[
C_{(i,1),(j,0)}(\tau) = \begin{cases}
(\hat{s}(t - id))(\hat{s}(t + \tau_1 - jd)) \\
+ \hat{s}(t + (i + 1)d + 1)\hat{s}(t + \tau_1 + (j + 1)d + 1), & \text{if } \tau_0 = 0;
\end{cases}
\]

\[
+ \hat{s}(t - id)(\hat{s}(t + \tau_1 + (j + 1)d + 1)) \\
+ \hat{s}(t + (i + 1)d + 1)(\hat{s}(t + \tau_1 + 1 - jd)), & \text{if } \tau_0 = 1
\]

\[
= \begin{cases}
-C_s(\tau_1 + ad) + C_s(\tau_1 - ad), & \text{if } \tau_0 = 0;
\end{cases}
\]

\[
-C_s(\tau_1 + bd + 1) + C_s(\tau_1 - bd), & \text{if } \tau_0 = 1.
\]

Case ii) \(d \mid \frac{T - 1}{2} \): Similar to the Proof of Case i). \(\square\)

Remark: In Case i) of Lemma 1 it is easily checked that \(ad \neq -ad \) \(\mod T\) if \(0 \leq i, j \leq f - 1\) and \((i, j) \neq (0, 0)\). The condition \(d \mid \frac{T - 1}{2}\) implies \(bd + 1 \neq -bd \mod T\) for any \(0 \leq i, j \leq f - 1\). Hence, \(\{s_{(i,m)}(t)\}\) and \(\{s_{(j,n)}(t)\}\) are cyclically distinct if \((i, m) \neq (j, n)\). Cyclic distinctness for Case ii) can also be checked similarly. Therefore, the set \(\mathcal{IS}\) in (2) contains \(2f\) cyclically distinct sequences of period \(2T\). \(\square\)

Theorem 2. Let \(1 \leq d \leq \frac{T - 1}{2}\). The set \(\mathcal{IS}\) in (2) is a \((2T, 2f, 2d, 2\epsilon)\) \(M\)-ary LCZ sequence set, where

\[
f = \begin{cases}
\left\lfloor \frac{2T - 1}{4d} \right\rfloor & \text{for } d \mid \frac{T - 1}{2};
\end{cases}
\]

\[
\left\lfloor \frac{2T - 3}{4d} \right\rfloor & \text{for } d \mid \frac{T - 1}{2}.
\]

Proof. Consider the case that \(d \mid \frac{T - 1}{2}\). Without loss of generality, we can assume that \(i \leq j\) for \(C_{(i,m),(j,n)}(\tau)\). By Lemma 1 we have

\[
|C_{(i,m),(j,n)}(\tau)| \leq 2\epsilon
\]

except for

\[
(\tau_0, \tau_1) = (0, ad), (0, T - ad), (1, bd), (1, T - bd - 1)
\]

which are equivalent to

\[
\tau = 2ad, 2T - 2ad, 2bd + 1, 2T - 2bd - 1,
\]
respectively. If \(0 \leq i \neq j \leq f - 1 = \lfloor \frac{2T-1}{4d} \rfloor - 1\), we have
\[
2d \leq 2ad, 2T - 2ad \leq 2T - 2d,
\]
\[
2d + 1 \leq 2bd + 1, 2T - 2bd - 1 \leq 2T - 2d - 1.
\]
Thus
\[
|C_{(i,m), (j,n)}(\tau)| \leq 2\epsilon
\]
for \(0 \leq |\tau| < 2d\) and \(i \neq j\). If \(i = j\), we have
\[
2ad \equiv 2T - 2ad \equiv 0 \mod 2T,
\]
\[
2d + 1 \leq 2bd + 1, 2T - 2bd - 1 \leq 2T - 2d - 1.
\]
Therefore, it is easily checked that
\[
|C_{(i,m), (i,n)}(\tau)| \leq 2\epsilon
\]
for \(0 < |\tau| < 2d\) and \(m = n\), and for \(0 \leq |\tau| < 2d\) and \(m \neq n\).

The case that \(d \mid \frac{T-1}{2}\) may be proved in a similar way.

For any even integer \(M\), we showed that an \(M\)-ary LCZ sequence set of period \(2T\)
can be constructed from a \(T\)-periodic \(M\)-ary sequence with good autocorrelation.
In addition, it is possible to select any even integer \(2 \leq Z \leq T - 1\) as the LCZ size.

**Remark:** It is easily checked that the construction in [8] is equivalent to replacing
the component sequences in (2) by
\[
s_{(u,0)}(2t) = s(2t - u), \quad s_{(u,0)}(2t + 1) = s(2t + u),
\]
\[
s_{(u,1)}(2t) = s(2t - u) + 1, \quad s_{(u,1)}(2t + 1) = s(2t + u)
\]
for some integers \(1 \leq u < 2^{n-1} - 2\) and a \((2^{n-1}-1)\)-periodic binary sequence \(\{s(t)\}\)
with ideal autocorrelation. Thus, our construction is a modified generalization
of the construction in [8] in the sense that the alphabet size and period are more
flexible.

**4 Optimality of Constructed LCZ Sequence Sets**

Tang, Fan, and Matsufuji derived a bound on LCZ sequence sets as in the following
theorem [12].

**Theorem 3 (Tang, Fan, and Matsufuji, [12]).** Let \(S\) be an \((N, L, Z, \eta)\) LCZ
sequence set. Then we have
\[
LZ - 1 \leq \frac{N - 1}{1 - \eta^2/N}.
\]
Table 1. Some possible parameters for our construction and corresponding possible set sizes for the construction in [8] for \( M = 2, N = 254, \) and \( \eta = 2 \) (Here \( L^* \) denotes the optimal set size)

<table>
<thead>
<tr>
<th>( N )</th>
<th>( Z )</th>
<th>( L )</th>
<th>Possible set size in [8]</th>
<th>( L^* )</th>
<th>( \eta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>62</td>
<td>62</td>
<td>64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>40</td>
<td></td>
<td>43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>30</td>
<td>30</td>
<td>32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>24</td>
<td></td>
<td>25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>20</td>
<td>20</td>
<td>21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>16</td>
<td></td>
<td>18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td></td>
<td>14</td>
<td>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>14</td>
<td></td>
<td>14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td></td>
<td>12</td>
<td>13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>12</td>
<td></td>
<td>12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td></td>
<td>10</td>
<td>11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>10</td>
<td></td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td></td>
<td>8</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>8</td>
<td></td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td></td>
<td>6</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>6</td>
<td></td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>4</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>62</td>
<td>4</td>
<td></td>
<td>4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

By Theorem 3, the optimal set size \( L^* \) for an \((N, L, Z, \eta)\) LCZ sequence set is given by

\[
L^* = \left\lfloor \frac{1}{Z} \cdot \frac{N^2 - \eta^2}{N - \eta^2} \right\rfloor.
\]

If \( N = 2T, Z = 2d, \) and \( \eta = 2\epsilon, \) then we have

\[
L^* = \left\lfloor \frac{1}{2d} \cdot \frac{(2T)^2 - 4\epsilon^2}{2T - 4\epsilon^2} \right\rfloor
\]

which goes to \( \left\lfloor \frac{2T}{7} \right\rfloor \) when \( \epsilon \) is sufficiently small compared to \( T. \) Therefore, the \((2T, 2 \left\lfloor \frac{2T-1}{4d} \right\rfloor, 2d, 2\epsilon)\) or \((2T, 2 \left\lfloor \frac{2T-3}{4d} \right\rfloor, 2d, 2\epsilon)\) LCZ sequence set \( \mathcal{IS} \) given in Theorem 2 may be optimal or nearly optimal with respect to the bound in Theorem 3.

From the construction given in Section III, it is possible to get a \((2(2^n - 1), 2f, 2d, 2)\) binary LCZ sequence set by selecting a binary sequence with ideal autocorrelation as the component sequence \( \{s(t)\}, \) where \( 2 \leq d \leq 2^{n-1} - 1 \) and \( f \) is given in (1). Table 1 compares some possible parameters in our construction with those by the constructions in [8] when \( M=2, N = 254, \) and \( \eta = 2. \)

Remark: Table 1 shows that our construction has an LCZ size greater than or equal to that of the constructions in [8] for the same set size. Note that there is no case which has an optimal set size for the constructions in [8]. However, our construction gives an optimal set size for some cases.
Table 2. Some possible parameters and optimal set sizes $L^*$ when $M = 4$ and $N = 6248$

<table>
<thead>
<tr>
<th>$N$</th>
<th>$Z$</th>
<th>$L$</th>
<th>$L^*$</th>
<th>$\eta$</th>
<th>$N$</th>
<th>$Z$</th>
<th>$L$</th>
<th>$L^*$</th>
<th>$\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6248</td>
<td>4</td>
<td>1560</td>
<td>1570</td>
<td>$4\sqrt{2}$</td>
<td>24</td>
<td>260</td>
<td>261</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1040</td>
<td>1046</td>
<td></td>
<td></td>
<td>26</td>
<td>240</td>
<td>241</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>780</td>
<td>785</td>
<td></td>
<td></td>
<td>28</td>
<td>222</td>
<td>224</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>624</td>
<td>628</td>
<td></td>
<td></td>
<td>30</td>
<td>208</td>
<td>209</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>520</td>
<td>523</td>
<td></td>
<td></td>
<td>50</td>
<td>124</td>
<td>125</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>446</td>
<td>449</td>
<td></td>
<td></td>
<td>100</td>
<td>62</td>
<td>62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>390</td>
<td>392</td>
<td></td>
<td></td>
<td>300</td>
<td>20</td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>346</td>
<td>348</td>
<td></td>
<td></td>
<td>500</td>
<td>12</td>
<td>12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>312</td>
<td>314</td>
<td></td>
<td></td>
<td>1000</td>
<td>6</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>282</td>
<td>285</td>
<td></td>
<td></td>
<td>1500</td>
<td>4</td>
<td>4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Sidel’nikov sequences are well-known as $M$-ary sequences with good autocorrelation property [9]. Thus we can also construct $M$-ary LCZ sequences using an $M$-ary Sidel’nikov sequence by the construction in Section III. Table 2 shows some possible parameters of quaternary LCZ sequence sets of period 6248 constructed from a quaternary Sidel’nikov sequence of period 3124. Note that there is no construction for the cases such that $M \neq 2$ or $N = 6248$ in [8].

Remark: Table 2 tells us that there is a gap between the optimal set size and the possible set size when the LCZ size $Z$ is very small compared to the period, since the maximum magnitude of the out-of-phase autocorrelation of a Sidel’nikov sequence is greater than 1. However, for larger LCZ sizes, we can get LCZ sequence sets having an optimal set size with respect to the Tang-Fan-Matsufuji bound as in the case that $N = 2(2^n - 1)$.

5 Conclusion

We proposed a new method to construct $M$-ary LCZ sequence sets from any $M$-ary sequence with good autocorrelation for even $M$. The proposed design gives $M$-ary LCZ sequence sets which are optimal or nearly optimal with respect to the Tang-Fan-Matsufuji bound. Furthermore, our design is very flexible in the selection of period, LCZ size, and alphabet size. Therefore, our new design can be applied to various situations in the QS-CDMA environment.
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Abstract. Weighted degree trace codes over even characteristic Galois rings give binary sequences by projection on their most significant bit (MSB). Upper bounds on the aperiodic correlation, peak to sidelobe level (PSL), partial period imbalance and partial period pattern imbalance of these sequences are derived. The proof technique involves estimates of incomplete character sums over Galois rings, combining Weil-like bounds with Fourier transform estimates.
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1 Introduction

The aperiodic autocorrelation of binary sequences is an important design criterion of binary spreading sequences in a CDMA environment. It is also a fascinating mathematical invariant in relation with the merit factor [3]. In a seminal paper [9] Sarwate used Fourier coefficient estimates to derive an upper bound on what would be called later the PSL (Peak to Sidelobe Level) of binary M-sequences [2]. This bound was extended recently, using similar techniques, to the Most Significant Bit of M-sequences over rings [10] in the terminology of Z-D. Dai [1]. Since the proof involves estimates of incomplete character sums it is very natural to find applications in partial period statistics showing that the distribution of symbols (or the r-tuples of symbols) in the sequences are close to uniform. In the present work we generalize the results of [10] to weighted degree trace codes in primitive length. The case of [10] corresponds in that setting to a linear polynomial argument of the trace. Our work is also the analogue for the MSB map of the work [4] for the Gray map.

The material is organized in the following way. Section 2 collects some well-known definitions on Galois rings. Section 3 contains our version of Sarwate’s DFT bounding technique. Section 4 recalls properties of polynomials over Galois rings and establishes an important technical lemma (Lemma 4.3). Section 5 studies the uniformity of distribution of symbols zero and one in the above
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mentioned sequences. Section 6 is dedicated to bounds on the aperiodic autocorrelation. Section 7 extends Section 5 to \( r \)-tuples of symbols.

2 Preliminaries

Let \( R = GR(2^l, m) \) denote the Galois ring of characteristic \( 2^l \). It is the unique Galois extension of degree \( m \) of \( \mathbb{Z}_{2^l} \), with \( 2^m \) elements.

\[
R = GR(2^l, m) = \mathbb{Z}_{2^l}[X]/(h(X)).
\]

where \( h(X) \) is a basic irreducible polynomial of degree \( m \). Let \( \xi \) be an element in \( GR(2^l, m) \) that generates the Teichmüller set \( T \) of \( GR(2^l, m) \) which reduces to \( \mathbb{F}_{2^m} \) modulo 2. Specifically, let \( T = \{ 0, 1, \xi, \xi^2, \ldots, \xi^{2^{m-2}} \} \) and \( T^* = \{ 1, \xi, \xi^2, \ldots, \xi^{2^{m-2}} \} \). We use the convention that \( \xi^\infty = 0 \).

The 2-adic expansion of \( x \in GR(2^l, m) \) is given by

\[
x = x_0 + 2x_1 + \cdots + 2^{l-1}x_{l-1},
\]

where \( x_0, x_1, \ldots, x_{l-1} \in T \). The Frobenius operator \( F \) is defined for such an \( x \) as

\[
F(x_0 + 2x_1 + \cdots + 2^{l-1}x_{l-1}) = x_0^2 + 2x_1^2 + \cdots + 2^{l-1}x_{l-1}^2,
\]

and the trace \( Tr \), from \( GR(2^l, m) \) to \( \mathbb{Z}_{2^l} \), as

\[
Tr := \sum_{j=0}^{m-1} F^j.
\]

We also define another trace \( tr \) from \( \mathbb{F}_{2^m} \) to \( \mathbb{F}_2 \) as

\[
tr(x) := \sum_{j=0}^{m-1} x^{2^j}.
\]

Throughout this note, we put \( n = 2^m \) and \( R^* = R \setminus 2R \). Let \( MSB : \mathbb{Z}_{2^l}^n \to \mathbb{Z}_{2^l}^n \) be the most-significant-bit map, i.e.

\[
MSB(y) = y_{l-1}, \text{ where } y = y_0 + 2y_1 + \cdots + 2^{l-1}y_{l-1} \in \mathbb{Z}_{2^l},
\]

is its 2-adic expansion.

3 DFT and the Local Weil Bound

We assume henceforth in the whole paper that \( l \geq 3 \). Let \( l \) be a positive integer and \( \omega = e^{2\pi i/2^l} \) be a primitive \( 2^l \)-th root of 1 in \( \mathbb{C} \). Let \( \psi_k \) be the additive character of \( \mathbb{Z}_{2^l} \) such that

\[
\psi_k(x) = \omega^{kx}.
\]
Let $\mu : \mathbb{Z}_{2^l} \rightarrow \{\pm 1\}$ be the mapping $\mu(t) = (-1)^c$, where $c$ is the most significant bit of $t \in \mathbb{Z}_{2^l}$; in other words it maps $0, 1, \ldots, 2^{l-1} - 1$ to $+1$ and $2^l - 1, 2^l + 1, \ldots, 2^l - 1$ to $-1$. Our goal is to express this map as a linear combination of characters. Recall the Fourier transformation formula on $\mathbb{Z}_{2^l}$:

$$
\mu = \sum_{j=0}^{2^l-1} \mu_j \psi_j, \quad \text{where } \mu_j = \frac{1}{2^l} \sum_{x=0}^{2^l-1} \mu(x) \psi_j(-x). \quad (1)
$$

Combining Lemma 4.1 and Corollary 7.4 of [3,], we obtain

**Lemma 3.1.** Let $l = 3$. For the constants $\mu_j = (1 + \omega^{-j} + \omega^{-2j} + \omega^{-3j})/4$ $j = 1, 3, 5, 7$ we have

$$
\mu = \mu_1 \psi_1 + \mu_3 \psi_3 + \mu_5 \psi_5 + \mu_7 \psi_7,
$$

and $\mu_j = 0$, for even $j$. Furthermore

$$
(1 + |\mu_1| + |\mu_3| + |\mu_5| + |\mu_7|)^2 = 2 + \sqrt{2}.
$$

Let $q = 2^l$ where $l \geq 4$. Then

$$
\sum_{j=0}^{q-1} |\mu_j| < \frac{2}{\pi} \ln(q) + 1.
$$

For all $\beta \neq 0$ in the ring $R = GR(2^l, m)$, we denote by $\Psi_{\beta}$ the additive character

$$
\Psi_{\beta} : R \rightarrow \mathbb{C}^*, x \mapsto \omega^{\text{Tr}(\beta x)}.
$$

Note that for the defined above $\psi_k$ and $\Psi_{\beta}$, we have:

$$
\psi_k(\text{Tr}(\beta x)) = \Psi_{\beta k}(x).
$$

Let $f(X)$ denote a polynomial in $R[X]$ and let

$$
f(X) = F_0(X) + 2F_1(X) + \ldots + 2^{l-1}F_{l-1}(X)
$$

denote its $2$-adic expansion. Let $d_i$ be the degree in $x$ of $F_i$. Let $\Psi$ be an arbitrary additive character of $R$, and set $D_f$ to be the weighted degree of $f$, defined as

$$
D_f = \max\{d_0 2^{l-1}, d_1 2^{l-2}, \ldots, d_{l-1}\}.
$$

With the above notation, and for any integers $k, H$ such that $0 \leq k < k+H-1 \leq 2^m - 2$, we have, under mild technical conditions, the bound

$$
\left| \sum_{j=k}^{k+H-1} \Psi(f(\xi^j)) \right| \leq \left( \frac{2}{\pi} \ln \frac{4(2^m - 1)}{\pi} + 1 \right) D_f \sqrt{2^m}. \quad (2)
$$

See [10] for details.
4 Polynomials over the Galois Ring $GR(2^l, m)$

Recall that $R = GR(2^l, m)$. A polynomial

$$f(X) = \sum_{j=0}^{d} c_j x^j \in R[X]$$

is called canonical if $c_j = 0$ for all even $j$. Given an integer $D \geq 4$, define

$$S_D = \{ f(X) \in R[X] \mid D_f \leq D, f \text{ is canonical} \},$$

where $D_f$ is the weighted degree of $f$. Observe that $S_D$ is an $GR(2^l, m)$–module.

Recall [7, Lemma 4.1]. For a weaker condition on $D$ see [6, Theorem 6.13].

**Lemma 4.1.** For any integer $D \geq 4$, we have:

$$|S_D| = 2^{(D-\lfloor D/2^l \rfloor) m},$$

where $\lfloor x \rfloor$ is the largest integer $\leq x$.

Recall the following property of the weighted degree [8, Lemma 3.1].

**Lemma 4.2.** Let $f(X) \in R[X]$ and $\alpha \in R^* = R \setminus 2R$ is a unit of $R$ and let $g(X) = f(\alpha X) \in R[X]$. Then

$$D_g = D_f,$$

where $D_f, D_g$ are respectively the weighted degrees of the polynomials $f(X)$ and $g(X)$.

We will need the following technical result.

**Lemma 4.3.** Let $f(X) \in R[X]$ and assume that $f \in S_D$ with a non-zero linear term. If we fix any $r$ integers $0 \leq s_1 < s_2 < \ldots < s_r = n-1$ then $f(\xi^{s_1} X), f(\xi^{s_2} X), \ldots, f(\xi^{s_r} X)$, are linearly independent over $\mathbb{Z}_{2^l}$, i.e. for any integers $j_1, j_2, \ldots, j_r$ the equality

$$j_1 f(\xi^{s_1} X) + j_2 f(\xi^{s_2} X) + \ldots + j_r f(\xi^{s_r} X) = 0$$

implies $j_1 = j_2 = \ldots = j_r = 0$.

**Proof.** Suppose $f(X) \in R[X]$ is of degree $d \leq D$ and

$$f(X) = \alpha_1 X + \ldots + \alpha_{d-1} X^d,$$

where $\alpha_1 \neq 0$ and $\alpha_k = 0$ for even $k$. Fix the integers $s_1, s_2, \ldots, s_r$, then for any $r$ integers $j_1, j_2, \ldots, j_r$ let

$$g(X) = g_{j_1...j_r}(X) = \sum_{i=0}^{r} j_i f(\xi^{s_i} X).$$
From there, we can write
\[ g(X) = \beta_0 + \beta_1 X + \ldots + \beta_{d-1} X^d, \]
where \( \beta_k = \alpha_k \left( \sum_{i=1}^{r} j_i \xi^{s_i} \right) \).

The condition \( g(X) = 0 \) implies that in particular \( \beta_1 = 0 \). So
\[ \sum_{i=1}^{r} j_i \xi^{s_i} = 0. \]

Since \( \xi^{s_1}, \xi^{s_2}, \ldots, \xi^{s_r} \) are linearly independent over \( \mathbb{Z}_{2^l} \), the above equality implies \( j_1 = j_2 = \ldots = j_r = 0 \).

5 Partial Period Distributions

In this section we will consider periodic binary sequence of period \( 2^m - 1 \). For any integer \( D \geq 4 \), let \( f \in S_D \) be a polynomial with non-zero linear term, and set \( c_t = \text{MSB}(\text{Tr}(f(\xi^t))) \), where \( t = 0, \ldots, n-2, n = 2^m \).

**Theorem 5.1.** With notation as above, let \( H \) be an integer in the range \( 0 < k < n - 1 \) and for any \( k \) in the range \( 0 < k < n - 1 \), consider the sequence \( c_k, \ldots, c_{k+H-1} \) of length \( H \). For any \( \delta \in \{0, 1\} \), let \( N_\delta \) be the number of \( \delta \) in \( c_k, \ldots, c_{k+H-1} \). Then we have
\[ \left| N_\delta - \frac{H}{2} \right| \leq \frac{1}{2} \left( \frac{2l}{\pi} \ln(2) + 1 \right) \left( \frac{2}{\pi} \ln \frac{4(2^m-1)}{\pi} + 1 \right) D \sqrt{2^m}. \]

**Proof.** Following [10], we have
\[ N_\delta = \sum_{j=k}^{k+H-1} \frac{1}{2} (1 + (-1)^{c_j + \delta}). \]

Thus
\[ N_\delta - \frac{H}{2} = \frac{(-1)^\delta}{2} \sum_{j=k}^{k+H-1} (-1)^{c_j}. \]

As we have \( c_t = \text{MSB}(\text{Tr}(f(\xi^t))) \) where \( t \) ranges between 0 and \( n-2 \) and by (11), we obtain that \((-1)^{ct}\) is equal to:
\[ \mu(\text{Tr}(f(\xi^t))) = \sum_{j=0}^{2^l-1} \mu_j \psi_j(\text{Tr}(f(\xi^t))) = \sum_{j=0}^{2^l-1} \mu_j \Psi_j(f(\xi^t)). \]

Changing the order of summation, we obtain that:
\[ \sum_{t=k}^{k+H-1} (-1)^{ct} = \sum_{j=0}^{2^l-1} \mu_j \sum_{t=k}^{k+H-1} \Psi_j(f(\xi^t)). \]
Applying (2), we have

\[ \left| \sum_{t=k}^{k+H-1} (-1)^{c_t} \right| \leq \sum_{j=0}^{2^l-1} |\mu_j| \sum_{t=k}^{k+H-1} \psi_j(f(\xi^t)) \]

\[ < \left( \frac{2l}{\pi} \ln(2) + 1 \right) \left( \frac{2}{\pi} \ln \frac{4(2^m-1)}{\pi} + 1 \right) D \sqrt{2^m}. \]

The estimate of the Theorem follows. \qed

6 Aperiodic Autocorrelation

As in the previous section, consider periodic sequences \( c_0, c_1, \ldots \) of period \( n-1 \), where \( n = 2^m \).

**Theorem 6.1.** With notation as above, and for any \( \tau \) in the range \( 0 < \tau < n-1 \),

\[ \Theta(\tau) = \sum_{t=0}^{n-2-\tau} \left( -1 \right)^{c_t} \left( -1 \right)^{c_{t+\tau}}, \]

where \( c_t = \text{MSB} (\text{Tr}(f(\xi^t))) \). We then have the following bound \((l \geq 4)\) on PSL:

\[ |\Theta(\tau)| \leq \left( \frac{2l}{\pi} \ln(2) + 1 \right) \left( \frac{2}{\pi} \ln \frac{4(2^m-1)}{\pi} + 1 \right) D \sqrt{2^m}. \]

In particular \( |\Theta(\tau)| = O(\sqrt{n} \log n) \), for large \( n \).

**Proof.** As we have \( c_t = \text{MSB}(\text{Tr}(f(\xi^t))) \) where \( t \) ranges between 0 and \( n-2 \) and by (1), we obtain that \( (-1)^{c_t} \) is equal to:

\[ \mu(\text{Tr}(f(\xi^t))) = \sum_{j=0}^{2^l-1} \mu_j \psi_j(\text{Tr}(f(\xi^t))) = \sum_{j=0}^{2^l-1} \mu_j \psi_j(f(\xi^t)). \]

Changing the order of summation, we obtain that:

\[ \Theta(\tau) = \sum_{j_1=0}^{2^l-1} \sum_{j_2=0}^{2^l-1} \mu_{j_1} \mu_{j_2} \sum_{t=0}^{n-\tau-2} \psi_{j_1}(f(\xi^t)) \psi_{j_2}(f(\xi^{t+\tau})). \]

By definition of \( \psi \), we have:

\[ \psi_{j_1}(f(\xi^t)) \psi_{j_2}(f(\xi^{t+\tau})) = \Psi(g(\xi^t)), \]

where \( g(X) = j_1 f(X) + j_2 f(X \xi^\tau) \). By Lemma 4.3, since \( 1, \xi^\tau \) are linearly independent over \( \mathbb{Z}_{2^l} \), we obtain that \( g(X) \neq 0 \). Note that if \( f(X) \in S_D \) then \( f(X \xi^\tau) \in S_D \) since, by Lemma 4.2, the change of variable \( X \rightarrow X \xi^\tau \) does not
increase the weighted degree. Moreover $S_D$ is an $R$-module. Thus the polynomial $g(X)$ belongs to $S_D$. Applying (2), we obtain:

$$\left| \sum_{t=0}^{n-\tau-2} \Psi_{j_1}(f(\xi^t))\Psi_{j_2}(f(\xi^{t+\tau})) \right| = \left| \sum_{t=0}^{n-\tau-2} \Psi(g(\xi^t)) \right| \leq \left( \frac{2}{\pi} \ln \frac{4(2^m-1)}{\pi} + 1 \right) Df \sqrt{2m}.$$

Applying Lemma 3.1 we obtain

$$\sum_{j_1=0}^{2^l-1} \sum_{j_2=0}^{2^l-1} \left| \mu_{j_1} \mu_{j_2} \right| = \left( \sum_{j=0}^{2^l-1} \left| \mu_j \right| \right)^2 \leq \left( \frac{2l \ln(2)}{\pi} + 1 \right)^2.$$

Combining the two estimates the result follows. □

Remarks: If we compare with the results on binary M-sequences of [9], we see that the PSL of our MSB sequences is also $O(\sqrt{N \log N})$ with $N$ the sequence period and the implied constant depending on $D$, $l$. It would be very interesting to lead an experimental study similar to that of [2] to see how tight this bound is.

7 Partial Period r-Pattern Distributions

Fix $k \geq 0$ and some $0 \leq H \leq 2^m - 1$ so that $k + H \leq 2^m$. For a positive integer $r$, fix $0 \leq \tau_1 < \ldots < \tau_r \leq 2^m - 1$ and let $v = (v_1, \ldots, v_r) \in \mathbb{Z}_2^r$. Then define $N(v)$ to be the number of integers $t \in [k, k + H - 1]$ such that

$$c_{t+\tau_i} = v_i, \ 1 \leq i \leq r.$$

If $u = (u_1, \ldots, u_r) \in \mathbb{Z}_2^r$ and $v = (v_1, \ldots, v_r) \in \mathbb{Z}_2^r$, let

$$\langle u \cdot v \rangle = \sum_{i=1}^{r} u_i v_i.$$

To study the distribution of $r$-patterns we need the following result.

Lemma 7.1. With notation as above, and for any $r$ integers $0 \leq \tau_1 < \tau_2 < \ldots < \tau_r \leq n - 1$, where $n = 2^m$, let

$$\Theta(\tau_1, \ldots, \tau_r) = \sum_{t=k}^{k+H-1} (-1)^{c_t + \tau_1 + c_{t+\tau_2} + \ldots + c_{t+\tau_r}},$$

where $c_t = \text{MSB}(\text{Tr}(f(\xi^t))), f \in S_D$ with non-zero linear term. We then we have

$$|\Theta(\tau_1, \ldots, \tau_r)| \leq \left( \frac{2l}{\pi} \ln(2) + 1 \right)^r \left( \frac{2}{\pi} \ln \frac{4(2^m-1)}{\pi} + 1 \right) D \sqrt{2m}.$$
Proof. As we have $c_t = \text{MSB}(\text{Tr}(f(\xi^t)))$, and by \[11\], we obtain that $(-1)^{c_t}$ is equal to:

$$\mu(\text{Tr}(f(\xi^t))) = \sum_{j=0}^{2^l-1} \mu_j \psi_j(\text{Tr}(f(\xi^t))) = \sum_{j=0}^{2^l-1} \mu_j \Psi_j(f(\xi^t))).$$

Changing the order of summation, we obtain that:

$$\Theta(\tau_1, \ldots, \tau_r) = \sum_{j_1=0}^{2^l-1} \ldots \sum_{j_r=0}^{2^l-1} \sum_{t=k}^{k+H-1} \Psi(g(\xi^t)),$$

where

$$g(X) = j_1 f(X \xi^{\tau_1}) + j_2 f(X \xi^{\tau_2}) + \ldots + j_r f(X \xi^{\tau_r}).$$

By Lemma \[4.3\] $g(X) \neq 0$, and moreover $g(X) \in S_D$. Applying Lemma \[2\] we have:

$$\left| \sum_{j=k}^{k+H-1} \Psi(g(\xi^j)) \right| < D^{2m/2} \left( \frac{2}{\pi} \ln \frac{4(2^m - 1)}{\pi} + 1 \right).$$

Applying Corollary 7.4 of [5] (for $l \geq 4$), we have:

$$\sum_{j_1=0}^{2^l-1} \ldots \sum_{j_r=0}^{2^l-1} |\mu_{j_1} \ldots \mu_{j_r}| = \left( \sum_{j=0}^{2^l-1} |\mu_j| \right)^r \leq \left( \frac{2l}{\pi} \ln(2) + 1 \right)^r.$$

The Lemma follows. \[\square\]

The main result is the following estimate:

**Theorem 7.2.** With notation as above, we have the bound:

$$|N(v) - \frac{H}{2^r}| \leq \frac{1}{2^r} \left( \frac{2l}{\pi} \ln(2) + 1 \right)^r \left( \frac{2}{\pi} \ln \frac{4(2^m - 1)}{\pi} + 1 \right) D \sqrt{2^m}.$$

Proof. For any $t \in [k, k + H - 1]$, let $c_t = (c_{t+\tau_1}, \ldots, c_{t+\tau_r}) \in \mathbb{Z}_2^r$. Let $u = (u_1, \ldots, u_r) \in \mathbb{Z}_2^r$. Then

$$\langle u, c_t \rangle = \sum_{i=1}^r u_i c_{t+\tau_i}$$

and by definition of $N(v)$ we have

$$S(u) = \sum_{t=k}^{k+H-1} (-1)^{\langle u, c_t \rangle} = \sum_{v \in \mathbb{Z}_2^r} (-1)^{\langle u, v \rangle} N(v).$$

Thus we have

$$N(v) = \frac{1}{2^r} \sum_{u \in \mathbb{Z}_2^r} (-1)^{\langle u, v \rangle} S(u).$$
Note that $S(0) = H$, and we obtain

$$N(v) = \frac{1}{2^r} \left( H + \sum_{0 \neq u \in \mathbb{Z}_2^r} (-1)^{\langle u, v \rangle} S(u) \right).$$

It implies

$$\left| N(v) - \frac{H}{2^r} \right| = \frac{1}{2^r} \left| \sum_{0 \neq u \in \mathbb{Z}_2^r} (-1)^{\langle u, v \rangle} S(u) \right| < \frac{1}{2^r} \times \max_{0 \neq u \in \mathbb{Z}_2^r} \{|S(u)|\}. \quad (3)$$

For any non-zero vector $u = (u_1, \ldots, u_r) \in \mathbb{Z}_2^r$, we have

$$\langle u \cdot c_t \rangle = \sum_{i=1}^r u_i c_{t+i} = \sum_{i \in I} c_{t+i},$$

where $I = \{ i \in [1, r] : u_i = 1 \}$. Let $I$ be $\{i_1, \ldots, i_s\}$ then

$$S(u) = \Theta(\tau_{i_1}, \ldots, \tau_{i_s}),$$

where $s \leq r$, thus we can apply Lemma 7.1 to obtain the bound

$$\max_{0 \neq u \in \mathbb{Z}_2^r} \{|S(u)|\} \leq \left( \frac{2l}{\pi} \ln(2) + 1 \right)^r \left( \frac{2}{\pi} \ln \frac{4(2^m-1)}{\pi} + 1 \right) D \sqrt{2^m}.$$

Substituting this estimate into (3) the Theorem follows.
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1 Introduction and Background

The aim of Code Division Multiple Access (CDMA) in wireless networks is to enable wireless transmitters to successfully exchange information in the presence of potential conflicts which lead to interference. There are two main flavours of CDMA, Frequency Hopping (FH) and Direct Sequence (DS). For details of CDMA networks, we refer the interested reader to the recent survey in the Spread Spectrum Communications Handbook by Simon et al. \cite{8}.

In this paper, we shall be concerned with the so-called “spreading codes” in DS-CDMA, and specifically their performance in synchronisation, when it is convenient to use partial period correlations to acquire the correct phase of the chip sequence which is used for spreading the transmitted signal. For a detailed survey on pseudorandom sequence design, please see the chapter by Helleseth and Kumar in the Handbook of Coding Theory \cite{4}. Very briefly, a CDMA communication system with phase-shift keying (PSK) modulation assigns unique-phase code sequences to each transmitter-receiver pair. The traditional design methods for sequence families relied on Galois field theory. More recently, Galois rings have been used (by Solé, Boztaş, Hammons, Kumar, Udaya and Siddiqi) to design CDMA sequence families, both for DS-CDMA \cite{1,5,6} and FH-CDMA \cite{10}.
Here, we restrict our attention to DS-CDMA. It is algebraically convenient to design sequence families with good periodic correlation properties and there are benchmarks to measure how good such a design is, namely the Welch and Sidelnikov bounds. The aperiodic correlation properties also play a significant part in system performance for the case of Galois ring sequences, the aperiodic correlation was investigated in [11]. Another significant contributor to the performance, especially in the current wireless environment where longer and longer sequence periods are necessary to support an increasing number of users (the family size is typically an increasing function of the period), is the partial period correlation, which is the main focus of this paper.

In this paper we have obtained new results on the partial period correlations of families A, B and C. This substantially extends the results we have obtained in [2].

The paper is organised as follows. In Section 2, we provide a brief overview of the structure of Galois rings and properties of the Galois ring trace function, after introducing some definitions and notation for general sequence designs. This is followed by the definition of Families A, B and C. This section concludes with a discussion of a related Cayley table and its properties. In Section 3 we obtain the first moment of the partial correlation function of the Galois ring m-sequences in families A, B, and C. In Section 4 we obtain so-called local and global second moments of the partial correlation function of Family A. Section 5 concludes the paper.

2 Rings, Trace Functions and Sequences

2.1 Galois Ring Preliminaries

We will be quite informal, highlighting the details we need, and ask the reader unfamiliar with the topic to consult [1].

We denote the Galois ring as $R = GR(4, n)$ and note that it is a Galois extension of $Z_4$, defined by $R = Z_4[\beta]$ where $\beta$ has multiplicative order $2^n - 1$ and is a root of a primitive basic irreducible polynomial (i.e., a basic irreducible polynomial whose modulo 2 reduction is a primitive polynomial over $Z_2$). It is always possible to construct such a polynomial. Note that the ring $R$ contains $4^n$ elements, and $R = \langle 1, \beta, \ldots, \beta^{2^n-2} \rangle$ as a $Z_4$-module.

Every element $c \in R$ has a unique 2-adic representation $c = a + 2b$, where $a, b$ belong to the Teichmuller set $T = \{0, 1, \beta, \ldots, \beta^{2^n-2}\}$ and the map $\alpha : c \mapsto a$ is given by $\alpha(c) = c^{2^n}$. Given $c$, after determining $a$, as above, $b$ can then be solved for. If we denote the modulo 2 reduction function by $\mu$ and extend it to polynomials in the obvious way, then $\mu(T) = \{0, 1, \theta, \ldots, \theta^{2^n-2}\} = GF(2^n)$. The set of invertible elements of $R$ is denoted $R^* = R \setminus 2R$ where $2R$ is the set of zero divisors and is the unique maximal ideal in $R$. Every element in $R^*$ has a unique representation of the form $\beta^r(1+2z), 0 \leq r \leq 2^n-2$. 


\( r \leq 2^n - 2, t \in T \). Also, \( R^* \) is a multiplicative group of order \( 2^n(2^n - 1) \) which is a direct product \( G_1 \times E \) where \( G_1 \) is a cyclic group of order \( 2^n - 1 \) (made up of the nonzero elements in the Teichmüller set) generated by \( \beta \) and \( E \) is made up of elements of the form \( 1 + 2^t \) where \( t \in T \).

The Frobenius map from \( R \) to \( R \) is the ring automorphism that takes any element \( c = a + 2b \) in the 2-adic representation to the element \( \sigma c = a^2 + 2b^2 \) and it generates the Galois group of \( R \) over \( Z_4 \) with \( f^m \) the identity map. The Trace map from \( R \) to \( Z_4 \) is defined by

\[
T(c) = c + c^f + c^{f^2} + \cdots + c^{f^{m-1}}, \quad c \in R.
\]

The trace is onto and has nice equidistribution properties. It will play a role in the moment calculations we shall use later in the paper. If we let \( f_2(c) = c^2 \) be the squaring map defined on the finite field \( GF(2^m) \) then the finite field trace is given by

\[
tr(c) = c + c^2 + c^{2^2} + \cdots + c^{2^{m-1}}, \quad c \in GF(2^n),
\]

and the following commutativity relationships hold:

\[
\mu \circ f = f_2 \circ \mu, \quad \mu \circ T = tr \circ \mu.
\]

Let \( G_C = T \setminus \{0\} \). Consider the following partition \( \mathcal{X} \) of \( R \) defined by the equivalence relation \( \alpha \cong \beta \) if and only if \( \alpha G_C = \beta G_C \). The partition \( \mathcal{X} \) consists of the following subsets which partition \( R \):

1. \( 2^n \) subsets corresponding to each \( a \in G_A \) of \( R^* : [a] = a(G_C) \).
2. A subset consisting of proper zero divisors: \( [e] = \langle 2 \rangle \setminus \{0\} \).
3. The zero subset: \( [\infty] = \{0\} \).

For \( a, b, c \in \mathcal{X} \), define \( N(a, b; c) \) to be the number of times a fixed element of the class \( [c] \) occurs in the Cayley table of \( [a] + [b] \). This number is independent of the element of \( [c] \) that is chosen, since in \( ([a] + [b]) \), the occurrence of any element of \( [c] \) implies the occurrence of all the elements of \( [c] \). The commutative property of \( R \) implies \( N(a, b; c) = N(b, a; c) \). Various structural constants \( N(a, b; c) \), \( a, b, c \in \mathcal{X} \), are computed in [10], and they are reproduced in the following lemma.

**Lemma 1.**

1. \( n(\infty, w; x) = \begin{cases} 0 & \text{if } w \neq x \\ 1 & \text{if } w= x. \end{cases} \)
2. \( N(e, e; x) = \begin{cases} 0 & \text{if } x \neq e, \infty \\ 2^n - 1 & \text{if } x = \infty \\ 2^n - 2 & \text{if } x = e. \end{cases} \)
3. \( N(e, a; x) = \begin{cases} 0 & \text{if } x=a, e, \text{ or } \infty \text{ for any } a \in G_A \\ 1 & \text{otherwise}. \end{cases} \)
4. \( N(a, b; \infty) = \begin{cases} 2^n - 1 & \text{if } b=3a \text{ for any } a,b \in G_A \\ 0 & \text{otherwise}. \end{cases} \)
5. \( N(a, b; e) = \begin{cases} 0 & \text{if } b=3a \text{ for any } a,b \in G_A \\ 1 & \text{otherwise}. \end{cases} \)
6. \( n(0, 0; 0) = 0 \).
7. If \( a, b, c, d \in G_A \), then \( N(a, b; c) = N(ad, bd; cd) \).
8. Let \( a, b \in G_A \). Then \( N(a, 3a; b) = \begin{cases} 0 & \text{if } b = a, 3a \\ 1 & \text{otherwise.} \end{cases} \)

9. Let \( a, b \in G_A, a \neq b \). Then \( N(a, a; b) = \begin{cases} 2 & \text{if } tr(b) = tr(\bar{a}) \\ 0 & \text{otherwise.} \end{cases} \)

10. Let \( a, b, c \in G_A, a \neq b, 3b \). Then
    \[
    N(a, b; c) = \begin{cases} 1 & \text{if } c = a, b \\ 2 & \text{if } c \neq a, b, tr(\bar{a}b + \bar{a}c + \bar{b}c) = tr(\bar{c}) \\ 0 & \text{otherwise.} \end{cases}
    \]

We need the following definition in the next section.

**Definition 1.** Let \( \gamma = (1 + 2a) \in \{1 + 2\beta^k, k = \infty, 0, \cdots, 2^n - 2\} \). Then the trace number of \( \gamma \) is defined as the value of \( tr(\mu(a)) \). The trace number is always 1 or 0.

### 2.2 Sequence Families A, B and C

A \( q \)-ary sequence family made up of \( M \) cyclically distinct sequences of length \( N \) is defined to be the collection of vectors

\[
\{s_1, \ldots, s_M\}, \quad s_i \in \mathbb{Z}_q^N, \quad 1 \leq i \leq M
\]

with \( s_1 = (s_1(0), \ldots, s_1(N - 1)) \), where \( \mathbb{Z}_q \) is the ring of integers modulo \( q \). Here we restrict ourselves to quaternary sequences, i.e., \( q = 4 \). The (periodic) correlation function between sequences \( i \) and \( j \) at relative shift \( \tau \) is defined as

\[
C_{i,j}(\tau) = \sum_{t=0}^{N-1} \omega^{s_i(t \oplus \tau) - s_j(t)}
\]

where \( \omega = exp(2\pi j/4) = \sqrt{-1} \) is a primitive fourth root of unity and where \( \oplus \) denotes addition modulo \( N \).

Given a sequence family such as above, the Welch [12] and Sidelnikov [7] lower bounds determine how good such a family can be. For example, if \( M \approx N \) then the maximum nontrivial correlation magnitude (sometimes called the maximum sidelobe)

\[
C_{\text{max}} = \max\{|C_{i,j}(\tau)| : i \neq j \text{ or } \tau \neq 0\}
\]

obeys \( C_{\text{max}} \geq \sqrt{2N} \) for binary sequences and \( C_{\text{max}} \geq \sqrt{N} \) for nonbinary sequences. **Family A** [16] is a large sequence family which delivers the promised improvement for \( C_{\text{max}} \) for the practically significant (due to the widespread use of quaternary PSK modulation) \( q = 4 \) value.

**Family A** comprises a set of \( M = 2^n + 1 \) cyclically distinct sequences over \( \mathbb{Z}_4 \) with length \( N = 2^n - 1 \), which obey a common linear recurrence whose characteristic polynomial is a primitive basic irreducible polynomial of degree \( n \) over the ring \( \mathbb{Z}_4[x] \). Each element \( s_i \) of **Family A** can be expressed as \( s_i(t) = T(\gamma \beta^t) \) where \( \beta \) is a generator of the Teichmuller set, and \( \gamma \neq 0 \). In fact the enumeration of representatives

\[
\Gamma_\nu = \{2\} \cup G_A,
\]
where \( G_A = \{1 + 2 \beta^k, \ k = \infty, 0, \ldots, 2^n - 2\} \), can be used to enumerate the cyclically distinct elements in Family A, since each member \( \gamma_i, \ 1 \leq i \leq 2^n + 1 \) of \( \Gamma_v \) gives a distinct sequence in the family if we take \( s_i(t) = T(\gamma_i \beta^t) \).

Each sequence in Family A corresponds to a class in \( \mathcal{X} \).

We conclude this section by stating the complete full period correlation distribution for Family A, which is obtained by considering the distribution of values taken by sums of the form

\[
S(\gamma) = \sum_{x \in G_1} \omega^{T(\gamma x)} = \sum_{t=0}^{2^n-2} \omega^{T(\gamma \beta^t)},
\]

as \( \gamma \) ranges over the ring \( R \), where we count the solutions of \( \gamma = \gamma_i \beta^r - \gamma_j \).

**Families B and C:** If sequences generated as trace of powers of \( (\gamma \beta) \), \( \gamma \in G_A \) and \( \gamma \neq 1 \), the resulting sequences are of period \( 2(2^n - 1) \). Families of interleaved m-sequences comprises of \( 2^n - 1 \) sequences which obey a common linear recurrence relation over \( \mathbb{Z}_4 \) determined by the minimal polynomial corresponding to \( (\gamma \beta) \), where \( \gamma \in G_A \) and \( \gamma \neq 1 \). An interleaved sequence \( is^a \) can be expressed as \( is^a(t) = T(a(\gamma \beta)^t) \) where \( \beta \) is a generator of the Teichmuller set, and \( a \neq 0 \). We call interleaved family as Family B when \( \gamma \neq 3 \) trace number of \( \gamma \) is 1. Family C is obtained when \( \gamma = 3 \). It can be noticed that each interleaved sequence can be seen as interleaved version of two Family A sequences [10]. Using this fact, sequences in Family B are enumerated with the following representatives:

\[
\{is^a, a \in \text{Quotient group } G_A/\{1, \gamma\}\}.
\]

And similarly sequences in Family C are enumerated with the following representatives:

\[
\{is^a, a \in \text{Quotient group } G_A/\{1, 3\}\}.
\]

In [10], we used an association scheme over \( R \) to study these sequence families properties. Here we only use related Cayley table defined on \( R \).

**Theorem 2 ([1110]).** The correlation sum and weight distributions of sequences in Family A of period \( 2^n - 1 \) are given in Table 7. These sequences are grouped under five subsets \( P, Q, R, S \) and \( B \). The trace numbers of sequences within any subset are same. For the first subset \( B \) (binary), \( w_2 = 2^{r-1} \), and \( w_3 = 0 \). For remaining subsets, \( w_3 = 2^{r-1} - w_1 \) and \( w_2 = 2^{r-1} - 1 - w_0 \).

The following theorem describes correlation sum and weight distribution of sequences in Family B and Family C. It also describes the internal composition of Family A sequences.

**Theorem 3.** The correlation sum and weight distributions of the families of B and C of period \( 2(2^n - 1) \) are given in Tables 2 and 3. Like before, the sequences are grouped based on distinct correlation values and named with a \( (\bar{\cdot}) \) to distinguish from sequences in Family A which have half the period. In all these tables the subset \( \bar{B} \) corresponds to \( is^2 \) and for all the items except the last, \( w_2 = (2^n - 2) - w_0 \), \( w_3 = 2^n - w_1 \); for the last item (subset \( B \)), \( w_3 = 0 \), \( w_2 = 2^n \).
Table 1. Correlation Sum and weight Distributions of $m$-sequences of period $2^r - 1$

<table>
<thead>
<tr>
<th>Subset</th>
<th>$\eta$</th>
<th>No. of Sequences</th>
<th>Trace Number</th>
<th>$w_0$</th>
<th>$w_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$</td>
<td>$-1$</td>
<td>$2^{t-1} (2^t + 1)$</td>
<td>$0$</td>
<td>$2^{r-1} - 1$</td>
<td>$0$</td>
</tr>
<tr>
<td>$P$</td>
<td>$2^t - 1 + \omega 2^t$</td>
<td>$2^{t-1} (2^t + 1)$</td>
<td>$\zeta$</td>
<td>$2^{n-2} + 2^{r-1} - 1$</td>
<td>$2^{n-2} + 2^t - 1$</td>
</tr>
<tr>
<td>$Q$</td>
<td>$-2^t - 1 - \omega 2^t$</td>
<td>$2^{t-1} (2^t - 1)$</td>
<td>$\zeta$</td>
<td>$2^{n-2} - 2^{r-1} - 1$</td>
<td>$2^{n-2} - 2^t - 1$</td>
</tr>
<tr>
<td>$R$</td>
<td>$2^t - 1 - \omega 2^t$</td>
<td>$2^{t-1} (2^t + 1)$</td>
<td>$\zeta$</td>
<td>$2^{n-2} + 2^{t-1} - 1$</td>
<td>$2^{n-2} - 2^{t-1} - 1$</td>
</tr>
<tr>
<td>$S$</td>
<td>$-2^t - 1 + \omega 2^t$</td>
<td>$2^{t-1} (2^t - 1)$</td>
<td>$\zeta$</td>
<td>$2^{n-2} - 2^{t-1} - 1$</td>
<td>$2^{n-2} + 2^{t-1}$</td>
</tr>
</tbody>
</table>

For $n = 2t$ (an even integer)  

<table>
<thead>
<tr>
<th>Subset</th>
<th>$\eta$</th>
<th>No. of Sequences</th>
<th>Trace Number</th>
<th>$w_0$</th>
<th>$w_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$</td>
<td>$-1$</td>
<td>$2^{t-1} (2^t + 1)$</td>
<td>$0$</td>
<td>$2^{n-1} - 1$</td>
<td>$0$</td>
</tr>
<tr>
<td>$P$</td>
<td>$2^t - 1$</td>
<td>$2^{t-1} (2^t + 1)$</td>
<td>$\zeta$</td>
<td>$2^{n-2} + 2^{t-1} - 1$</td>
<td>$2^{n-2}$</td>
</tr>
<tr>
<td>$Q$</td>
<td>$-2^t - 1$</td>
<td>$2^{t-1} (2^t - 1)$</td>
<td>$\zeta$</td>
<td>$2^{n-2} - 2^{t-1} - 1$</td>
<td>$2^{n-2}$</td>
</tr>
<tr>
<td>$R$</td>
<td>$-1 + \omega 2^t$</td>
<td>$2^{n-2}$</td>
<td>$\zeta$</td>
<td>$2^{n-2} - 1$</td>
<td>$2^{n-2} + 2^{t-1}$</td>
</tr>
<tr>
<td>$S$</td>
<td>$-1 - \omega 2^t$</td>
<td>$2^{n-2}$</td>
<td>$\zeta$</td>
<td>$2^{n-2} - 1$</td>
<td>$2^{n-2} - 2^{t-1}$</td>
</tr>
</tbody>
</table>

Table 2. Correlation Sum and Weight Distributions of Family C ($(\gamma = 3)$)

<table>
<thead>
<tr>
<th>Subset</th>
<th>$\eta$</th>
<th>No. of Sequences</th>
<th>Constituent class</th>
<th>$w_0$</th>
<th>$w_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{P}$</td>
<td>$2(2^t - 1)$</td>
<td>$2^{t-1} (2^t + 1)$</td>
<td>$\eta \in P; \gamma \in R$</td>
<td>$2^{2t} + 2^t - 2$</td>
<td>$2^{2t}$</td>
</tr>
<tr>
<td>$\hat{Q}$</td>
<td>$-2(2^t + 1)$</td>
<td>$2^{t-1} (2^t - 1)$</td>
<td>$\eta \in Q; \gamma \in S$</td>
<td>$2^{2t} - 2^t - 2$</td>
<td>$2^{2t}$</td>
</tr>
<tr>
<td>$\hat{B}$</td>
<td>$-2$</td>
<td>$1$</td>
<td>$\eta \leq 2^t$</td>
<td>$2^n - 2$</td>
<td>$0$</td>
</tr>
</tbody>
</table>

(b) $n = 2t$ (an even integer); Period = $2(2^n - 1)$

<table>
<thead>
<tr>
<th>Subset</th>
<th>$\eta$</th>
<th>No. of Sequences</th>
<th>Constituent class</th>
<th>$w_0$</th>
<th>$w_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{P}$</td>
<td>$2(2^t - 1)$</td>
<td>$2^{t-2} (2^t + 1)$</td>
<td>$\eta \in P; \gamma \in P$</td>
<td>$2^{n-1} + 2^t - 2$</td>
<td>$2^{n-1}$</td>
</tr>
<tr>
<td>$\hat{Q}$</td>
<td>$-2(2^t + 1)$</td>
<td>$2^{t-2} (2^t - 1)$</td>
<td>$\eta \in Q; \gamma \in Q$</td>
<td>$2^{n-1} - 2^t - 2$</td>
<td>$2^{n-1}$</td>
</tr>
<tr>
<td>$\hat{R}$</td>
<td>$-2$</td>
<td>$2^{t-2}$</td>
<td>$\eta \in R; \gamma \in S$</td>
<td>$2^n - 2$</td>
<td>$2^n - 2$</td>
</tr>
<tr>
<td>$\hat{B}$</td>
<td>$-2$</td>
<td>$1$</td>
<td>$\eta \leq 2^t$</td>
<td>$2^{n-2}$</td>
<td>$0$</td>
</tr>
</tbody>
</table>

3 The Partial Correlation and Its First Moment

Let $s_i = (s_i(0), \ldots, s_i(2^n - 1))$ be a sequence from Family $A$, thus $s_i(t) = T(\gamma_i/\beta^t)$ for $0 \leq t \leq 2^n - 2$, and where $\gamma_i \in \Gamma$, for $i = 1, \ldots, 2^n + 1$. Hence $N = 2^n - 1$ and $M = 2^n + 1$ here.

**Definition 2.** The periodic partial correlation function of $s_i$ with $s_j$ at shift $\tau$ and offset $k$ with correlation length $L \leq 2^n - 1$ is given by

$$P_{i,j}(\tau, k, L) = \sum_{t=k}^{k+L-1} \omega^{s_i(t+\tau) - s_j(t)}, \quad 1 \leq i \leq j \leq 2^n + 1,$$

where $\oplus$ denotes addition modulo $2^n - 1$, and $0 \leq \tau \leq 2^n - 2$. 


Table 3. Correlation Sum and Weight Distributions of Family B (Trace Number of $\gamma = 1$)

<table>
<thead>
<tr>
<th>Subset</th>
<th>$n$</th>
<th>No. of Sequences</th>
<th>Constituent class</th>
<th>$w_0$</th>
<th>$w_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{P}$</td>
<td>$2(2^t - 1)$</td>
<td>$2^{t-1}(2^{t-1} + 1)$</td>
<td>$\eta \in \mathcal{P}; \eta \gamma \in \mathcal{R}$</td>
<td>$2^{2t} + 2^t - 2$</td>
<td>$2^t$</td>
</tr>
<tr>
<td>$\tilde{Q}$</td>
<td>$-2(2^t + 1)$</td>
<td>$2^{t-1}(2^{t-1} - 1)$</td>
<td>$\eta \in \mathcal{Q}; \eta \gamma \in \mathcal{S}$</td>
<td>$2^{2t} - 2^t - 2$</td>
<td>$2^t$</td>
</tr>
<tr>
<td>$\tilde{R}$</td>
<td>$-2 + \omega 2^{t+1}$</td>
<td>$2^{t-2}$</td>
<td>$\eta \in \mathcal{P}; \eta \gamma \in \mathcal{S}$</td>
<td>$2^{2t} - 2^t$</td>
<td>$2^t + 2^t$</td>
</tr>
<tr>
<td>$\tilde{S}$</td>
<td>$-2 - \omega 2^{t+1}$</td>
<td>$2^{2t-2}$</td>
<td>$\eta \in \mathcal{Q}; \eta \gamma \in \mathcal{R}$</td>
<td>$2^{2t} - 2^t$</td>
<td>$2^t - 2^t$</td>
</tr>
<tr>
<td>$\tilde{B}$</td>
<td>$-2$</td>
<td>$1$</td>
<td>$\eta &lt; 2 &gt;$</td>
<td>$2^n - 2$</td>
<td>$0$</td>
</tr>
</tbody>
</table>

(b) $n = 2t$ (an even integer); Period = $2(2^n - 1)$

<table>
<thead>
<tr>
<th>Subset</th>
<th>$n$</th>
<th>No. of Sequences</th>
<th>Constituent class</th>
<th>$w_0$</th>
<th>$w_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{P}$</td>
<td>$(2^t - 2 + \omega 2^t)$</td>
<td>$2^{t-2}(2^{t-1} + 1)$</td>
<td>$\eta \in \mathcal{P}; \eta \gamma \in \mathcal{R}$</td>
<td>$2^{n-1} + 2^{t-1} - 2$</td>
<td>$2^{n-1} + 2^{t-1}$</td>
</tr>
<tr>
<td>$\tilde{Q}$</td>
<td>$(-2^t - 2 - \omega 2^t)$</td>
<td>$2^{t-2}(2^{t-1} - 1)$</td>
<td>$\eta \in \mathcal{Q}; \eta \gamma \in \mathcal{S}$</td>
<td>$2^{n-1} - 2^{t-1} - 2$</td>
<td>$2^{n-1} - 2^{t-1}$</td>
</tr>
<tr>
<td>$\tilde{R}$</td>
<td>$(2^t - 2 - \omega 2^t)$</td>
<td>$2^{t-2}(2^{t-1} + 1)$</td>
<td>$\eta \in \mathcal{P}; \eta \gamma \in \mathcal{S}$</td>
<td>$2^{n-1} + 2^{t-1} - 2$</td>
<td>$2^{n-1} - 2^{t-1}$</td>
</tr>
<tr>
<td>$\tilde{S}$</td>
<td>$(-2^t - 2 + \omega 2^t)$</td>
<td>$2^{t-2}(2^{t-1} - 1)$</td>
<td>$\eta \in \mathcal{Q}; \eta \gamma \in \mathcal{R}$</td>
<td>$2^{n-1} - 2^{t-1} - 2$</td>
<td>$2^{n-1} + 2^{t-1}$</td>
</tr>
<tr>
<td>$\tilde{B}$</td>
<td>$-2$</td>
<td>$1$</td>
<td>$\eta &lt; 2 &gt;$</td>
<td>$2^n - 2$</td>
<td>$0$</td>
</tr>
</tbody>
</table>

Note that the non-trivial (off-peak) values of this function are those for which either $i \neq j$ or $\tau \neq 0$. We recover the usual full period correlation if $L = 2^n - 1$.

**Definition 3.** The first moment of the partial correlation function in Definition 1 is given by

$$\langle P_{i,j}(\tau, k, L) \rangle_k = \frac{1}{2^n - 1} \sum_{k=0}^{2^n-2} P_{i,j}(\tau, k, L) \triangleq P_{i,j}(\tau, L)$$

while its second absolute moment is given by

$$\langle | P_{i,j}(\tau, k, L) |^2 \rangle_k = \frac{1}{2^n - 1} \sum_{k=0}^{2^n-2} |P_{i,j}(\tau, k, L)|^2 .$$

We remark that the correlations are, in general, complex valued. It is quite straightforward to obtain the first moment of the partial periodic correlation (for all possible $i, j, \tau$). In fact this applies to the partial periodic correlation of any two complex valued sequences provided they have the same length.

**Theorem 4.** The first moment obeys

$$\langle P_{i,j}(\tau, k, L) \rangle_k = \frac{L}{2^n - 1} C_{i,j}(\tau),$$

and therefore, for Family A, it simply takes on values proportional to the values in Theorem 3 with the same multiplicities.
Proof. We have

\[
P_{i,j}(\tau, L) = \frac{1}{2^n - 1} \sum_{k=0}^{2^{n-2}} P_{i,j}(\tau, k, L)
\]

\[
= \frac{1}{2^n - 1} \sum_{k=0}^{2^{n-2} - L-1} \sum_{t=0}^{L-1} \omega^{s_i(k \oplus t \oplus \tau) - s_j(k \oplus t)}
\]

\[
= \frac{1}{2^n - 1} \sum_{t=0}^{L-1} \sum_{k=0}^{2^{n-2} - 2} \omega^{s_i(k \oplus t \oplus \tau) - s_j(k \oplus t)}
\]

\[
= \frac{1}{2^n - 1} \sum_{t=0}^{L-1} C_{i,j}(\tau) = \frac{L}{2^n - 1} C_{i,j}(\tau),
\]

where after interchanging the summations the resulting inner sum is clearly a full period correlation sum which is independent of \(t\). ☐

It is of interest in applications to consider only the nontrivial periodic autocorrelation function, i.e., \(i = j, \tau \neq 0 \mod 2^n - 1\), for estimating the false self-synchronisation probability. Before addressing this, we need a definition.

Definition 4. We define the Standard Normalized Correlation Distribution for a quantity \(\theta(\tau)\) as:

1. If \(n = 2t + 1\), then

\[
\theta(\tau) = \begin{cases} 
2^n - 1, & 1 \text{ time}, \\
-1 + 2^t + \omega 2^t, & 2^{n-2} + 2^{t-1} \text{ times,} \\
-1 + 2^t - \omega 2^t, & 2^{n-2} + 2^{t-1} \text{ times,} \\
-1 - 2^t + \omega 2^t, & 2^{n-2} - 2^{t-1} \text{ times,} \\
-1 - 2^t - \omega 2^t, & 2^{n-2} - 2^{t-1} \text{ times.}
\end{cases}
\]

2. If \(n = 2t\), then

\[
\theta(\tau) = \begin{cases} 
2^n - 1, & 1 \text{ time}, \\
-1 + 2^t, & 2^{n-2} + 2^{t-1} \text{ times,} \\
-1 - 2^t, & 2^{n-2} - 2^{t-1} \text{ times,} \\
-1 + \omega 2^t, & 2^{n-2} \text{ times,} \\
-1 - \omega 2^t, & 2^{n-2} \text{ times.}
\end{cases}
\]

This definition is used in the proof below. The result follows from arguments along the lines of [1] but the autocorrelation distribution was never computed there; in that paper, the focus was on the global correlation distribution.

Lemma 5. For Family A the full period autocorrelation function obeys:

1. If we consider the zero divisor sequence (binary m-sequence), then

\[
C_{i,i}(\tau) = \begin{cases} 
2^n - 1, & 1 \text{ time,} \\
-1, & 2^n - 2 \text{ times.}
\end{cases}
\]
2. Otherwise, the autocorrelation distribution obeys the Standard Normalized Correlation Distribution from Definition 3, except that the value \( S(\gamma_i) \) and its complex conjugate occur with frequency one less than that specified in Definition 3.

**Proof.** For the binary \( m \)-sequence corresponding to a coset leader chosen from the maximal ideal \( 2R \) the autocorrelation takes on the value \(-1\) for \( \tau \neq 0 \), and \( 2^n - 1 \) otherwise. For the rest of the proof, we restrict ourselves to the sequences which are not all zero divisors. Let \( n = 2t + 1 \) and consider correlation between \( S^a \) and \( \tau^{th} \) shift of itself. Because of the linearity, this value is correlation sum of some \( S^b \), where \( b \in G_A \). These \( b \)'s are exactly those in Cayley table of \( N(a, 3a; b) \). From Lemma 1, \( N(a, 3a; b) \) takes all values in \( G_A \) except \( a \) and \( 3a \). The correlation sum of \( S^a \) and \( S^{3a} \) are conjugate of each other. This proves the result. \( \square \)

The following follows immediately.

**Theorem 6.** For Family A the first moment of the autocorrelation function obeys

\[
\langle P_{i,i}(\tau, k, L) \rangle_k = \frac{L}{2^n - 1} C_{i,i}(\tau),
\]

and therefore it simply takes on values proportional to the values in Lemma 3 with the same multiplicities.

**Proof.** The proof is similar to that of Theorem 4. \( \square \)

**Lemma 7.** Let \( n \) be an odd number, then for Family C the full period autocorrelation function obeys:

1. If we consider the zero divisor sequence (binary \( m \)-sequence), then

\[
\theta(\tau) = \begin{cases} 
2(2^n - 1), & 2 \text{ times,} \\
-2, & 2^{n+1} - 4 \text{ times.}
\end{cases}
\]

2. Otherwise, if \( is^a \in \bar{P} \), then

\[
\theta(\tau) = \begin{cases} 
2(2^n - 1), & 1 \text{ time,} \\
-2, & 1 \text{ time,} \\
2(2^t - 1), & 2^{t+1}(2^t + 1) - 4 \text{ times,} \\
-2(2^t + 1), & 2^{t+1}(2^t - 1) \text{ times,}
\end{cases}
\]

3. Otherwise, if \( is^a \in \bar{Q} \), then

\[
\theta(\tau) = \begin{cases} 
2(2^n - 1), & 1 \text{ time,} \\
-2, & 1 \text{ time,} \\
2(2^t - 1), & 2^{t+1}(2^t + 1) \text{ times,} \\
-2(2^t + 1), & 2^{t+1}(2^t - 1) - 4 \text{ times,}
\end{cases}
\]
Proof. From Lemma 9 of [10], the autocorrelation of $is^a$ at $\tau^{th}$ shift is given by
$S(\eta) + S(\gamma \eta)$, where $\eta = (a - a(\gamma \beta)^{\tau})$. When $\tau = 2^n - 1$, $\eta$ is multiple of 2
and hence $-2$ will occur only once in the distribution. The case of $\tau = 0$ leads
to trivial correlation of $2(2^n - 1)$. For the rest of the proof we assume $is^a \in \mathcal{P}$. For
even values of $\tau$, $(\gamma)^{\tau} = 1$. This leads to correlations of $S(b) + S(\gamma b)$, where
$b$ is the Cayley table of $N(a,3a,b)$. These have been computed in Lemma 1
and the distribution of $S(\eta) + S(\gamma \eta)$ have been computed in Table 2. Here the
correlations take values from $G_A$ except $a$ and $3a$. For odd values of $\tau$,
$(\gamma)^{\tau} = \gamma$. This results in correlation sums of $c$'s in $N(a,3\gamma a,b)$. In this case, $\gamma = 3$. Then
this corresponds to values in $N(a, a, b)$. Combining the two cases gives the result.
The case for $is^a \in \mathcal{Q}$ can be similarly proved. \hfill \square

Lemma 8. Let $n$ be an odd number, then for Family B the full period autocorrelation function obeys:

1. If we consider the zero divisor sequence (binary m-sequence), then

$$\theta(\tau) = \begin{cases} 2(2^n - 1), & 2 \text{ times,} \\
-2, & 2^{n+1} - 3 \text{ times.} \end{cases}$$

2. Otherwise, if $is^a \in \mathcal{P}$, then

$$\theta(\tau) = \begin{cases} 2(2^n - 1), & 1 \text{ time,} \\
-2, & 1 \text{ time,} \\
2(2^t - 1), & 2^{t+1}(2^{t-1} + 1) - 4 \text{ times,} \\
-2(2^t + 1), & 2^{t+1}(2^{t-1} - 1) \text{ times,} \\
-2 + \omega 2^{t+1}, & 2^{2t} \text{ times,} \\
-2 - \omega 2^{t+1}, & 2^{2t} \text{ times.} \end{cases}$$

3. Otherwise, if $is^a \in \mathcal{Q}$, then

$$\theta(\tau) = \begin{cases} 2(2^n - 1), & 1 \text{ time,} \\
-2, & 1 \text{ time,} \\
2(2^t - 1), & 2^{t+1}(2^{t-1} + 1) \text{ times,} \\
-2(2^t + 1), & 2^{t+1}(2^{t-1} - 1) - 4 \text{ times,} \\
-2 + \omega 2^{t+1}, & 2^{2t} \text{ times,} \\
-2 - \omega 2^{t+1}, & 2^{2t} \text{ times.} \end{cases}$$

4. Otherwise, if $is^a \in \mathcal{R}$ or $\mathcal{S}$, then

$$\theta(\tau) = \begin{cases} 2(2^n - 1), & 1 \text{ time,} \\
-2, & 1 \text{ time,} \\
2(2^t - 1), & 2^{t+1}(2^{t-1} + 1) \text{ times,} \\
-2(2^t + 1), & 2^{t+1}(2^{t-1} - 1) \text{ times,} \\
-2 + \omega 2^{t+1}, & 2^{2t} - 2 \text{ times,} \\
-2 - \omega 2^{t+1}, & 2^{2t} - 2 \text{ times.} \end{cases}$$

Proof. The proof follows as in Lemma 7 except here the results of $N(a,3a,b)$
and $N(a,3\gamma a,c)$ of Lemma 1 need to be used. \hfill \square

Remark: Result similar to Theorem 6 holds good for Family B and Family C.
4 The Second Moment of the Partial Correlation Function

In this section we proceed in stages. First we observe the (well known) second moment of the partial autocorrelation function of a binary \( m \)-sequence (i.e., the zero divisor sequence in Family A) which follows from the “shift-and-add” property of binary \( m \)-sequences.

Proposition 9. For the binary \( m \)-sequence \( s_1 \), we have

\[
\langle | P_{1,1}(\tau, k, L) |^2 \rangle_k = L \left( 1 - \frac{L - 1}{2^n - 1} \right)
\]

when \( \tau \neq 0 \) (mod \( 2^n - 1 \)).

We next proceed to the second moment of the partial period autocorrelation function. We first state an intermediate result, which holds for both odd and even \( n \):

Lemma 10. Consider the sum defined as

\[
S(\gamma) = \sum_{x \in G_1} \omega^{T(\gamma x)}.
\]

Then, for all \( \nu \) in \( \mathbb{R}^* \) we have

\[
\sum_{\gamma_i, \gamma_j \in \Gamma_{\nu}} \sum_{\tau=0}^{2^n-2} \Re \{ S(\gamma_i \beta^\tau - \gamma_j) \} = 1.
\]

Proof. We directly apply the distributions from Table 1.

We are now ready to prove our “local” second moment for partial period correlations in Family A. We perform an additional averaging along \( \tau \) since the dependence of the second moment on \( \tau \) is quite complicated and seems to be intractable analytically.

Definition 5. We define the local second partial correlation moment for Family A with respect to sequence \( s_i \) as:

\[
\langle | P(L)_{(i)} |^2 \rangle = \frac{1}{(2^n - 1)^2(2^n + 1)} \sum_{k, \tau=0}^{2^n-2} \sum_{\gamma_j \in \Gamma_{\nu}} | P_{i,j}(\tau, k, L) |^2.
\]

Theorem 11. Let \( n \) be odd. The local second partial correlation moment for Family A is given by

\[
\langle | P(L)_{(i)} |^2 \rangle = L \pm \frac{L(L - 1)2^{(n-1)/2}}{(2^n - 1)^2(2^n + 1)}.
\]

where if \( \gamma_i \in Q \cup S \) the second term is positive, and if \( \gamma_i \in P \cup R \) the second term is negative.
Proof. We evaluate the unnormalized sum in the above definition, where for convenience we denote the coset representatives by $\gamma_0, \ldots, \gamma_{2^n}$, and drop summation limits whenever convenient. We have:

$$\sum_{k, \tau=0}^{2^n-2} \sum_{j=0}^{2^n} P_{i,j}(\tau, k, L) [P_{i,j}(\tau, k, L)]^*$$

which can be rewritten as

$$\sum_{j=0}^{2^n-2} \sum_{\tau=0}^{2^n} \sum_{k, l=0}^{L-1} \omega s_i(k \oplus t \oplus \tau) - s_j(k \oplus t) - s_i(l \oplus t \oplus \tau) + s_j(l \oplus t) = \sum_{j=0}^{2^n-2} \sum_{\tau=0}^{2^n} \sum_{k, l=0}^{L-1} \sum_{t=0}^{2^n-2} \omega T[\beta^k - \beta^l] (\beta^\tau \gamma_i - \gamma_j) \beta^t].$$

We now separate the case $k = l$, and note that we can use complex conjugate symmetry of the $(\beta^k - \beta^l)$ terms to rewrite the sum as

$$L(2^n - 1) \left( \sum_{j=0}^{2^n-2} \sum_{\tau=0}^{1} \right) + \sum_{0 \leq k \neq l \leq L-1} \sum_{j, \tau} \text{Re} \{S((\beta^k - \beta^l)(\beta^\tau \gamma_i - \gamma_j))\}$$

$$= L(2^n - 1)^2(2^n + 1) + 2 \sum_{0 \leq l \leq L-1} \sum_{j, \tau} \text{Re} \{S(\beta^\tau \gamma_i - \gamma_j)\}$$

where the argument of the sum $S(\cdot)$ simplifies since it is invariant under multiplication by a nonzero unit. The sum on the right hand side can be evaluated by considering the equation $\gamma = \beta^\tau \gamma_i - \gamma_j$, and asking how many solutions this equation has for a fixed $\gamma_i$. By following the argument in the proof of Theorem 6 in [1], it can be seen that a modified distribution will occur where the term corresponding to $\gamma_j$ is missing from the Standard Normalized Correlation Distribution from Definition 3. Using this and normalizing we get the claimed result.

Note that from the local second partial correlation moment, it is straightforward to obtain the global partial correlation moment defined below, and its distribution stated in the theorem below, after a renormalization of sums.

**Definition 6.** We define the global second partial correlation moment for Family A as:

$$\langle |P(L)|^2 \rangle = \frac{1}{(2^{2n} - 1)^2} \sum_{k, \tau=0}^{2^{n-2}} \sum_{\gamma_i, \gamma_j \in \Gamma_v} |P_{i,j}(\tau, k, L)|^2$$

**Theorem 12.** The global second partial correlation moment for Family A is given by

$$\langle |P(L)|^2 \rangle = L + \frac{L(L-1)}{(2^{2n} - 1)^2}.$$
5 Conclusions and Discussion

In this paper we have studied the first two moments of the periodic partial correlation functions of Galois ring $m$-sequences which form Families A, B, C and obtained complete results for the first partial correlation moment. For the case of Family A, we have also obtained local and global second partial correlation moments. The local second moment characterizes the variability of the interference a given signal experiences with respect to all the other signals in a CDMA system.

It is of interest to extend this work to further sequence families, such as $S(2)$ in [5] which is a superset of Family A. The extension of the second moment results to Family B from [1] and Family C and Family D from [9] is challenging and is left for future work.
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1 Introduction

The invention, in the late 70’s, of public key cryptography (which has the important advantage that the sender and the receiver do not need to exchange a private key on a secure channel before safely communicating) has not eliminated conventional cryptography because of the lower efficiency of public key cryptosystems and the much larger size of the encryption and decryption keys (some public key cryptosystems are fast, but they have still larger keys and they also have some additional drawbacks). Both techniques must then be combined to

\(^{1}\) Also called symmetric, or private key.
exchange large size data securely. The present paper is devoted to symmetric cryptography and more precisely to the Boolean functions it often uses for making the systems as nonlinear as possible, allowing them to resist known attacks and hopefully future attacks. These are central objects for the design and the security of symmetric cryptosystems (stream ciphers and block ciphers), see e.g. [5,6]. In cryptography, the most usual representation of these functions is the algebraic normal form (ANF):

$$f(x_1,\ldots,x_n) = \sum_{I\subseteq\{1,\ldots,n\}} a_I \prod_{i\in I} x_i,$$

where the $a_I$’s are in $F_2$. The terms $\prod_{i\in I} x_i$ are called monomials. The algebraic degree $d^f$ of a Boolean function $f$ equals the global degree of its (unique) ANF, that is, the maximum degree of those monomials whose coefficients are nonzero. Affine functions are those Boolean functions of algebraic degrees at most 1. The Boolean functions used in stream or block ciphers must have high degrees to avoid the Berlekamp-Massey attack on stream ciphers and the higher order differential cryptanalysis on block ciphers.

Another possible representation of Boolean functions uses the identification between the vector-space $F_2^n$ and the field $F_{2^n}$. It represents any Boolean function as a polynomial in one variable $x \in F_{2^n}$ of the form $f(x) = \sum_{i=0}^{2^n-1} f_i x^i$, where the $f_i$’s are elements of the field. This representation exists for every function from $F_{2^n}$ to $F_{2^n}$ (this is easy to prove; note that the polynomial $\sum_{i=0}^{2^n-1} f_i x^i$ can be obtained by using the so-called Mattson-Solomon polynomial [43,5] and such function $f$ is Boolean if and only if $f_0$ and $f_{2^n-1}$ belong to $F_2$ and $f_{2i} = f_i$ for every $i \neq 0$, $2^n - 1$, where $2i$ is taken mod $2^n - 1$. This allows representing $f(x)$ in the form $\sum_{k \in \Gamma(n)} tr_{n_k}(f_k x^k) + f_{2^n-1}x^{2^n-1}$, where $\Gamma(n)$ is the set obtained by choosing one element in each cyclotomic class of 2 modulo $2^n - 1$ (the most usual choice for $k$ is the smallest element in its cyclotomic class, called the coset leader of the class), where $n_k$ is the size of the cyclotomic class containing $k$ and where $tr_{n_k}$ is the trace function from $F_{2^n k}$ to $F_2$: $tr_{n_k}(x) = x + x^2 + x^2^2 + \cdots + x^2^{n_k-1}$. This representation is called the trace representation. Note that, for every $k \in \Gamma(n)$ and every $x \in F_{2^n}$, we have $f_k \in F_{2^n k}$ (since $f_k^{2^{n_k}} = f_k$) and $x^k \in F_{2^n k}$ as well. A slightly different representation, often called also the trace representation, has the form $f(x) = tr(\sum_{i=0}^{2^n-1} u_i x^i)$, where $tr = tr_n$ and where the $u_i$’s are elements of the field $F_{2^n}$ (it can be easily obtained from $f(x) = \sum_{i=0}^{2^n-1} f_i x^i$ since $f(x) = tr(\lambda f(x))$, when $tr(\lambda) = 1$). The former representation is unique for every Boolean function and the latter is not (see more e.g. in [5]). Recall that the 2-weight $w_2(i)$ of an integer $i$ equals by definition the number of 1’s in its binary expansion. The algebraic degree of the function is then equal to the maximum 2-weight of the exponents $i$ with nonzero coefficients $f_i$ in the former representation and is upper bounded by the maximum 2-weight of the exponents $i$ with nonzero coefficients $u_i$ in the latter.

A characteristic of Boolean functions, called their nonlinearity profile, plays an important role with respect to the security of the cryptosystems in which they are involved. For every non-negative integer $r \leq n$, we denote by $nl_r(f)$ the
minimum Hamming distance between \( f \) and all functions of algebraic degrees at most \( r \) (in the case of \( r = 1 \), we shall simply write \( nl(f) \)). In other words, \( nl_r(f) \) equals the distance from \( f \) to the Reed-Muller code \( RM(r, n) \) of length \( 2^n \) and of order \( r \), that is, the number of bits to change in the truth table of \( f \) to get a Boolean function of algebraic degree at most \( r \). This parameter is called the \( r \)-th order nonlinearity of \( f \) (simply the nonlinearity in the case \( r = 1 \)). The maximum \( r \)-th order nonlinearity of all Boolean functions in \( n \) variables equals by definition the covering radius of \( RM(r, n) \) \cite{19}. The nonlinearity profile of a function \( f \) is the sequence of those values \( nl_r(f) \) for \( r \) ranging from 1 to \( n - 1 \).

The same notion can be defined for S-boxes in stream or block ciphers as well, that is, for vectorial Boolean functions \( F : F_2^n \to F_2^m \) (also called \((n, m)\)-functions). Such functions are used in stream ciphers in the place of Boolean functions to speed up the enciphering and deciphering processes (since they output \( m \) bits instead of one at each clock cycle). They are used as well (and more systematically) in block ciphers to bring confusion \cite{49} into the system. The algebraic degree of an S-box is the maximum algebraic degree of its coordinate functions. We shall denote by \( nl_r(F) \) the minimum \( r \)-th order nonlinearity of all the \emph{component functions} \( \ell \circ F \), where \( \ell \) ranges over the set of all the nonzero linear forms over \( F_2^m \) (hence, the component functions are those linear combinations of coordinate functions whose coefficients are not all-zero). Equivalently, \( nl_r(F) \) is the minimum \( r \)-th order nonlinearity of all the functions \( v \cdot F, v \in F_2^m \setminus \{0\} \), where \( \cdot \) denotes the usual inner product in \( F_2^m \) (or any other inner product). If \( F_2^m \) is endowed with the structure of the field \( F_2^m \), then \( nl_r(F) \) is the minimum \( r \)-th order nonlinearity of all the functions \( tr(vF(x)), v \in F_2^m \). The algebraic degree of an S-box is also the maximum degree of its component functions.

The cryptographic relevance of the higher order nonlinearity has been illustrated by several papers \cite{20, 33, 34, 40, 44, 47, 50}. Computing the \( r \)-th order nonlinearity of a given Boolean function with algebraic degree strictly greater than \( r \) is a hard task for \( r > 1 \). In the case of the first order, much is known in theory and also algorithmically since the nonlinearity is related to the Walsh transform, which can be computed by the algorithm of the Fast Fourier Transform (FFT). Recall that the Walsh transform of \( f \) is the Fourier transform of the “sign” function \(-1)^f\), defined at any vector \( a \in F_2^n \) as \( W_f(a) = \sum_{x \in F_2^n} (-1)^{f(x)+x \cdot a} \) (where \( x \cdot a \) is an inner product in \( F_2^n \) - when the vector space \( F_2^n \) is identified to the field \( F_2^m \), we can take \( x \cdot a = tr(xa) \)). The relation between the nonlinearity and the Walsh transform is well-known: \( nl(f) = 2^{n-1} - \frac{1}{2} \max_{a \in F_2^n} |W_f(a)| \). But for \( r > 1 \), very little is known. Even the second order nonlinearity is known only for a few peculiar functions and for functions in small numbers of variables. A nice algorithm due to G. Kabatiansky and C. Tavernier and improved and implemented by Fourquet et al. \cite{29, 30, 31, 35, 28} works well for \( r = 2 \) and \( n \leq 11 \) (in some cases, \( n \leq 13 \)). But for \( r \geq 3 \), it is inefficient, even for \( n = 8 \) (the number of variables in the sub-S-boxes of the AES). No better algorithm is known.

Proving lower bounds on the \( r \)-th order nonlinearity of functions (and therefore proving their good behavior with respect to this criterion) is also a quite difficult task, even for the second order. Until recently, there had been only one...
attempt, by Iwata-Kurosawa [34], to construct functions with lower bounded \( r \)-th order nonlinearity. But the obtained value, \( 2^{n-r-3}(r+5) \), of the lower bound was small.

In the present paper, we give a survey of the state of the art in the domain: some simple observations, the lower bounds on the higher order nonlinearity of a Boolean function with given algebraic immunity, a recent recursive lower bound (a lower bound on the \( r \)-th order nonlinearity of a given function \( f \), knowing a lower bound on the \((r-1)\)-th order nonlinearity of the derivatives of \( f \)), and the deduced lower bounds on the whole nonlinearity profile of the multiplicative inverse function. We also give new results. We show that, when considering an S-box instead of a Boolean function, we can prove better bounds involving the algebraic immunity, on the higher order nonlinearity. We begin the study of a more general notion of higher order nonlinearity of S-boxes, which poses many interesting problems.

2 Higher Order Nonlinearity of Boolean Functions and S-Boxes

2.1 Some Simple Facts

- Adding to a function \( f \) a function of algebraic degree at most \( r \) clearly does not change the \( r \)-th order nonlinearity of \( f \).
- Since \( RM(r, n) \) is invariant under any affine automorphism, composing a Boolean function by an affine automorphism does not change its \( r \)-th order nonlinearity (i.e. the characteristic \( nl_r \) is affine invariant). And composing an S-box by affine automorphisms on the left and on the right does not change its \( r \)-th order nonlinearity.
- The minimum distance of \( RM(r, n) \) being equal to \( 2^{n-r} \) for every \( r \leq n \), we have \( nl_r(f) \geq 2^{n-r-1} \) for every function \( f \) of algebraic degree exactly \( r+1 \leq n \). Moreover, any minimum weight function \( f \) of algebraic degree \( r+1 \) (that is, the indicator - i.e. the characteristic function - of any \((n-r-1)\)-dimensional flat, see [43]), has \( r \)-th order nonlinearity equal to \( 2^{n-r-1} \) since a closest function of algebraic degree at most \( r \) to \( f \) is clearly the null function.
- As observed by Iwata and Kurosawa [34] (for instance), if \( f_0 \) is the restriction of \( f \) to the linear hyperplane \( H \) of equation \( x_n = 0 \) and \( f_1 \) the restriction of \( f \) to the affine hyperplane \( H' \) of equation \( x_n = 1 \) (these two functions will be viewed as \((n-1)\)-variable functions), then we have \( nl_r(f) \geq nl_r(f_0) + nl_r(f_1) \) since, for every function \( g \) of algebraic degree at most \( r \), the restrictions of \( g \) to \( H \) and \( H' \) having both algebraic degree at most \( r \), we have \( d_H(f, g) \geq nl_r(f_0) + nl_r(f_1) \) where \( d_H \) denotes the Hamming distance (obviously, this inequality is more generally valid if \( f_0 \) is the restriction of \( f \) to any linear hyperplane \( H \) and \( f_1 \) its restriction to the complement of \( H \)).
- Moreover, if \( f_0 = f_1 \), then there is equality since if \( g \) is the best approximation of algebraic degree at most \( r \) of \( f_0 = f_1 \), then \( g \) now viewed as an \( n \)-variable function lies at distance \( 2nl_r(f_0) \) from \( f \).
- Since \( n l_r \) is affine invariant, this implies that, if there exists a nonzero vector \( a \in F_2^n \) such that \( f(x+a) = f(x) \), then the best approximation of \( f \) by a function of algebraic degree \( r \) is achieved by a function \( g \) such that \( g(x+a) = g(x) \) and \( n l_r(f) \) equals twice the \( r \)-th order nonlinearity of the restriction of \( f \) to any linear hyperplane \( H \) excluding \( a \).
- Note that the equality \( n l_r(f) = 2 n l_r(f_0) \) is also true if \( f_0 \) and \( f_1 \) differ by a function of algebraic degree at most \( r - 1 \) since the function \( x_n(f_0 + f_1) \) has then algebraic degree at most \( r \).
- Conversely, the \( r \)-th order nonlinearity of the restriction of a function \( f \) to a hyperplane is lower bounded by means of the \( r \)-th order nonlinearity of \( f \):

**Proposition 1.** [9] Let \( f \) be any \( n \)-variable Boolean function, \( r \) a positive integer smaller than \( n \) and \( H \) an affine hyperplane of \( F_2^n \). Then the \( r \)-th order nonlinearity of the restriction \( f_0 \) of \( f \) to \( H \) (viewed as an \((n - 1)\)-variable function) satisfies:

\[
nl_r(f_0) \geq nl_r(f) - 2^{n-2}.
\]

### 2.2 On the Highest Possible \( r \)-th Order Nonlinearity (the Covering Radius of the Reed-Muller Code of Order \( r \))

The best known general upper bound on the first order nonlinearity of any Boolean function is:

\[
nl(f) \leq 2^{n-1} - 2^{\frac{n}{2} - 1}.
\]

It can be directly deduced from the Parseval relation \( \sum_{a \in F_2^n} W^2_f(a) = 2^{2n} \). It is tight for \( n \) even and untight for \( n \) odd (some lower bounds on the covering radius exist then, see e.g. [5]). This bound is obviously valid for \((n, m)\)-functions as well and it is then the best known bound when \( m < n \). But, as proved by K. Nyberg, it is tight (achieved with equality by the so-called bent functions) only when \( n \) is even and \( m \leq n/2 \) (see e.g. [6]). When \( m = n \), we have the better bound [16]:

\[
nl(F) \leq 2^{n-1} - 2^{\frac{n+1}{2}},
\]

which is achieved with equality (by the so-called almost bent functions) for every odd \( n \). For \( m > n \) further (better) bounds are given in [12] but no such bound is tight. Improving upon all these bounds when they are not tight is a series of difficult open problems.

The best known upper bound on the \( r \)-th order nonlinearity of any Boolean function for \( r \geq 2 \) is given in [14] and has asymptotic version:

\[
nl_r(f) = 2^{n-1} - \frac{\sqrt{15}}{2} \cdot (1 + \sqrt{2})^{r-2} \cdot 2^{n/2} + O(n^{r-2}).
\]

This bound is obviously also valid for vectorial functions. It would be nice to improve it, for S-boxes, as the bound has been improved in the case \( r = 1 \). We leave this as an open problem.
It can be proved \[19,7\] that, for every positive real \(c\) such that \(c^2 \log_2(e) > 1\), where \(e\) is the base of the natural logarithm, (e.g. for \(c = 1\)), almost all Boolean functions satisfy

\[
nl_r(f) \geq 2^{n-1} - c \sqrt{\sum_{i=0}^{r} \binom{n}{i} 2^{n-i}} \approx 2^{n-1} - \frac{c n^{r/2} 2^{n/2}}{\pi^{1/4} r(2r+1)^{1/4} 2^{3/4}}, \tag{1}
\]

and that the probability that \(nl_r(f)\) is smaller than this expression is asymptotically at most \(O(2^{1-\log_2(e)} \sum_{i=0}^{r} \binom{n}{i})\) when \(n\) tends to \(\infty\).

This proves that the best possible \(r\)-th order nonlinearity of \(n\)-variable Boolean functions is asymptotically equivalent to \(2^{n-1}\), and that its difference with \(2^{n-1}\) is polynomially (in \(n\), for every fixed \(r\)) proportional to \(2^{n/2}\). The proof of this fact is obtained by counting the number of functions having upper bounded \(r\)-th order nonlinearity (or more precisely by upper bounding this number) and it does not help obtaining explicit functions with non-weak \(r\)-th order nonlinearity.

### 2.3 Lower Bounds on the Higher Order Nonlinearity of a Boolean/Vectorial Boolean Function with Given Algebraic Immunity

The algebraic immunity \[45\] of a Boolean function \(f\) quantifies the resistance to the standard algebraic attack of the pseudo-random generators using it as a nonlinear function.

**Definition 1.** Let \(f : F_2^n \to F_2\) be an \(n\)-variable Boolean function. We call an annihilator of \(f\) any \(n\)-variable function \(g\) whose product with \(f\) is null (i.e. whose support is included in the support of \(f+1\), or in other words any function which is a multiple of \(f+1\)). The algebraic immunity of \(f\) is the minimum algebraic degree of all the nonzero annihilators of \(f\) or of \(f+1\).

We shall denote the algebraic immunity of \(f\) by \(AI(f)\). Clearly, since \(f\) is an annihilator of \(f+1\) (and \(f+1\) is an annihilator of \(f\)) we have \(AI(f) \leq d^o f\).

As shown in \[22\], we always have \(AI(f) \leq \left\lceil \frac{n}{2} \right\rceil\). This bound is tight. Also, we know that almost all Boolean functions have algebraic immunities close to this optimum; more precisely, for all \(a < 1\), \(AI(f)\) is almost surely greater than \(\frac{n}{2} - \sqrt{\frac{n}{2} \ln \left( \frac{n}{a \ln 2} \right)}\) when \(n\) tends to infinity, see \[27\].

**Remark.** Few functions are known (up to affine equivalence) with provably optimum algebraic immunities: the functions whose construction is introduced in \[26\] (see in \[11\] their further properties) and some functions which are symmetric (that is, whose outputs depend only on the Hamming weights of their inputs) \[25,4\] or almost symmetric (see \[10\]). These functions have some drawbacks: all of them have insufficient nonlinearities and many are non-balanced (i.e. their output is not uniformly distributed over \(F_2^n\)). Moreover, the functions studied in \[25,4\], and to a slightly smaller extent the functions introduced in \[26\], have not
a good behavior against fast algebraic attacks, see [1]. But the research in this domain is active and better examples of functions will be found in the future. A first one is available in [13].

The weight of a function $f$ with given algebraic immunity satisfies the relation:

$$\sum_{i=0}^{AI(f)-1} \binom{n}{i} \leq wt(f) \leq \sum_{i=0}^{n-AI(f)} \binom{n}{i}.$$  

This shows that if $n$ is odd and $f$ has optimum algebraic immunity, then $f$ is balanced. This has also led to a bound on the first order nonlinearity by Dalai et al., which has been later improved by Lobanov [42], who has obtained the tight lower bound:

$$nl_{1}(f) \geq 2 \sum_{i=0}^{AI(f)-2} \binom{n-1}{i}.$$  

In [11], a generalization of the Dalai et al. bound to the $r$-th order nonlinearity has been derived:

$$nl_{r}(f) \geq \sum_{i=0}^{AI(f)-r-1} \binom{n}{i}.$$  

In [8], another bound has been obtained, which improves upon the bound of [11] for all values of $AI(f)$ when the number of variables is smaller than or equal to 12, and for most values of $AI(f)$ when the number of variables is smaller than or equal to 22 (which covers the practical situation of stream ciphers), and which also improves asymptotically upon it: $nl_{r}(f) \geq \max \limits_{r' \leq n} (\lambda_{r'}, \mu_{r'})$, where:

$$\lambda_{r'} = 2 \max \left( \sum_{i=0}^{r'-1} \binom{n}{i}, \sum_{i=0}^{AI(f)-r-1} \binom{n-r}{i} \right) \quad \text{if} \quad r' \leq AI(f) - r - 1,$$

$$= 2 \sum_{i=0}^{AI(f)-r-1} \binom{n}{i} \quad \text{if} \quad r' > AI(f) - r - 1,$$

$$\mu_{r'} = \sum_{i=0}^{AI(f)-r-1} \binom{n-r}{i} + \sum_{i=0}^{AI(f)-r'} \binom{n-r'+1}{i}.$$  

Finally, S. Mesnager [46] has obtained a simpler bound, which improves upon the bounds of [11] and [8] for low values of $r$ (which play the most important role for attacks):

$$nl_{r}(f) \geq \sum_{i=0}^{AI(f)-r-1} \binom{n}{i} + \sum_{i=AI(f)-2r}^{AI(f)-r-1} \binom{n-r}{i}.$$  

These results have the interest of showing that, automatically, a function with good algebraic immunity has not a very bad nonlinearity profile. However, all the bounds above are rather weak with respect to the asymptotic bound [1].

A generalization to S-boxes. The algebraic immunity of an $(n, m)$-function $F$ can be defined as follows (see e.g. [2]). We call an annihilator of a subset $A$ of $F_{2}^{n}$ any $n$-variable Boolean function $g$ whose restriction to $A$ is null. We denote by $An_{k}(A)$ the vectorspace of annihilators of $A$ of degrees at most $k$. The algebraic immunity $AI(A)$ of $A$ equals the minimum algebraic degree of all the nonzero annihilators of $A$ and the algebraic immunity $AI(F)$ of $F$ is the minimum algebraic immunity of all the sets $F^{-1}(z) = \{ x \in F_{2}^{n} / F(x) = z \}$, where $z$ ranges over $F_{2}^{m}$ (note that $AI(F)$ equals 0 if and only if $F$ is not onto $F_{2}^{m}$.
and that, if $F$ is surjective and if there exists $z$ such that $F^{-1}(z)$ is a singleton - if $F$ is a permutation, for instance - then $AI(F)$ equals 1; other generalizations of the notion of algebraic immunity to S-boxes can be given, which correspond to diverse variants of algebraic attacks, see e.g. [2]). Note that, for every $z \in \mathbb{F}_2^m$, we have $|F^{-1}(z)| \geq \sum_{i=0}^{AI(F)-1} \binom{n}{i}$ since otherwise there would exist a nonzero annihilator of degree at most $AI(F) - 1$ of $F^{-1}(z)$, a contradiction (indeed, a function is a nonzero annihilator of degree at most $AI(F) - 1$ of $F^{-1}(z)$ if and only if the coefficients in its ANF constitute a non-trivial solution of a system of $|F^{-1}(z)|$ equations in $\sum_{i=0}^{AI(F)-1} \binom{n}{i}$ variables and if $|F^{-1}(z)| < \sum_{i=0}^{AI(F)-1} \binom{n}{i}$ then this system must have a non-trivial solution). This property will be used in the proof of Theorem 1 below.

The results of [8] and [46] nicely generalize to S-boxes. We give in Proposition 2 below a lower bound on the size of the intersection between a set of a given algebraic immunity and the support of a function of given algebraic degree, which is a straightforward adaptation of several lemmas of these two papers. We deduce in Theorem 1 the generalization to S-boxes of the bounds of [8] and [46].

**Proposition 2.** Let $A$ be a subset of $\mathbb{F}_2^n$ and let $r$ be a positive integer and $r'$ a non-negative integer such that $r' \leq r$ and $AI(A) - r - 1 \geq 0$. For every $n$-variable Boolean function $h$ of degree $r$ and of algebraic immunity $r'$, we have:

$$|A \cap \text{supp}(h)| \geq \max \left( \sum_{i=0}^{r'-1} \binom{n}{i}, \sum_{i=0}^{AI(A)-r-1} \binom{n-r}{i} \right) \text{ if } r' \leq AI(A) - r - 1,$$

$$\geq \sum_{i=0}^{AI(A)-r-1} \binom{n}{i} \text{ if } r' > AI(A) - r - 1,$$

where $\text{supp}(h)$ denotes the support of $h$, and:

$$|A \cap \text{supp}(h)| \geq \dim \left( An_{AI(A)-1}(\text{supp}(h + 1)) \right) \geq \dim \left( Mul_{AI(A)-r-1}(h) \right),$$

where $Mul_{AI(A)-r-1}(h)$ is the set of all products of $h$ with functions of degrees at most $AI(A) - r - 1$. In all cases, we have:

$$|A \cap \text{supp}(h)| \geq \sum_{i=0}^{AI(A)-r-1} \binom{n-r}{i}.$$  

**Proof.** Let $k$ be any non-negative integer. A Boolean function of degree at most $k$ belongs to $An_k(A \cap \text{supp}(h))$ if and only if the coefficients in its ANF satisfy a system of $|A \cap \text{supp}(h)|$ equations in $\sum_{i=0}^{k} \binom{n}{i}$ variables (the coefficients of the monomials of degrees at most $k$ in the ANF of the function). Hence we have:

$$\dim(An_k(A \cap \text{supp}(h))) \geq \sum_{i=0}^{k} \binom{n}{i} - |A \cap \text{supp}(h)|.$$  

According to Lemma 1 of [8], we have:

$$\dim(An_k(\text{supp}(h))) \leq \min \left( \sum_{i=r}^{k} \binom{n}{i}, \sum_{i=0}^{k} \binom{n}{i} - \sum_{i=0}^{k} \binom{n-r}{i} \right).$$
If \( \dim(\text{Ann}_k(A \cap \text{supp}(h))) > \dim(\text{Ann}_k(\text{supp}(h))) \), then there exists an annihilator \( g \) of degree at most \( k \) of \( A \cap \text{supp}(h) \) which is not an annihilator of \( h \). Then, \( gh \) is a nonzero annihilator of \( A \) and has degree at most \( k + r \). Thus, if \( k = \text{AI}(A) - r - 1 \geq 0 \), we arrive to a contradiction. We deduce that \( \dim(\text{Ann}_{\text{AI}(A) - r - 1}(A \cap \text{supp}(h))) \leq \dim(\text{Ann}_{\text{AI}(A) - r - 1}(\text{supp}(h))) \). This implies:

\[
\sum_{i=0}^{\text{AI}(A) - r - 1} \binom{n}{i} - |A \cap \text{supp}(h)| \leq \min \left( \sum_{i=0}^{\text{AI}(A) - r - 1} \binom{n}{i}, \sum_{i=0}^{\text{AI}(A) - r - 1} \binom{n}{i} - \sum_{i=0}^{\text{AI}(A) - r - 1} \binom{n - r}{i} \right),
\]

that is:

\[
|A \cap \text{supp}(h)| \geq \max \left( \sum_{i=0}^{r' - 1} \binom{n}{i}, \sum_{i=0}^{\text{AI}(A) - r - 1} \binom{n - r}{i} \right) \text{ if } r' \leq \text{AI}(A) - r - 1,
\]

and

\[
|A \cap \text{supp}(h)| \geq \sum_{i=0}^{\text{AI}(A) - r - 1} \binom{n}{i} \text{ if } r' > \text{AI}(A) - r - 1.
\]

The inequality \( |A \cap \text{supp}(h)| \geq \dim(\text{Ann}_{\text{AI}(A) - r - 1}(\text{supp}(h + 1))) \) comes from the facts that the system of equations expressing that a given function of degree at most \( \text{AI}(A) - 1 \) (given by its ANF) is an annihilator of \( A \) (we shall denote this system by \( S_A \)) has full rank by definition of the algebraic immunity, and that the system \( S_{\text{supp}(h + 1)} \) has \( |A \cap \text{supp}(h + 1)| \) equations in common with \( S_A \), which implies that the rank of \( S_{\text{supp}(h + 1)} \) is at least equal to the rank of \( S_A \) minus \( |A \cap \text{supp}(h)| \) (see a more detailed proof in Lemma 9 of [46]). The inequality \( \dim(\text{Ann}_{\text{AI}(A) - r - 1}(\text{supp}(h + 1))) \geq \dim(\text{Mul}_{\text{AI}(A) - r - 1}(h)) \) is straightforward. □

This implies:

**Theorem 1.** Let \( F \) be any \((n, m)\)-function and let \( r \) be any positive integer such that \( \text{AI}(F) - r - 1 \geq 0 \). Then

\[
\text{nl}_r(F) \geq \max \left( 2^m \sum_{i=0}^{\text{AI}(F) - r - 1} \binom{n - r}{i}, 2^{m-1} \sum_{i=0}^{\text{AI}(F) - r - 1} \binom{n}{i} + \sum_{i=\text{AI}(F) - 2r}^{\text{AI}(F) - r - 1} \binom{n - r}{i} \right).
\]
Moreover, we have $nl_r(F) \geq \max (\min (\lambda_{r'}, \mu_{r'}))$, where:

$$
\lambda_{r'} = 2^m \max \left( \sum_{i=0}^{r'-1} \left( \binom{n}{i} - r \right) \right) \text{ if } r' \leq AI(F) - r - 1,
$$

$$
= 2^m \sum_{i=0}^{AI(F)-r-1} \left( \binom{n}{i} \right) \text{ if } r' > AI(F) - r - 1,
$$

$$
\mu_{r'} = 2^{m-1} \sum_{i=0}^{AI(F)-r-1} \left( n - r \right) + 2^{m-1} \sum_{i=0}^{AI(F)-r'} \left( n - r' + 1 \right).
$$

Proof. Let $h$ be any $n$-variable function of degree at most $r$ and let $\ell$ be any $m$-variable nonzero linear function. We have $d_H(\ell \circ F, h) = \sum_{z \in supp(\ell)} |F^{-1}(z) \cap supp(h)| + \sum_{z \in supp(\ell_+)} |F^{-1}(z) \cap supp(h)|$.

If $h$ is constant, then $d_H(\ell \circ F, h)$ equals $w_H(\ell \circ F) = \sum_{z \in supp(\ell)} |F^{-1}(z)|$ or $w_H(\ell \circ F + 1) = \sum_{z \in supp(\ell_+)} |F^{-1}(z)|$ which, according to the property recalled before Proposition 2, are lower bounded by $2^{m-1} \sum_{i=0}^{AI(F)-1} \left( \binom{n}{i} \right)$. It is a simple matter to check that the bound of Theorem 1 is then satisfied.

If $h$ is not constant, then Proposition 2 (last line of) implies $d_H(\ell \circ F, h) \geq 2^m \sum_{i=0}^{AI(F)-r-1} \left( \binom{n-r}{i} \right)$.

The inequality

$$
nl_r(F) \geq 2^{m-1} \left( \sum_{i=0}^{AI(F)-r-1} \left( \binom{n}{i} \right) + \sum_{i=AI(F)-2r}^{AI(F)-1} \left( \binom{n-r}{i} \right) \right)
$$

is a direct consequence of Proposition 2 and of the inequality

$$
dim \left( Mul_{AI(F)-r-1}(h) \right) + dim \left( Mul_{AI(F)-r-1}(h+1) \right) \geq \sum_{i=0}^{AI(F)-r-1} \left( \binom{n}{i} \right) + \sum_{i=AI(F)-2r}^{AI(F)-1} \left( \binom{n-r}{i} \right)
$$

which is a direct consequence of Lemma 2 and Corollary 6 in [46].

Let $r'$ be any nonnegative integer. If $AI(h) \geq r'$, then Proposition 2 shows that, for every $z \in F_2^n$, $|F^{-1}(z) \cap supp(h)|$ and $|F^{-1}(z) \cap supp(h+1)|$ are lower bounded by

$$
\max \left( \sum_{i=0}^{r'-1} \left( \binom{n}{i} \right), \sum_{i=0}^{AI(F)-r-1} \left( \binom{n-r}{i} \right) \right) \text{ if } r' \leq AI(F) - r - 1,
$$

$$
\sum_{i=0}^{AI(F)-r-1} \left( \binom{n}{i} \right) \text{ if } r' > AI(F) - r - 1.
$$
If $AI(h) < r'$, then there exists $g \neq 0$ such that either $g \in An_{r'-1}(h + 1)$, and therefore $supp(g) \subseteq supp(h)$, or $g \in An_{r'-1}(h)$, and therefore $supp(g) \subseteq supp(h + 1)$. If $supp(g) \subseteq supp(h)$, then we apply Proposition 2 (last sentence of) to the set $F^{-1}(z)$ (where $z$ ranges over $F_2^n$) and to the function $g$ (resp. $h + 1$) and we get $|F^{-1}(z) \cap supp(h)| \geq |F^{-1}(z) \cap supp(g)| \geq \sum_{i=0}^{AI(F)-r'} \binom{n-r'}{i}$ and $|F^{-1}(z) \cap supp(h + 1)| \geq \sum_{i=0}^{AI(F)-r-1} \binom{n-r}{i}$. The case where $supp(g) \subseteq supp(h + 1)$ is similar.

Remark. In [8], the possibility that $h$ could be constant was not taken into account. The statement of Proposition 5 and the proof of Theorem 1 in this reference are therefore incomplete. However, the result of [8, Theorem 1] is valid (it is implied by Theorem 9 of the present paper, reduced to the case $m = 1$).

2.4 Recent Recursive Lower Bounds

Lower bounds on the nonlinearity profile of a Boolean function by means of the nonlinearity profiles of its derivatives. We denote by $D_a f$ the so-called derivative of any Boolean function $f$ in the direction of $a \in F_2^n$:

$$D_a f(x) = f(x) + f(x + a).$$

The addition is performed mod 2 (i.e. $D_a f$ is a Boolean function too). Applying such discrete derivation several times to a function $f$ leads to the so-called higher order derivatives $D_{a_1} \cdots D_{a_k} f(x) = \sum_{u \in F_2^k} f(x + \sum_{i=1}^{k} u_i a_i)$.

A simple tight lower bound on the $r$-th order nonlinearity of any function $f$, knowing a lower bound on the $(r-1)$-th order nonlinearity of at least one of its derivatives (in a nonzero direction) is (see [9]):

$$nl_r(f) \geq \frac{1}{2} \max_{a \in F_2^n} nl_{r-1}(D_a f).$$

When applied repeatedly, the resulting bound

$$nl_r(f) \geq \frac{1}{2} \max_{a_1, \ldots, a_i \in F_2^n} nl_{r-i}(D_{a_1} \cdots D_{a_i} f)$$

is also tight, but can not lead to bounds equivalent to $2^{n-1}$ and so is weak with respect to [11]. A potentially stronger lower bound, is valid when a lower bound on the $(r-1)$-th order nonlinearity is known for all the derivatives (in nonzero directions) of the function.

Proposition 3. [9] Let $f$ be any $n$-variable function and $r$ a positive integer smaller than $n$. We have:

$$nl_r(f) \geq 2^{n-1} - \frac{1}{2} \sqrt{2^{2n} - 2 \sum_{a \in F_2^n} nl_{r-1}(D_a f)}.$$

This bound also is tight.
Corollary 1. Let \( f \) be any \( n \)-variable function and \( r \) a positive integer smaller than \( n \). Assume that, for some non-negative integers \( K \) and \( k \), we have \( n l_{r-1}(D_a f) \geq 2^{n-1} - K 2^k \) for every nonzero \( a \in F_2^n \), then

\[
nl_r(f) \geq 2^{n-1} - \frac{1}{2}\sqrt{(2^n - 1)K2^{k+1} + 2^n} \approx 2^{n-1} - \sqrt{K} 2^{(n+k-1)/2}.
\]

As we shall see below, Corollary 1 can allow proving that a given infinite class of functions has \( r \)-th order nonlinearity asymptotically equivalent to \( 2^{n-1} \) for every \( r \).

Applying two times Proposition 3, we obtain the bound

\[
nl_r(f) \geq 2^{n-1} - \frac{1}{2} \sqrt{\sum_{a \in F_2^n} \sqrt{2^{2n} - 2} \sum_{b \in F_2^n} nl_{r-2}(D_a D_b f)}.
\]

(2)

These bounds are applied in [9] to some quadratic functions (whose low algebraic degree makes them inappropriate for use in most cryptosystems) with good first order nonlinearities to check that the approximation given by the bounds can be good. Of most interest is what these bounds give in the case of the function used as the S-box in the AES:

The multiplicative inverse function is defined as \( F_{\text{inv}}(x) = x^{2^n-2} \), where \( n \) is any positive integer and \( x \) ranges over the field \( F_2^n \). We denote \( f_\lambda(x) = tr(\lambda x^{2^n-2}) \), where \( \lambda \) is any element of \( F_2^n \). All the Boolean functions \( f_\lambda \), \( \lambda \neq 0 \), are affinely equivalent to each others. We shall write \( f_{\text{inv}} \) for \( f_1 \). But we shall need however the notation \( f_\lambda \) in the calculations below. We have \( f_\lambda(x) = tr(\lambda x) \), with the convention that \( \lambda 0 = 0 \) (we shall always assume this kind of convention in the sequel). Recall that the component functions of the Substitution boxes (S-boxes) of the Advanced Encryption Standard (AES) - the current non-military standard for block encryption [24] - are all of the form \( f_\lambda \) (with \( n = 8 \)).

The first order nonlinearity of \( f_{\text{inv}} \) is quite good, according to the extension of the Weil bound first obtained by Carlitz and Uchiyama [15] and extended by Shanbhag, Kumar and Helleseth [48] (see also the additional information on the Walsh spectrum of the function by Lachaud and Wolfmann [41]). However, the extension of the Weil bound is efficient only for \( r = 1 \). Indeed, already for \( r = 2 \), the degree of a quadratic function in trace representation form can be upper bounded by \( 2^{[n/2]} + 1 \) only and this gives a bound in \( 2^n \) on the maximum magnitude of the Walsh transform and therefore no information on the nonlinearity. However, an effective bound can be obtained by using the recursive bound of Proposition 3.

For every nonzero \( a \in F_2^n \), we have \((D_a f_\lambda)(ax) = tr(\lambda x \lambda x + a) = tr(\lambda x / x^2 + x) = f_{\lambda/a}(x^2 + x) \) if \( x \notin F_2 \) and \((D_a f_\lambda)(ax) = tr(\lambda/a) \) if \( x \in F_2 \). We deduce, denoting \( g_{\lambda/a}(x) = f_{\lambda/a}(x^2 + x) \) that, for every \( r \), we have \( nl_r(D_a f_\lambda) = nl_r(g_{\lambda/a}) \) if
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\[ \text{tr}(\lambda/a) = 0 \text{ and } n\text{l}_r(D_a f_\lambda) \geq n\text{l}_r(g_{\lambda/a}) - 2 \text{ otherwise.} \]

Note that \( g_{\lambda/a} \) is such that \( g_{\lambda/a}(x + 1) = g_{\lambda/a}(x) \). We have seen in Section 2.1 that this implies that \( n\text{l}_r(g_{\lambda/a}) \) equals twice the \( r \)-th order nonlinearity of the restriction of \( g_{\lambda/a} \) to any linear hyperplane \( H \) excluding 1. Since the function \( x \rightarrow x^2 + x \) is a linear isomorphism from \( H \) to the hyperplane \( \{ x \in F_2^n \mid \text{tr}(x) = 0 \} \), we see that \( n\text{l}_r(g_{\lambda/a}) \) equals twice the \( r \)-th order nonlinearity of the restriction of \( f_{\lambda/a} \) to this hyperplane. Applying then Proposition 4, we deduce that

\[ n\text{l}_r(D_a f_\lambda) \geq 2 n\text{l}_r(f_{\lambda/a}) - 2^{n-1} - 2 \text{tr}(\lambda/a) \]  

(3)

(where \( \text{tr}(\lambda/a) \) is viewed here as an integer equal to 0 or 1). The first order nonlinearity of the inverse function is lower bounded by \( 2^{n-1} - 2^{n/2} \) (it equals this value if \( n \) is even). It has been more precisely proven in [41] that the character sums \( \sum_{x \in F_2^n} (-1)^{f_\lambda(x) + \text{tr}(ax)} \), called Kloosterman sums, can take any value divisible by 4 in the range \([-2^{n/2} + 1, 2^{n/2} + 1]\). This leads to:

**Proposition 4.** [9] Let \( F_{\text{inv}}(x) = x^{2^n-2}, \ x \in F_2^n \). Then we have:

\[ n\text{l}_2(F_{\text{inv}}) \geq 2^{n-1} - \frac{1}{2} \sqrt{(2^n - 1)2^{n/2} + 2 \cdot 2^n} \approx 2^{n-1} - 2^{3n/4}. \]

In Table 1 for \( n \) ranging from 4 to 12 (for smaller values of \( n \), the bound gives negative numbers), we indicate the values given by this bound, compared with the actual values computed by Fourquet et al. [29,35,28]. Note that Proposition 4 gives an approximation of the actual value which is proportionally better and better when \( n \) increases. The difference between \( 2^{n-1} \) and our bound is in average 1.5 times the difference between \( 2^{n-1} \) and the actual value (for these values of \( n \)). In Table 2 we give, for \( n = 13, 14 \) and 15, the values given by our bound, compared with upper bounds obtained by Fourquet et al. [28,29,35].

**Table 1.** The values of the lower bound on \( n\text{l}_2(F_{\text{inv}}) \) given by Proposition 4, the actual values and the ratio

<table>
<thead>
<tr>
<th>( n )</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>bound</td>
<td>0</td>
<td>2</td>
<td>9</td>
<td>25</td>
<td>63</td>
<td>147</td>
<td>329</td>
<td>718</td>
<td>1534</td>
</tr>
<tr>
<td>values</td>
<td>2</td>
<td>6</td>
<td>14</td>
<td>36</td>
<td>82</td>
<td>182</td>
<td>392</td>
<td>842</td>
<td>1760</td>
</tr>
<tr>
<td>%</td>
<td>0</td>
<td>33</td>
<td>52</td>
<td>69</td>
<td>76</td>
<td>80</td>
<td>84</td>
<td>85</td>
<td>87</td>
</tr>
</tbody>
</table>

**Table 2.** The values of the lower bound on \( n\text{l}_2(F_{\text{inv}}) \) given by Proposition 4, an overestimation of the actual values and the ratio

<table>
<thead>
<tr>
<th>( n )</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>the lower bound</td>
<td>3232</td>
<td>6740</td>
<td>13944</td>
</tr>
<tr>
<td>overestimation of the values</td>
<td>3696</td>
<td>7580</td>
<td>15506</td>
</tr>
<tr>
<td>%</td>
<td>87</td>
<td>89</td>
<td>90</td>
</tr>
</tbody>
</table>
Table 3. The values of the lower bound on $nl_2(F_{inv})$ given by Proposition 3 and the FFT algorithm

<table>
<thead>
<tr>
<th>n</th>
<th>4 5 6 7 8 9 10 11 12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prop. 3</td>
<td>2 5 12 30 69 156 340 731 1551</td>
</tr>
</tbody>
</table>

Table 4. The values of the lower bounds on $nl_3(F_{inv})$ given by Proposition 5

<table>
<thead>
<tr>
<th>n</th>
<th>7 8 9 10 11 12 13</th>
</tr>
</thead>
<tbody>
<tr>
<td>bound of Proposition 5</td>
<td>5 20 58 149 358 827 1859</td>
</tr>
</tbody>
</table>

Proposition 3 gives nicer results than those deduced from Proposition 4 and listed in Table 3 when using the fast FFT algorithm to compute (exactly, instead of having a lower bound) the nonlinearities of the derivatives of the inverse function: see Table 3.

A bound for the whole nonlinearity profile of the inverse function. Thanks to Relations (2) and (3), we have:

**Proposition 5.** Let $F_{inv}(x) = x^{2^n-2}$. Then we have: $nl_3(F_{inv}) \geq 2^{n-1} - \frac{1}{2} \sqrt{(2^n - 1) \sqrt{2^{3n/2+3}} + 3 \cdot 2^{n+1} - 2^{n/2+3} + 16} \approx 2^{n-1} - 2^{7n/8-1/4}$.

In Table 4 for $n$ ranging from 7 to 13, we indicate the values given by this bound (for $n < 7$ it gives nothing better than 0).

The process leading to Proposition 5 can be iteratively applied, giving a lower bound on the $r$-th order nonlinearity of the inverse function for $r \geq 4$. The expression of this lower bound is:

$$nl_r(F_{inv}) \geq 2^{n-1} - l_r,$$

where, according to Relation (3) and to Corollary 1, the sequence $l_r$ is defined by $l_1 = 2^{n/2}$ and $l_r = \sqrt{(2^n - 1)(l_{r-1} + 1) + 2^{n/2}}$. The expression of $l_r$ is more and more complex when $r$ increases. Its value is approximately equal to $2^{k_r}$, where $k_1 = n/2$ and $k_r = \frac{n+k_{r-1}}{2}$, and therefore $k_r = (1 - 2^{-r})n$. Hence, $nl_r(F_{inv})$ is approximately lower bounded by $2^{n-1} - 2^{(1-2^{-r})n}$ and asymptotically equivalent to $2^{n-1}$, whatever is $r$.

3 Generalizations of the Higher Order Nonlinearity for S-Boxes

There are two natural extensions of the notion of higher order nonlinearity of S-boxes:
Definition 2. For every S-box $F : F^m_n \rightarrow F^m_n$, for every positive integers $s \leq m$ and $t \leq n + m$, and every non-negative integer $r \leq n$, we define:

$$nl_{s,r}(F) = \min\{nl_{r}(f \circ F); f \in \mathcal{B}_m, d^c f \leq s, f \neq cst\}$$

$$= \min\{d_H(g, f \circ F); f \in \mathcal{B}_m, d^c f \leq s, f \neq cst, g \in \mathcal{B}_n, d^c g \leq r\}$$

and

$$NL_t(F) = \min\{w_H(h(x, F(x))); h \in \mathcal{B}_{n+m}, d^c h \leq t, h \neq cst\}$$

where $w_H$ denotes the Hamming weight, $d_H$ denotes the Hamming distance and $\mathcal{B}_n$ denotes the set of $n$-variable Boolean functions.

Note that when $s \cdot d^c(F), r$ and $t \cdot d^c(F)$ are strictly smaller than $n$, then $f \circ F$, $g$ and $h(x, F)$ have even weights and $nl_{s,r}(F)$, $NL_t(F)$ are therefore even. We have also that $nl_{s,r}(F)$ is even when $F$ is a non-bijective balanced function and $r$ is strictly smaller than $n$, and when $F$ is a permutation and $s, r$ are strictly smaller than $n$, since $f \circ F$, $g$ and $f \circ F + g$ have then even weights too.

Definition 2 excludes obviously $f = cst$ and $h = cst$ because the knowledge of the distance $d_H(g, f \circ F)$ or of the weight $w_H(h(x, F(x)))$ when $f$ or $h$ is constant gives no information specific to $F$ and usable in an attack against a stream or block cryptosystem using $F$ as an S-box. Note that once the value of $nl_{s,r}(F)$ (resp. $NL_t(F)$) has been determined, the number of linearly independent pairs $(f, g)$ such that $d^c f \leq s, f \neq cst, d^c g \leq r$ and $nl_{s,r}(F) = d_H(g, f \circ F)$ (resp. of linearly independent functions $h$ such that $d^c h \leq t, h \neq cst$ and $NL_t(F) = w_H(h(x, F(x))))$ is also important (see [36] for linear attacks and [18, 21] for algebraic attacks).

T. Shimoyama and T. Kaneko have exhibited in [50] several quadratic functions $h$ and pairs $(f, g)$ of quadratic functions showing that the nonlinearities $NL_2$ and $nl_{2,2}$ of some sub-S-boxes of the DES are null (and therefore that the global S-box of the DES has the same property). They deduced a “higher-order non-linear” attack (an attack using the principle of the linear attack by Matsui but with non-linear approximations, as introduced by Knudsen and Robshaw in [40]) which needs 26% less data than Matsui’s attack. This improvement is not very significant, practically, but some recent studies [32], not yet published, seem to show that the notions of $NL_t$ and $nl_{s,r}$ can be related to potentially more powerful attacks. Note that we have $NL_{\max(s,r)}(F) \leq nl_{s,r}(F)$ by taking $h(x, y) = g(x) + f(y)$ (since $f \neq cst$ implies then $h \neq cst$) and the inequality can be strict if $s > 1$ or $r > 1$ since a function $h(x, y)$ of low degree and such that $w_H(h(x, F(x))))$ is small can exist while no such function exists with separated variables $x$ and $y$, that is, of the form $g(x) + f(y)$. This is the case, for instance, of the S-box of the AES for $s = 1$ and $r = 2$ (see below). It is not yet quite clear whether better attacks can be achieved when $h$ has separated variables than when it does not. We need therefore to study both notions for the eventuality that such better attack could be found in the future.

Note that Theorem 1 generalizes to $nl_{s,r}(F)$, but the case where $h$ is constant reduces the bound to at most $2^{m-s} \sum_{i=0}^{Al(F)-1} (n \choose i)$ and when $s$ grows, it is this
For every positive integers $m$, $n$, $s \leq m$ and $r \leq n$ and every $(n,m)$-function $F$, we have: $NL_s(F) \leq 2^{n-s}$ and $nl_{s,r}(F) \leq 2^{n-s}$. These inequalities are strict if $F$ is not balanced (that is, if its output is not uniformly distributed over $F_2^m$).

**Proof.** There necessarily exists an $(m - s)$-dimensional affine subspace $A$ of $F_2^m$ such that the size of $F^{-1}(A)$ is at most $2^{n-s}$ (more precisely, for every $(m - s)$-dimensional vector subspace $E$ of $F_2^m$, there exists $a \in F_2^m$ such that the size of $F^{-1}(a + E)$ is at most $2^{n-s}$, since the sets $F^{-1}(a + E)$ constitute a partition of $F_2^m$ when $a$ ranges over a subspace of $F_2^m$ supplementary to $E$, and the number of the elements of this partition equals $2^s$). Taking for $f$ the indicator of $A$, for $g$ the null function and defining $h(x, y) = f(y)$, we have $w_H(h(x, F(x))) = w_H(f \circ F) \leq 2^{n-s}$, and the degree of $f$ equals $s$. This proves that $NL_s(F) \leq 2^{n-s}$ and $nl_{s,r}(F) \leq 2^{n-s}$. Moreover, according to the observations above, equality is possible only if, for every $(m - s)$-dimensional affine subspace $A$ of $F_2^m$, the size of $F^{-1}(A)$ equals $2^{n-s}$. This implies that for every affine hyperplane $H$, the size of $F^{-1}(H)$ equals $2^{n-1}$. And this is equivalent to saying that for every nonzero $v \in F_2^m$, the Boolean function $v \cdot F$ is balanced, which is equivalent to $F$ balanced (see e.g. [6]).

We shall see in Proposition 8 that the bound $nl_{s,r}(F) \leq 2^{n-s}$ is asymptotically approximately tight for permutations when $r \leq s \leq 227n$.

**Remark.** The inequality $nl_{s,r}(F) \leq 2^{n-s}$ probably implies that we have $nl_{s,r}(F) \neq nl_{r,s}(F)$, in general and for many cases such that $r \neq s$ - at least for $s = 1$ and $r > 1$ and $m = o(n^2)$. We do not have a rigorous proof of this, except for a few functions and cases (the inverse function for $s = 1$ and $r > 1$, the Welch function for $s = 1$ and $r = 2$, ...). We give a very informal argument: applying (11) to each component function $v \cdot F$; $v \in F_2^{m*}$ (assuming that the component functions of a random S-box behave as random functions, which is not true), we have that a function $F : F_2^n \to F_2^m$ has $nl_{1,r}$ smaller than $2^{n-1} - \sqrt{\sum_{i=0}^{r} \binom{n}{i}} \cdot 2^{n-s}$ with a probability in $O((2^m - 1)2^{(1-\log_2 e) \sum_{i=0}^{r} \binom{n}{i}})$ which tends to 0 also, when $r > 1$, if $m = o(n^2)$. Hence, it seems that almost all functions $F$ have an $nl_{1,r}$ greater than $2^{n-1} - \sqrt{\sum_{i=0}^{r} \binom{n}{i}} \cdot 2^{n-s}$. This kind of “argument” still works when $s$ is greater than 1 (and is reasonably small with regard to $r$) and $m$ is small enough with regard to $n$. It would be nice to have a formal proof of all this.

### 3.1 The Inverse S-Box

For $F_{\text{inv}}(x) = x^{2^n-2}$ and $f_{\text{inv}}(x) = \text{tr}(F_{\text{inv}}(x))$, $NL_1(F_{\text{inv}}) = nl(f_{\text{inv}})$ equals $2^{n-1} - 2^{n/2}$ when $n$ is even and is close to this number when $n$ is odd. We have $NL_1(F_{\text{inv}}) = 0$ for all $t \geq 2$, since we have $w_H(h(x, F_{\text{inv}}(x))) = 0$ for the bilinear function $h(x, y) = \text{tr}(axy)$ where $a$ is any nonzero element of null trace...
and $xy$ denotes the product of $x$ and $y$ in $F_{2^n}$. Indeed we have $x F_{\text{inv}}(x) = 1$ for every nonzero $x$. As observed in [23], we have also $w_H(h(x, F_{\text{inv}}(x))) = 0$ for the bilinear functions $h(x, y) = \text{tr}(a(x + x^2y))$ and $h(x, y) = \text{tr}(a(y + y^2x))$ where $a$ is any nonzero element, and for the quadratic functions $h(x, y) = \text{tr}(a(x^3 + x^4y))$ and $h(x, y) = \text{tr}(a(y^3 + y^4x))$. These properties are the core properties used in the tentative algebraic attack on the AES by Courtois and J. Pieprzyk [23].

Let us study now $nl_{s,r}(F_{\text{inv}})$:

**Proposition 7.** For every ordered pair $(s, r)$ of strictly positive integers, we have:

- $nl_{s,r}(F_{\text{inv}}) = 0$ if $r + s \geq n$;
- $nl_{s,r}(F_{\text{inv}}) > 0$ if $r + s < n$.

In particular, for every ordered pair $(s, r)$ of positive integers such that $r + s = n - 1$, we have $nl_{s,r}(F_{\text{inv}}) = 2$.

**Proof.** If $r + s \geq n$ then there exists an integer $d \in \{1, \cdots, 2^n - 2\}$ whose 2-weight $w_2(d)$ is at most $r$ and such that $w_2(2^n - 1 - d) = n - w_2(d) \leq s$ (taking for instance $w_2(d) = r$ which implies $w_2(2^n - 1 - d) = n - r \leq s$). Then taking $f(x) = \text{tr}(a x 2^n - 1 - d)$, $a \in F_{2^n}^*$ and $g(x) = \text{tr}(ax^d)$, we have, by construction $f \circ F_{\text{inv}} = g$ and since $f$ has degree at most $s$ and $g$ has degree at most $r$, we deduce that $nl_{s,r}(F_{\text{inv}}) = 0$ (indeed, there exists at least one $a \in F_{2^n}^*$ such that $f$ is not constant, since otherwise we would have $\text{tr}(a x 2^n - 1 - d) = 0$ for every $a \in F_{2^n}$ and every $x \in F_{2^n}$ while we know that $\text{tr}(a x 2^n - 1 - d) = 0$ for every $a \in F_{2^n}$ is impossible when $x \neq 0$).

If $r + s < n$, then consider any Boolean functions $f$ of degree at most $s$ and $g$ of degree at most $r$. Let us consider their representation as polynomials in one variable:

$$f(x) = \sum_{i=0}^{2^n-1} f_i x^i; \quad g(x) = \sum_{j=0}^{2^n-1} g_j x^j; \quad f_i, g_j \in F_{2^n}$$

where $f_i = 0$ for every $i$ such that $w_2(i) > s$ and $g_j = 0$ for every $j$ such that $w_2(j) > r$. Assume that $g = f \circ F_{\text{inv}}$. We have then $f_0 = g_0$. Without loss of generality, we can assume that $f_0 = g_0 = 0$. Since the composition of the function $x^i$ with $F_{\text{inv}}$ (on the right) equals the function $x^{2^n - 1 - i}$ for every $i \neq 0$, $2^n - 1$, and since $s < 2^n - 1$, the equality $f \circ F_{\text{inv}} = g$ is then equivalent to the fact that the function $\sum_{i=0}^{2^n-1} f_i x^{2^n - 1 - i} + \sum_{j=0}^{2^n-1} g_j x^j$ is null. For every $i \neq 0$ such that $w_2(i) \leq s$ and every $j \neq 0$ such that $w_2(j) \leq r$, the inequalities $w_2(2^n - 1 - i) \geq n - s > r$ and $w_2(j) \leq r$ imply that $2^n - 1 - i \neq j$. According to the uniqueness of the representation as a polynomial in one variable, this implies that $f = g = 0$. Hence we have $nl_{s,r}(F_{\text{inv}}) > 0$.

In particular, if $r + s = n - 1$, then let:

$$f(x) = \sum_{0<i<2^n-1/ w_2(i)\leq s} x^i \text{ and } g(x) = \sum_{0\leq i<2^n-1/ w_2(i)\leq r} x^i.$$ 

Note that $f$ and $g$ are both Boolean, since $f_{2i} = f_i^2$ and $g_{2i} = g_i^2$ for every $i \neq 0$, $2^n - 1$ and $f_0, f_{2^n - 1}, g_0, g_{2^n - 1} \in F_2$. Then we have $(f \circ F_{\text{inv}})(x) +$
\( g(x) = \sum_{0 \leq i < 2^n - 1} x^i \) (since \( n - s = r + 1 \)). Hence \((f \circ F_{inv})(0) + g(0) = 1\), \((f \circ F_{inv})(1) + g(1) = 1\) and, if \(x \not\in F_2\), \((f \circ F_{inv})(x) + g(x) = \frac{1 + x^{2^n - 1}}{1 + x} = 0\).

Hence we have \(nl_{s,r}(F_{inv}) \leq 2\) and since we know that \(nl_{s,r}(F_{inv})\) is strictly positive and that it is even, we deduce that \(nl_{s,r}(F_{inv}) = 2\). \(\square\)

### 3.2 Existence of Permutations with Lower Bounded Higher Order Nonlinearities

We investigate now, with a simple counting argument, the existence of permutations \(F\) such that \(nl_{s,r}(F) > D\) for some values of \(n, s, r\) and \(D\).

**Lemma 1.** Let \(n\) and \(s\) be positive integers and let \(r\) be a non-negative integer. If \(2 \sum_{i=0}^{s} \binom{n}{i} + \sum_{i=0}^{s} \binom{r}{i} \leq \binom{2^n}{n-s}\) then there exist permutations \(F\) from \(F_2^n\) to itself whose higher order nonlinearity \(nl_{s,r}(F)\) is strictly greater than \(D\) for every \(D\) such that \(\sum_{i=0}^{D} \binom{2^n}{i} \leq \frac{\binom{2^n}{n-s}}{2 \sum_{i=0}^{s} \binom{n}{i} + \sum_{i=0}^{s} \binom{r}{i}}\).

**Proof.** For every integers \(i \in [0, 2^n]\) and \(r\), let us denote by \(A_{r,i}\) the number of codewords of Hamming weight \(i\) in the Reed-Muller code of order \(r\). Given a number \(D\), a permutation \(F\) and two Boolean functions \(f\) and \(g\), if we have \(d_H(f \circ F, g) \leq D\) then \(F^{-1}\) maps the support \(supp(f)\) of \(f\) to the symmetric difference \(supp(g)\) \(\Delta E\) between \(supp(g)\) and a set \(E\) of size at most \(D\) (equal to the symmetric difference between \(F^{-1}(supp(f))\) and \(supp(g)\)). And \(F^{-1}\) maps \(F_2^n \setminus supp(f)\) to the symmetric difference between \(F_2^n \setminus supp(g)\) and \(E\). Given \(f\), \(g\) and \(E\) and denoting by \(i\) the size of \(supp(f)\) (with \(0 < i < 2^n\), since \(f \neq \text{cst}\)), the number of permutations, whose restriction to \(supp(g)\) \(\Delta E\) is a one-to-one function onto \(supp(f)\) and whose restriction to \((F_2^n \setminus supp(g)) \Delta E\) is a one-to-one function onto \(F_2^n \setminus supp(f)\), equals \(i! (2^n - i)!\). Denoting by \(j\) the size of \(supp(g)\), then \(d_H(g, f \circ F) \leq D\) implies \(|i - j| \leq D\). We deduce that the number of permutations \(F\) such that \(nl_{s,r}(F) \leq D\) is upper bounded by

\[
\sum_{t=0}^{D} \binom{2^n}{t} \sum_{0 < i < 2^n} \sum_{j / |i-j| \leq D} A_{s,i} A_{r,j} i! (2^n - i)!
\]

Since the nonconstant codewords of the Reed-Muller code of order \(s\) have weights between \(2^n-s\) and \(2^n - 2^n-s\), we deduce that the probability \(P_{s,r,D}\) that a permutation \(F\) chosen at random (with uniform probability) satisfies \(nl_{s,r}(F) \leq D\) is upper bounded by

\[
\sum_{t=0}^{D} \binom{2^n}{t} \sum_{j=0}^{2^n} \sum_{2^n-s \leq i \leq 2^n - 2^n-s} A_{s,i} \frac{i! (2^n - i)!}{2^n!} = \sum_{t=0}^{D} \binom{2^n}{t} \sum_{j=0}^{2^n} \sum_{2^n-s \leq i \leq 2^n - 2^n-s} \frac{A_{s,i}}{\binom{2^n}{i}}
\]
\[
< \left( \sum_{t=0}^{D} \binom{2^n}{t} \right) \frac{2^{n-s} \sum_{s=0}^{n} \binom{n}{s} + \sum_{r=0}^{s} \binom{n}{r}}{\binom{2^n}{2^n-s}}.
\]  
(4)

If this upper bound is at most 1, then we deduce that \( P_{s,r,D} < 1 \) and this proves that there exist permutations \( F \) from \( F_n \) to itself whose higher order nonlinearity \( nl_{s,r}(F) \) is strictly greater than \( D \). This completes the proof. \( \Box \)

We give in Table 5 below the values obtained from Lemma 1, such that, for each of them, there surely exists a permutation \( F \) whose higher nonlinearity \( nl_{s,r}(F) \) is not smaller. Note that since the weight of a Boolean function of algebraic degree strictly smaller than \( n \) is even, we could increase any odd number in this table by 1 (but we prefer leaving the values as they are given by Lemma 1). Note also that these lower bounds may be improved by using the results by Kasami et al. [37,38,39] on the values of \( A_{s,i} \) when \( i \leq 2.5 \cdot 2^{n-s} \).

We are also interested in what happens when \( n \) tends to \( \infty \). Let \( H_2(x) = -x \log_2(x) - (1-x) \log_2(1-x) \) be the entropy function.

**Proposition 8.** Let \( s_n \) be a sequence of integers tending to \( \infty \) and such that, asymptotically, \( s_n \leq 0.227n \). Then for every sequence \( r_n \) and \( D_n \) of positive

| Table 5. Lower bounds, deduced from Lemma 1 on the highest possible values of \( nl_{s,r}(F) \), when \( F \) is a permutation and for \( n \leq 12 \) |
|---|---|---|---|---|---|---|---|---|---|
| \( n \) | \( s \) | \( r = 1 \) | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| 4 | 1 | 2 | | | | | | | |
| 5 | 1 | 6 | 3 | | | | | | |
| | 2 | 2 | | | | | | | |
| 6 | 1 | 16 | 9 | 4 | | | | | |
| | 2 | 6 | 2 | | | | | | |
| 7 | 1 | 39 | 26 | 13 | 4 | | | | |
| | 2 | 16 | 10 | 3 | | | | | |
| 8 | 1 | 89 | 66 | 39 | 17 | 5 | | | |
| | 2 | 42 | 31 | 15 | 2 | | | | |
| | 3 | 7 | 2 | | | | | | |
| 9 | 1 | 196 | 158 | 105 | 54 | 21 | 5 | | |
| | 2 | 99 | 83 | 52 | 19 | | | | |
| | 3 | 25 | 17 | 3 | | | | | |
| 10 | 1 | 422 | 359 | 261 | 156 | 73 | 25 | 6 | |
| | 2 | 219 | 196 | 145 | 77 | 20 | | | |
| | 3 | 72 | 60 | 33 | | | | | |
| 11 | 1 | 890 | 788 | 614 | 408 | 223 | 95 | 30 | 7 |
| | 2 | 466 | 436 | 356 | 229 | 100 | 13 | | |
| | 3 | 178 | 163 | 119 | 48 | | | | |
| 12 | 1 | 1849 | 1686 | 1389 | 1004 | 615 | 308 | 121 | 35 | 7 |
| | 2 | 969 | 931 | 814 | 597 | 332 | 112 | | | |
| | 3 | 409 | 388 | 324 | 197 | 44 | | | | |
| 4 | 82 | 71 | 36 | | | | | | |
integers such that \(2^{-n(1-H_2(r_n/n))} + H_2 \left( \frac{D_n}{2^n} \right) = o(2^{-s_n})\), almost all permutations \(F\) of \(F_2^n\) satisfy \(n_{l_{s_n, r_n}}(F) > D_n\).

If \(\frac{s_n}{n}\) tends to a limit \(\rho \leq .227\) when \(n\) tends to \(\infty\) and if \(r_n \leq \mu n\) for every \(n\), where \(1 - H_2(\mu) > \rho\) (e.g. if \(r_n/s_n\) tends to a limit strictly smaller than 1), then for every \(\rho' > \rho\), almost all permutations \(F\) of \(F_2^n\) satisfy \(n_{l_{s_n, r_n}}(F) \geq 2^{1-\rho'n}\).

**Proof.** We know (see e.g. [43], page 310) that, for every integer \(n\) and every \(\lambda \in [0, 1/2]\), we have \(\sum_{i \leq \lambda n} (\binom{n}{i}) \leq 2^n H_2(\lambda)\). According to the Stirling formula, we have also, when \(i\) and \(j\) tend to \(\infty\): \(i! \sim i^\lambda e^{-i\sqrt{2\pi i}}\) and \((i+j)! \sim \frac{(i+j)^{i+j}}{\sqrt{2\pi (i+j)}} \sqrt{\frac{i+j}{ij}}\).

For \(i + j = 2^n\) and \(i = 2^{n-s_n}\), this gives

\[
\binom{2^n}{2^{n-s_n}} \sim \frac{(2^{s_n})^{2^{n-s_n}}}{\sqrt{2\pi (1 - 2^{-s_n})}^{2n-2^{n-s_n}} \sqrt{2^{s_n} 2^{2n-2^{n-s_n}}} \ln(1 - 2^{-s_n}) \log_2 e \sqrt{\frac{2^{s_n}}{2^n - 2^{n-s_n}}}.
\]

We deduce then from inequality (4):

\[
\log_2 P_{s_n, r_n, D_n} = O \left( 2^n \left[ H_2 \left( \frac{D_n}{2^n} \right) + 2^{-n(1-H_2(s_n/n))} + 2^{-n(1-H_2(r_n/n))} \right.ight.
\]

\[
\left. - 2^{-s_n + \log_2 (s_n)} - 2^{-s_n (1 - 2^{-s_n}) \log_2 e} \right]
\]

(we omit \(-\frac{s_n}{2n} + \frac{n}{2^{n-1}} \log_2 (1 - 2^{-s_n})\) inside the brackets above since it is negligible).

For \(\rho \leq .227\), we have \(1 - H_2(\rho) > \rho\) and therefore, if asymptotically we have \(s_n \leq .227 n\), then \(2^{-n(1-H_2(s_n/n))}\) is negligible with respect to \(2^{-s_n}\) (and therefore to \(2^{-s_n+\log_2 (s_n)}\) and to \(2^{-s_n (1 - 2^{-s_n}) \log_2 e}\)). This completes the proof that if \(2^{-n(1-H_2(r_n/n))} + H_2 \left( \frac{D_n}{2^n} \right) = o(2^{-s_n})\) and \(s_n \leq .227 n\), then almost all permutations \(F\) of \(F_2^n\) satisfy \(n_{l_{s_n, r_n}}(F) > D_n\).

If \(\lim \frac{s_n}{n} = \rho \leq .227\) then there exists \(\rho' > \rho\) such that \(1 - H_2(\rho') > \rho'\) and such that asymptotically we have \(s_n \leq \rho' n\); hence \(2^{-n(1-H_2(s_n/n))}\) is negligible with respect to \(2^{-s_n}\). And if \(r_n \leq \mu n\) where \(1 - H_2(\mu) > \rho\), then we have \(2^{-n(1-H_2(r_n/n))} = o(2^{-s_n})\) and for \(D_n = 2^{(1-\rho')n}\) where \(\rho'\) is any number strictly greater than \(\rho\), we have \(H_2 \left( \frac{D_n}{2^n} \right) = H_2 \left( 2^{(1-\rho')n} \right) = \rho' n 2^{(1-\rho')n} - (1 - 2^{(1-\rho')n}) \log_2 (1 - 2^{(1-\rho')n}) = o(2^{(1-\rho')n}) = o(2^{-s_n})\). We obtain that, asymptotically, \(n_{l_{s_n, r_n}}(F) > 2^{1-\rho'n}\) for every \(\rho' > \rho\).
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Abstract. We study permutation polynomials of the shape $F(X) = G(X) + \gamma Tr(H(X))$ over $\mathbb{F}_{2^n}$. We prove that if the polynomial $G(X)$ is a permutation polynomial or a linearized polynomial, then the considered problem can be reduced to finding Boolean functions with linear structures. Using this observation we describe six classes of such permutation polynomials.
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1 Introduction

Let $\mathbb{F}_{2^n}$ be the finite field with $2^n$ elements. A polynomial $F(X) \in \mathbb{F}_{2^n}[X]$ is called a permutation polynomial (PP) of $\mathbb{F}_{2^n}$ if the associated polynomial mapping

$$F : \mathbb{F}_{2^n} \rightarrow \mathbb{F}_{2^n}, \quad x \mapsto F(x)$$

is a permutation of $\mathbb{F}_{2^n}$. There are several criteria ensuring that a given polynomial is a PP, but those conditions are, however, rather complicated, cf. [7].

PP are involved in many applications of finite fields, especially in cryptography, coding theory and combinatorial design theory. Finding PP of a special type is of great interest for the both theoretical and applied aspects.

In this paper we study PP of the following shape

$$F(X) = G(X) + \gamma Tr(H(X)),$$  \hspace{1cm} (1)

where $G(X), H(X) \in \mathbb{F}_{2^n}[X]$, $\gamma \in \mathbb{F}_{2^n}$ and $Tr(X) = \sum_{i=0}^{n-1} X^{2^i}$ is the polynomial defining the absolute trace function of $\mathbb{F}_{2^n}$. Examples of such polynomials are obtained in [3], [6] and [9]. We show that in the case the polynomial $G(X)$ is a PP or a linearized polynomial the considered problem can be reduced to finding Boolean functions with linear structures. We use this observation to describe six classes of PP of type (1).
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2 A Linear Structure of a Boolean Function

A Boolean function from $\mathbb{F}_{2^n}$ to $\mathbb{F}_2$ can be represented as $\text{Tr}(R(x))$ for some (not unique) mapping $R : \mathbb{F}_{2^n} \rightarrow \mathbb{F}_{2^n}$. A Boolean function $\text{Tr}(R(x))$ is said to have a linear structure $\alpha \in \mathbb{F}_{2^n}^{*}$ if

$$\text{Tr}(R(x)) + \text{Tr}(R(x + \alpha)) = \text{Tr}(R(x) + R(x + \alpha))$$

is a constant function. We call a linear structure $c$-linear structure if

$$\text{Tr}(R(x) + R(x + \alpha)) \equiv c,$$

where $c \in \mathbb{F}_2$. Given $\gamma \in \mathbb{F}_{2^n}^{*}$ and $c \in \mathbb{F}_2$, let $H_{\gamma}(c)$ denote the affine hyperplane defined by the equation $\text{Tr}(\gamma x) = c$, i.e.,

$$H_{\gamma}(c) = \{ x \in \mathbb{F}_{2^n} \mid \text{Tr}(\gamma x) = c \}.$$

Then $\alpha \in \mathbb{F}_*^{2^n}$ is a $c$-linear structure for $\text{Tr}(R(x))$ if and only if the image set of the mapping $R(x) + R(x + \alpha)$ is contained in the affine hyperplane $H_{\gamma}(c)$.

The Walsh transform of a Boolean function $\text{Tr}(R(x))$ is defined as follows

$$\mathcal{W} : \mathbb{F}_{2^n} \rightarrow \mathbb{Z}, \lambda \mapsto \sum_{x \in \mathbb{F}_{2^n}} (-1)^{\text{Tr}(R(x) + \lambda x)}.$$

Whether a Boolean function $\text{Tr}(R(x))$ has a linear structure can be recognized from its Walsh transform.

Proposition 1 ([28]). Let $c \in \mathbb{F}_2$ and $R : \mathbb{F}_{2^n} \rightarrow \mathbb{F}_{2^n}$. An element $\alpha \in \mathbb{F}_*^{2^n}$ is a $(c+1)$-linear structure for $\text{Tr}(R(x))$ if and only if

$$\mathcal{W}(\lambda) = \sum_{x \in \mathbb{F}_{2^n}} (-1)^{\text{Tr}(R(x) + \lambda x)} = 0$$

for all $\lambda \in H_{\alpha}(c)$.

In [5] all Boolean functions assuming a linear structure are characterized as follows.

Theorem 1 ([5]). Let $R : \mathbb{F}_{2^n} \rightarrow \mathbb{F}_{2^n}$. Then the Boolean function $\text{Tr}(R(x))$ has a linear structure if and only if there is a non-bijective linear mapping $L : \mathbb{F}_{2^n} \rightarrow \mathbb{F}_{2^n}$ such that

$$\text{Tr}(R(x)) = \text{Tr}(H \circ L(x) + \beta x) + c,$$

where $H : \mathbb{F}_{2^n} \rightarrow \mathbb{F}_{2^n}$, $\beta \in \mathbb{F}_{2^n}$ and $c \in \mathbb{F}_2$.

Clearly, any element from the kernel of $L$ is a linear structure of $\text{Tr}(R(x))$ considered in Theorem 1. Moreover, those are the only ones if the mapping $\text{Tr}(H(x))$ has no linear structure belonging to the image of $L$. We record this observation in the following lemma to refer it later.
Lemma 1. Let \( H : \mathbb{F}_2^n \to \mathbb{F}_2^n \) be an arbitrary mapping. Then \( \gamma \in \mathbb{F}_2^n \) is a linear structure of
\[
\text{Tr}(H(x^2 + \gamma x) + \beta x)
\]
for any \( \beta \in \mathbb{F}_2^n \).

Next lemma describes another family of Boolean functions having a linear structure. Its proof is straightforward.

Lemma 2. Let \( F : \mathbb{F}_2^n \to \mathbb{F}_2^n \) and \( \alpha \in \mathbb{F}_2^n \). Then \( \alpha \) is a linear structure of
\[
\text{Tr}(F(x) + F(x + \alpha) + \beta x)
\]
for any \( \beta \in \mathbb{F}_2^n \).

In general, for a given Boolean function it is difficult to recognize whether it admits a linear structure. Slightly extending results from \([4]\), we characterize all monomial Boolean functions assuming a linear structure. More precisely, for a given nonzero \( a \in \mathbb{F}_2^n \), we describe all exponents \( s \) and nonzero \( \delta \in \mathbb{F}_2^n \) such that \( a \) is a linear structure for the Boolean function \( \text{Tr}(\delta x^s) \).

Let \( 0 \leq s \leq 2^n - 2 \). We denote by \( C_s \) the cyclotomic coset modulo \( 2^n - 1 \):
\[
C_s = \{s, 2s, \ldots, 2^{n-1} s\} \quad (\text{mod} \ 2^n - 1).
\]
Note that if \( |C_s| = l \), then \( \{x^s \mid x \in \mathbb{F}_2^n\} \subseteq \mathbb{F}_{2^l} \) and \( \mathbb{F}_{2^l} \) is the smallest such subfield.

The next lemma is an extension of Lemma 2 from \([4]\).

Lemma 3. Let \( 0 \leq s \leq 2^n - 2, \delta \in \mathbb{F}_2^n \) be such that the Boolean function \( \text{Tr}(\delta x^s) \) is a nonzero function. Then \( a \in \mathbb{F}_2^n \) is a linear structure of the Boolean function \( \text{Tr}(\delta x^s) \) if and only if
\[
\begin{align*}
(a) & \quad s = 2^i \text{ and } a \text{ is arbitrary} \\
(b) & \quad s = 2^i + 2^j \ (i \neq j) \text{ and } (\delta a^{2^i+2^j})^{2^n-i} + (\delta a^{2^i+2^j})^{2^n-j} = 0.
\end{align*}
\]

Proof. Let \( a \in \mathbb{F}_2^n \) be a linear structure for \( \text{Tr}(\delta x^s) \). Then
\[
\text{Tr}(\delta(x^s + (x + a)^s)) \equiv c
\]
holds for all \( x \in \mathbb{F}_2^n \) and a fixed \( c \in \mathbb{F}_2 \). In \([4]\) it is shown that in the case \( |C_s| = n \) the identity \((2)\) can be satisfied only if the binary weight of \( s \) does not exceed 2. On the other side it is easy to see that for an \( s \) of binary weight 1 the corresponding Boolean function \( \text{Tr}(\delta x^s) \) is linear and thus any nonzero element is a linear structure. If \( s = 2^i + 2^j \), then
\[
\begin{align*}
\text{Tr}(\delta(x^{2^i+2^j} + (x + a)^{2^i+2^j})) &= \text{Tr}\left(\delta a^{2^i+2^j} \left( \left( \frac{x}{a} \right)^{2^i} + \left( \frac{x}{a} \right)^{2^j} \right) \right) + \text{Tr}\left(\delta a^{2^i+2^j} \right) \\
&= \text{Tr}\left(\left(\delta a^{2^i+2^j}\right)^{2^n-i} + (\delta a^{2^i+2^j})^{2^n-j} \right) \frac{x}{a} \\
&\quad + \text{Tr}(\delta a^{2^i+2^j}),
\end{align*}
\]
implying (b). To complete the proof, we need to consider the case $|C_s| = l < n$. Let $n = lm$. Then

$$Tr(\delta(x^s + (x + a)^s)) = Tr(\beta(y^s + (y + 1)^s)),$$

where $y = x/a$ and $\beta = \delta a^s$. We write $i \prec s$ if $i \neq s$ and the binary representation of $i$ is covered by the one of $s$. Then

$$Tr(\beta(y^s + (y + 1)^s)) = \sum_{i \prec s} Tr(\beta y^i) = \sum_{k \prec s, k \text{ is a coset repr.}} Tr(\beta_k y^k).$$

Note that the exponents in the monomial summands $Tr(\beta_k y^k)$ are from different cyclotomy cosets. Hence to have

$$\sum_{k \prec s, k \text{ is a coset repr.}} Tr(\beta_k y^k) \equiv c$$

it is necessary that $c = Tr(\beta)$ and $Tr(\beta_k y^k) \equiv 0$ for all $k \neq 0$. Consider $k_0 \prec s$ such that $k_0 = s - 2^i$. Lemma 3 of [1] implies that $|C_{k_0}| = n$, and therefore $Tr(\beta_{k_0} y^{k_0}) \equiv 0$ holds only if $\beta_{k_0} = 0$. Further $\beta_{k_0} = \beta + \beta 2^1 + \ldots + \beta 2^{l(m-1)} = Tr^n_l(\beta)$, where $Tr^n_u$ denotes the trace function from $\mathbb{F}_{2^n}$ onto its subfield $\mathbb{F}_{2^v}$. Hence necessarily $Tr^n_l(\beta) = Tr^n_l(\delta a^s) = a^s Tr^n_l(\delta) = 0$, and thus the Boolean function

$$Tr(\delta x^s) = Tr^l_1(x^s Tr^n_l(\delta))$$

is the zero function. \qed

Observe that $\delta = a^{-(2^i + 2^j)}$ satisfies condition (b) of Lemma 3.

### 3 Permutation Polynomials

In this section we study permutation polynomials of the shape

$$F(X) = G(X) + \gamma Tr(H(X)),$$

where $G(X), H(X) \in \mathbb{F}_{2^n}[X], \gamma \in \mathbb{F}_{2^n}$. Firstly we observe the following necessary property of $G(X)$.

**Claim.** Let $G(X), H(X) \in \mathbb{F}_{2^n}[X]$ and $\gamma \in \mathbb{F}_{2^n}$. If

$$F(X) = G(X) + \gamma Tr(H(X))$$

is a PP of $\mathbb{F}_{2^n}$, then for any $\beta \in \mathbb{F}_{2^n}$ there are at most 2 elements $x_1, x_2 \in \mathbb{F}_{2^n}$ such that $G(x_1) = G(x_2) = \beta$.

**Proof.** Suppose there are different $x_1, x_2, x_3$ with $G(x_1) = G(x_2) = G(x_3) = \beta$. Then $F$ cannot be a PP, since $F(x_i) \in \{\beta, \beta + \gamma\}$ for $i = 1, 2, 3$. \qed
Proposition 2. Let $G(X), H(X) \in \mathbb{F}_2^n[X]$ and $\gamma \in \mathbb{F}_2^n$. Then

$$F(X) = G(X) + \gamma Tr(H(X))$$

is a PP of $\mathbb{F}_2^n$ if and only if for any $\lambda \in \mathbb{F}_2^n^*$ it holds

$$\sum_{x \in \mathbb{F}_2^n} (-1)^{Tr(\lambda G(x))} = 0 \quad \text{if } Tr(\gamma \lambda) = 0 \quad (3)$$

$$\sum_{x \in \mathbb{F}_2^n} (-1)^{Tr(\lambda G(x)+H(x))} = 0 \quad \text{if } Tr(\gamma \lambda) = 1. \quad (4)$$

Proof. Recall that $F(X)$ is a PP if and only if

$$\sum_{x \in \mathbb{F}_2^n} (-1)^{Tr(\lambda F(x))} = 0$$

for all $\lambda \in \mathbb{F}_2^n^*$, cf. [7]. Since

$$Tr(\lambda F(x)) = Tr(\lambda G(x)) + Tr(H(x))Tr(\gamma \lambda) = Tr(\lambda G(x) + H(x)Tr(\gamma \lambda)),$$

it must hold

$$\sum_{x \in \mathbb{F}_2^n} (-1)^{Tr(\lambda F(x))} = \begin{cases} \sum_{x \in \mathbb{F}_2^n} (-1)^{Tr(\lambda G(x))} = 0 & \text{if } Tr(\gamma \lambda) = 0 \\ \sum_{x \in \mathbb{F}_2^n} (-1)^{Tr(\lambda G(x)+H(x))} = 0 & \text{if } Tr(\gamma \lambda) = 1. \end{cases} \quad (5)$$

Next we consider polynomials $F(X) = G(X) + \gamma Tr(H(X))$, where $G(X)$ is a PP or a linearized polynomial.

3.1 $G(X)$ Is a Permutation Polynomial

Firstly we establish a connection of the considered problem with the Boolean functions assuming a linear structure.

Theorem 2. Let $G(X), H(X) \in \mathbb{F}_2^n[X]$, $\gamma \in \mathbb{F}_2^n$ and $G(X)$ be a PP. Then

$$F(X) = G(X) + \gamma Tr(H(X))$$

is a PP of $\mathbb{F}_2^n$ if and only if $H(X) = R(G(X))$, where $R(X) \in \mathbb{F}_2^n[X]$ and $\gamma$ is a 0-linear structure of the Boolean function $Tr(R(x))$.

Proof. Since $G(X)$ is a PP, condition (3) is satisfied. Let $G^{-1}$ be the inverse mapping of the associated mapping of $G$. Then condition (4) is equivalent to

$$\sum_{x \in \mathbb{F}_2^n} (-1)^{Tr(\lambda G(x)+H(x))} = \sum_{y \in \mathbb{F}_2^n} (-1)^{Tr(\lambda y+H(G^{-1}(y))}) = 0$$

for all $\lambda \in \mathbb{F}_2^n$ with $Tr(\gamma \lambda) = 1$. Proposition completes the proof. \qed
From Theorem 2 it follows that any PP of type (5) is obtained by substituting \( G(X) \) into a PP of shape \( X + \gamma \text{Tr}(R(X)) \). The next theorem describes two classes of such polynomials.

**Theorem 3.** Let \( \gamma, \beta \in \mathbb{F}_{2^n} \) and \( H(X) \in \mathbb{F}_{2^n}[X] \).

(a) Then the polynomial

\[
X + \gamma \text{Tr} \left( H(X^2 + \gamma X) + \beta X \right)
\]

is PP if and only if \( \text{Tr}(\beta \gamma) = 0 \).

(b) Then the polynomial

\[
X + \gamma \text{Tr} \left( H(X) + H(X + \gamma) + \beta X \right)
\]

is PP if and only if \( \text{Tr}(\beta \gamma) = 0 \).

**Proof.** (a) By Theorem 2 the considered polynomial is a PP if and only if \( \gamma \) is a \( 0 \)-linear structure of \( \text{Tr} \left( H(x^2 + \gamma x) + \beta x \right) \). To complete the proof note that

\[
\text{Tr} \left( H((x + \gamma)^2 + (x + \gamma)) + \beta(x + \gamma) \right) + \text{Tr} \left( H(x^2 + \gamma x) + \beta x \right) = \text{Tr}(\beta \gamma).
\]

(b) The proof follows from Lemma 2 and Theorem 2 similarly to the previous case. \( \square \)

Our next goal is to characterize all permutation polynomials of shape \( X + \gamma \text{Tr}(\delta X^s + \beta X) \). Firstly, observe that if \( s = 2^i \), then Theorem 2 yields that \( X + \gamma \text{Tr}((\delta X^{2^i} + \beta X) \) is a PP if and only if \( \text{Tr}(\delta \gamma^{2^i} + \beta \gamma) = 0 \). The remaining cases are covered in the following theorem.

**Theorem 4.** Let \( \gamma, \beta \in \mathbb{F}_{2^n} \) and \( 3 \leq s \leq 2^n - 2 \) be of binary weight \( \geq 2 \). Let \( \delta \in \mathbb{F}_{2^n} \) be such that the Boolean function \( x \mapsto \text{Tr}(\delta x^s) \), \( x \in \mathbb{F}_{2^n} \), is not the zero function. Then the polynomial

\[
X + \gamma \text{Tr}(\delta X^s + \beta X)
\]

is PP if and only if \( s = 2^i + 2^j \), \( (\delta \gamma^{2^i})^{2^{n-i}} + (\delta \gamma^{2^j})^{2^{n-j}} = 0 \) and \( \text{Tr}(\delta \gamma^{2^i+2^j} + \beta \gamma) = 0 \).

**Proof.** By Theorem 2 the polynomial \( X + \gamma \text{Tr}(\delta X^s + \beta X) \) defines a permutation if and only if \( \gamma \) is a \( 0 \)-linear structure of \( \text{Tr}(\delta x^s + \beta x) \). Then Lemma 3 implies that the binary weight of \( s \) must be 2. Note that for \( s = 2^i + 2^j \) it holds

\[
\text{Tr}(\delta x^2 \gamma^{2^j} + \delta x^2 \gamma^{2^i} + \delta \gamma^{2^i+2^j} + \beta \gamma)
= \text{Tr} \left( ((\delta \gamma^{2^i})^{2^{n-i}} + (\delta \gamma^{2^j})^{2^{n-j}}) x \right) + \text{Tr}(\delta \gamma^{2^i+2^j} + \beta \gamma).
\]

Thus \( \gamma \) is a \( 0 \)-linear structure of \( \text{Tr}(\delta x^s + \beta x) \) if and only if \( (\delta \gamma^{2^j})^{2^{n-i}} + (\delta \gamma^{2^i})^{2^{n-j}} = 0 \) and \( \text{Tr}(\delta \gamma^{2^i+2^j} + \beta \gamma) = 0 \). \( \square \)
As an application of Theorem 4 we get the complete characterization of PP of type $X^d + Tr(X^t)$.

**Corollary 1.** Let $1 \leq d, t \leq 2^n - 2$. Then

$$X^d + Tr(X^t)$$

is PP over $\mathbb{F}_{2^n}$ if and only if the following conditions are satisfied:

- $n$ is even
- $\gcd(d, 2^n - 1) = 1$
- $t = d \cdot s \pmod{2^n - 1}$ for some $s$ such that $1 \leq s \leq 2^n - 2$ and has binary weight 1 or 2.

**Proof.** By Claim 3 the considered polynomial defines a permutation on $\mathbb{F}_{2^n}$ only if $X^d$ does it, which forces $\gcd(d, 2^n - 1) = 1$. Let $d^{-1}$ be the multiplicative inverse of $d$ modulo $2^n - 1$. Then $X^d + Tr(X^t)$ is PP if and only if $X + Tr(X^{d^{-1} \cdot t})$ is PP. Theorems 2 and 4 with $\gamma = \delta = 1$ and $\beta = 0$ imply that the later polynomial is PP if and only if $d^{-1} \cdot t = 2^i + 2^j \pmod{2^n - 1}$ with $i \geq j$ and $Tr(1) = 0$. Finally note that $Tr(1) = 0$ if and only if $n$ is even. \qed

### 3.2 $G(X)$ Is a Linearized Polynomial

Let $G(X) = L(X)$ be a linearized polynomial over $\mathbb{F}_{2^n}$. In this subsection we characterize elements $\gamma \in \mathbb{F}_{2^n}$ and polynomials $H(X) \in \mathbb{F}_{2^n}[X]$ for which $L(X) + \gamma Tr(H(X))$ is PP. By Claim 3 the mapping defined by $L$ must necessarily be bijective or 2-to-1. Since the case of bijective $L$ is covered in the previous subsection, we consider here 2-to-1 linear mappings.

**Lemma 4.** Let $L : \mathbb{F}_{2^n} \to \mathbb{F}_{2^n}$ be a linear 2-to-1 mapping with kernel $\{0, \alpha\}$ and $H : \mathbb{F}_{2^n} \to \mathbb{F}_{2^n}$. If for some $\gamma \in \mathbb{F}_{2^n}$ the mapping

$$N(x) = L(x) + \gamma Tr(H(x))$$

is a permutation of $\mathbb{F}_{2^n}$, then $\gamma$ does not belong to the image set of $L$. Moreover, for such an element $\gamma$ the mapping $N(x)$ is a permutation if and only if $\alpha$ is a 1-linear structure for $Tr(H(x))$.

**Proof.** Note that if $\gamma$ belongs to the image set of $L$, then the image set of $N$ is contained in that of $L$. In particular, $N$ is not a permutation. We suppose now $\gamma$ does not belong to the image set of $L$. It holds

$$N(x) = \begin{cases} L(x) & \text{if } Tr(H(x)) = 0 \\ L(x) + \gamma & \text{if } Tr(H(x)) = 1, \end{cases}$$

and for all $x \in \mathbb{F}_{2^n}$ we have

$$N(x) + N(x + \alpha) = \gamma Tr(H(x) + H(x + \alpha)).$$
Thus, if $N$ is a permutation, then $Tr(H(x) + H(x + \alpha)) = 1$ for all $x$, i.e., $\alpha$ is a 1-linear structure for $Tr(H(x))$. Conversely, assume that

$$Tr(H(x) + H(x + \alpha)) = 1 \text{ for all } x \in \mathbb{F}_{2^n}.$$ (6)

Let $y, z \in \mathbb{F}_{2^n}$ be such that $N(y) = N(z)$. If $Tr(H(y) + H(z)) = 0$ then

$$N(y) + N(z) = L(y + z) = 0,$$

and hence $y + z \in \{0, \alpha\}$. Further, (6) forces $y = z$. To complete the proof, observe that $Tr(H(y) + H(z)) = 1$ is impossible, since it implies

$$N(y) + N(z) = L(y + z) + \gamma = 0,$$

which contradicts the assumption that $\gamma$ is not in the image set of $L$. \hfill \Box

Lemmas [1][2] in combination with Lemma [3] imply the following classes of PP.

**Theorem 5.** Let $L \in \mathbb{F}_{2^n}[X]$ be a linearized polynomial, defining a 2-to-1 mapping with kernel $\{0, \alpha\}$. Further let $H \in \mathbb{F}_{2^n}[X]$, $\beta, \gamma \in \mathbb{F}_{2^n}$ and $\gamma$ do not belong to the image set of $L$. Let $y, z \in \mathbb{F}_{2^n}$ be such that $N(y) = N(z)$. If $Tr(H(y) + H(z)) = 0$ then

$$N(y) + N(z) = L(y + z) = 0,$$

and hence $y + z \in \{0, \alpha\}$. Further, (6) forces $y = z$. To complete the proof, observe that $Tr(H(y) + H(z)) = 1$ is impossible, since it implies

$$N(y) + N(z) = L(y + z) + \gamma = 0,$$

which contradicts the assumption that $\gamma$ is not in the image set of $L$. \hfill \Box

Lemmas [1][2] in combination with Lemma [3] imply the following classes of PP.

**Theorem 5.** Let $L \in \mathbb{F}_{2^n}[X]$ be a linearized polynomial, defining a 2-to-1 mapping with kernel $\{0, \alpha\}$. Further let $H \in \mathbb{F}_{2^n}[X]$, $\beta, \gamma \in \mathbb{F}_{2^n}$ and $\gamma$ do not belong to the image set of $L$.

1. The polynomial $L(X) + \gamma Tr(H(X^2 + \alpha X) + \beta X)$ is PP if and only if $Tr(\beta \alpha) = 1$.
2. The polynomial $L(X) + \gamma Tr(H(X) + H(X + \alpha) + \beta X)$ is PP if and only if $Tr(\beta \alpha) = 1$.

**Remark 1.** To apply Theorem 5 we need to have a linearized 2-to-1 polynomial with known kernel and image set. An example of such a polynomial is $X^{2^k} + \alpha^{2^n-1}X$ where $1 \leq k \leq n - 1$ with gcd $(k, n) = 1$ and $\alpha \in \mathbb{F}_{2^n}^\ast$. The kernel of its associated mapping is $\{0, \alpha\}$ and the image set is $H_{\alpha^{-2^k}}(0)$. Moreover, any linear 2-to-1 mapping with kernel $\{0, \alpha\}$ (or image set $H_{\alpha^{-2^k}}(0)$) can be obtained as a left (or right) composition of this mapping with an appropriate bijective linear mapping.

The next result is a direct consequence of Lemmas [3][4].

**Theorem 6.** Let $L \in \mathbb{F}_{2^n}[X]$ be a linearized polynomial defining a 2-to-1 mapping with kernel $\{0, \alpha\}$. Let $\beta, \gamma \in \mathbb{F}_{2^n}$ and $\gamma$ do not belong to the image set of $L$. If $3 \leq s \leq 2^n - 2$ is of binary weight $\geq 2$, then the polynomial

$$L(X) + \gamma Tr(\delta X^s + \beta X)$$

is PP if and only if $s = 2^i + 2^j$, $(\delta \alpha^{2^i})^{2^{n-1}} + (\delta \alpha^{2^i})^{2^{n-j}} = 0$ and $Tr(\delta \alpha^{2^i} + \beta) = 1$. 

The next result is a direct consequence of Lemmas [3][4].
Theorem 6 yields the complete characterization of PP of type $X^{2^k} + X + Tr(X^s)$.

**Corollary 2.** Let $1 \leq k \leq n - 1$ and $1 \leq s \leq 2^n - 2$. Then

$$X^{2^k} + X + Tr(X^s)$$

is PP over $\mathbb{F}_{2^n}$ if and only if the following conditions are satisfied:

- $n$ is odd
- $\gcd(k, n) = 1$
- $s$ has binary weight 1 or 2.

**Proof.** Firstly observe that the polynomial $X^{2^k} + X$ has at least two zeros, 0 and 1. Hence from Claim 3 it follows that if $X^{2^k} + X + Tr(X^s)$ is PP then necessarily the mapping $L(x) = x^{2^k} + x$ is 2-to-1. This holds if and only if $\gcd(k, n) = 1$. Further note that the image set of such an $L$ is the hyperplane $H_1(0)$. Hence $\gamma = 1$ does not belong to the image set of $L$ if and only if $Tr(1) = 1$, equivalently if $n$ is odd. The rest of the proof follows from Lemma 4 and Theorem 6 with $\alpha = \delta = 1$ and $\beta = 0$.

**Remark 2.** Some results of this paper are valid also in the finite fields of odd characteristic. In a forthcoming paper we will report more accurately on that.
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1 Introduction

We denote by \(V_m\), the field \(GF(2^m)\) of all \(m\)-dimensional binary vectors. The
multi-output Boolean functions of the form \(F : V_m \mapsto V_m\) are used by many
block ciphers (e.g., AES, DES, RC6) for the confusion part of the round func-
tion, which are called as the substitution box (in short, S-box). Therefore, most
of the cryptanalytic techniques on block ciphers are based on the analysis of
cryptographic strengths of underlying S-boxes. Differential cryptanalysis is one
of the important techniques to verify the strength of S-box against differential
attack [2]. Differential attack can be applied successfully if the number of so-
lutions of \(F(x + a) + F(x) = b\) for \(a \neq 0, b \in V_m\) are non uniform. Hence, to
prevent differential attack the output derivative \(F(x + a) + F(x), a \neq 0\) should be
uniformly distributed. In the binary case the best that can be expected is that
half the values occur twice; the S-boxes satisfy this property are called Almost
Perfect Nonlinear (APN) S-boxes [7]. Apart from the application in cryptography, the APN functions have great interests in the study of coding theory and
some other areas of telecommunications.

⋆ A substantial amount of this work was done when the author was in Project CODES,
INRIA, Rocquencourt, France as a postdoctoral researcher. The author is very much
thankful to INRIA for providing fund to work there.
The randomness criteria demands to use permutation S-boxes in the design of block ciphers. At the same time, the S-boxes on even number of variables are being preferred in the design of some block ciphers for the reason of easy implementation and hardware friendliness of even variable S-box. Unfortunately, there is no evidence of existence of permutation APN S-box on even number of variables. Further, the power functions are being preferred in the design of block ciphers for the reason of fast implementation of S-boxes. For an example, the most popular block cipher AES uses inverse function \((X^{-1} = X^{2^m-2})\) as underlying S-box. However, the power APN functions on even number of variables are of the form \(X^{3d}\) \[1\]. The APN S-boxes on even number of variables of the form \(X^{3d}\) are 3-to-1 functions (i.e., each nonzero element has either 3 or 0 pre-images and zero maps to zero). For an instance, the function \(X^3\) is 3-to-1 function and APN when \(m\) is even. Therefore, 3-to-1 functions on even number of variables have an important role in the study of APN S-boxes. In Section 3 we have studied on a special type of 3-to-1 functions which is named as S3-to-1 functions. The Power APN functions and the function \(X^3 + tr(X^9)\) falls in this category. Then we have studied for some more results on the APN property of this class of functions.

Since the power functions are being used as underlying S-boxes in many popular block ciphers, the identification of APN power functions is an important topic in the study of design of block ciphers. The complete identification of APN power functions is an exciting open problem. In Section 4 we present a necessary condition for a power function to be APN. Using the necessary condition we can filter out some non-APN power functions. The necessary condition shows that if \(m\) is multiple of small primes, one can filter out many power non-APN functions. In the following section we present some preliminary information which is required for our results.

2 Preliminary

In this paper, we always consider the S-boxes are of the form \(F : V_m \mapsto V_m\). The derivative of \(F\) with respect to \(a \in V_m\) is defined as follows.

**Definition 1.** Let \(F : V_m \mapsto V_m\) be a S-box. The derivative of \(F\) with respect to \(a \in V_m\) is the function \(D_a F : V_m \mapsto V_m\) is defined as

\[D_a F(x) = F(x) + F(x + a), \forall x \in V_m.\]

\(\delta\) is an integer valued function from \(V_m \times V_m\) is defined as

\[\delta(a, b) = |\{x \in V_m, D_a F(x) = b\}| \text{ for } a, b \in V_m.\]

Abusing the notation \(\delta\), we define

\[\delta(F) = \max_{a \neq 0, b \in V_m} \delta(a, b).\]
δ(F) needs to be as low as possible to resist differential attacks on block ciphers \cite{7}. Since \( D_a F(x) = D_a F(x + a) \) for \( a \neq 0 \in V_m \), we have \( \delta(F) \geq 2 \) and even. The S-boxes for which the equality holds are the best choices against the differential attack.

**Definition 2.** An S-box \( F : V_m \mapsto V_m \) is called Almost Perfect Nonlinear (in short, APN) if \( \delta(F) = 2 \).

**Lemma 1.** \( F : V_m \mapsto V_m \) is APN iff there do not exist different \( x, y, z \in V_m \) such that \( F(x) + F(y) + F(z) + F(x + y + z) = 0 \).

Now we define a class of functions as following.

**Definition 3.** Consider \( m \) is even. An S-box \( F : V_m \mapsto V_m \) is defined as 3-to-1 S-box if \( F^{-1}(0) = \{0\} \) and \( |F^{-1}(a)| = 3 \) or, 0 for \( a \in V_m^* = V_m \setminus \{0\} \).

Note that, the 3-to-1 S-box is defined for even variable S-boxes because \( 2^m - 1 \) is not divisible by 3 when \( m \) is odd.

The APN property is preserved by Extended Affine (EA) transformation \cite{8} and CCZ transformation \cite{4}. Two S-boxes \( F \) and \( F' \) are EA-equivalent if there exist two affine permutations \( A_1, A_2 \) and an affine function \( A \) such that \( F' = A_1 \circ F \circ A_2 + A \). CCZ-equivalence corresponds to the affine equivalence of the graphs of two S-boxes \cite{4}. EA-equivalence is a particular case of CCZ-equivalence. In \cite{3} one can find a list of classes of APN functions which are EA-inequivalent and CCZ-inequivalent to power functions. In this paper we will show that an important class of even variable S-boxes are 3-to-1 S-boxes.

We denote \( e \subseteq d \) for two non-negative integers \( e \) and \( d \) if \( e \land d = e \) where \( \land \) is the bitwise logical AND operation i.e., \( e_i \leq d_i, 0 \leq i < n \) where \( e_i \) and \( d_i \)'s are \( i \)th bit of the \( n \)-bit binary representation of \( e \) and \( d \) respectively. From Lucas’ theorem \cite{6, page 79}, we have \( \binom{d}{e} = 1 \mod 2 \) iff \( e \subseteq d \) for two non-negative integers \( d \) and \( e \).

## 3 3-to-1 APN S-Box

In this section, we present a special class of 3-to-1 APN S-box and show that some of the known constructions of S-boxes on even variables are of this type. Note that, in this section we always consider \( m \) as even positive integer and \( k = \frac{2^m - 1}{3} \).

**Construction 1 (S3-to-1 function).** Let \( V_m \) be partitioned into disjoint parts, \( P_0 = \{0\}, P_1, P_2, \ldots, P_k \), such that each set \( P_i \), \( 1 \leq i \leq k \) contains 3 different elements \( a, b, c \) where \( a + b = c \) (i.e., \( P_i \cup P_0, 1 \leq i \leq k \) are 2-dimensional flats). Further, let \( U \subset V_m \) be an ordered set and \( |U| = k + 1 \). Then the S-box \( F : V_m \mapsto V_m \) is constructed as \( F(x) = u_i \) where \( x \in P_i \) and \( u_i \) is the \( i \)th element in \( U \).

We name this special class of 3-to-1 functions as S3-to-1 functions.

**Notation 1.** Referring to the partitions \( P_i \) in Construction \cite{7}, we denote (1) \( F(P_i) = y \) where \( F(x) = y \) for \( x \in P_i \) and (2) for \( x \in V_m \), \( P(x) = P_i \) where \( x \in P_i \).
Proposition 1. Let \( F \) be a \( S_3 \)-to-1 function. Referring to the Construction 1, if there are no four distinct elements \( w, x, y, z \in U \) such that \( w + x + y + z = 0 \), then \( F \) is APN.

Proof. To prove it, we have to show that for any distinct \( a, b, c, d \in V_m \), \( a + b + c + d = 0 \) implies \( F(a) + F(b) + F(c) + F(d) \neq 0 \). If \( a, b, c, d \) are from four distinct partitions then from the supposition \( F(a) + F(b) + F(c) + F(d) \neq 0 \). If at least two elements, say \( a \) and \( b \), are from the same partition, then \( F(a) + F(b) + F(c) + F(d) = F(c) + f(d) \). To be \( F(c) + F(d) = 0 \), \( c \) and \( d \) have to be in one partition. \( c \) and \( d \) can not be in the same partition where \( a \) and \( b \) belong because each partition contains 3 elements or 1 element. If \( c \) and \( d \) are in another partition then \( a + b + c + d = (a + b) + (c + d) \) can not be 0 because \((a + b) \in P(a)\) and \((c + d) \in P(c)\) are two different elements.

If one can choose \( k + 1 \) elements from \( V_m \) of size \( 2^m = 3k + 1 \) such that no four elements from them can add to 0, then it is possible to construct an APN function. The question is whether such type of set exists for some even \( m \)? For \( m = 4 \) the set \( U = \{0, a_1, a_2, a_3, a_4, a_1 + a_2 + a_3 + a_4\} \) where \( \{a_1, a_2, a_3, a_4\} \) is a basis of vector space \( V_4 \), satisfies the condition. Here we present an example of APN function when \( m = 4 \).

Example 1. Represent the \( m \)-dimensional vectors \((e_0, e_1, \ldots, e_{m-1})\) by the integers \( \sum_{i=0}^{m-1} e_i2^i \). The partition of \( V_4 \) is as \( P_0 = \{0\}, P_1 = \{1, 2, 3\}, P_2 = \{4, 8, 12\}, P_3 = \{5, 10, 15\}, P_4 = \{6, 11, 13\}, P_5 = \{7, 9, 14\} \) and the set \( U = \{0, 1, 2, 4, 8, 15\} \). Now, define \( F \) as \( F(P_0) = 0; F(P_1) = 1; F(P_2) = 2; F(P_3) = 4; F(P_4) = 8; F(P_5) = 15 \). Then \( F \) is APN.

Unfortunately, the following theorem tells about the non-existence of such set when \( m \geq 6 \).

Theorem 1. For \( m \geq 6 \) (\( m \) even), there does not exist a set \( U \subset V_m \) of size \( k + 1 \) such that \( w + x + y + z \neq 0 \) for all distinct \( w, x, y, z \in U \).

Proof. We use induction to prove it. For the base case (i.e., \( m = 6 \)), we will construct a largest set \( W \subset V_6 \) such that there is no distinct \( w, x, y, z \in W \) such that \( w + x + y + z = 0 \). Since \( W \) is largest, it must contain a basis of \( V_6 \). Without loss of generality, we consider that \( W \) contains the unit basis \( e_1 = (0, 0, 0, 0, 0, 1), e_2 = (0, 0, 0, 0, 1, 0), \ldots, e_6 = (1, 0, 0, 0, 0, 0) \) and all zero element 0 (otherwise, one can use an affine transformation to get the unit basis and 0). Now we will start with \( W = \{0, e_1, \ldots, e_6\} \) and try to add more to \( W \). Now, we can not add any vector of weight 2 and 3 with \( W \). Further, it can be checked that the addition of the vector of weight 6 will not allow to add any vector of weight 4 or 5. Then one can not add two or more vectors of weight 5, because addition of two vectors of weight 5 results in a vector of weight 2. Finally, one can not add more than 2 vectors of weight 4, since there always exist 2 vectors out of 3 vectors of weight 4 such that their sum results in a vector of weight 2. So, one can add at most three more (two of weight 4 and one of weight 5). The
size of $W$ will be at most 10, but we need of a set of size $\frac{2^6-1}{3} = 21$. Therefore, the theorem is true for $m = 6$.

Now we suppose it is true for $m = t$ and we will prove for $m = t + 2$. We prove it by contradiction. Consider that such a set $U$ of size $\frac{2^{t+2} - 1}{3}$ exists for $n = t + 2$. Now divide $U$ into 4 parts $U_{00}, U_{01}, U_{10}$ and $U_{11}$ such that $U_{ij} \subset U$ contains the vectors having $(t + 1)$th and $(t + 2)$th co-ordinates $i$ and $j$ respectively. Hence from pigeonhole principle, there must be a $U_{ij}$ such that $|U_{ij}| \geq \frac{1}{4} \times \frac{2^{t+2} - 1}{3} = \frac{2^t + \frac{1}{2}}{4} \geq \frac{2^t - 1}{3}$. Now one can use this $U_{ij}$ (excluding $t + 1$ and $t + 2$ th coordinates) for $m = t$, which contradicts our supposition. \hfill \Box

Using Lemma 1, we have the following result for when a S3-to-1 function will be APN.

**Theorem 2.** Let $F$ be a S3-to-1 function. $F$ is APN iff for all $x, y \in V_m$ such that $P(x) \neq P(y)$, $F(x) + F(y) + F(z) + F(x + y + z) \neq 0$ for all $z \in V_m$, $z \notin P(x) \cup P(y) \cup P(x + y)$.

**Proof.** For the proof, we use Lemma 1. For this class of S-boxes the search domains of $y$ and $z$ are decreased by putting some extra conditions. Now we will show that the discarded $y$’s and $z$’s will not satisfy the condition $F(x) + F(y) + F(z) + F(x + y + z) = 0$.

Let $y \in P(x)$. Then from the construction of $P_i$’s, we have $x + y \in P(x)$. $F(x) + F(y) + F(z) + F(x + y + z) = 0$ i.e., $F(z) + F(x + y + z) = 0$ implies $x + y + z \in P(z)$ i.e, $x + y \in P(z)$. This implies $x, y, z, x + y + z \in P(x)$, a contradiction that $x, y, z$ and $x + y + z$ are all distinct. Hence, $F(x) + F(y) + F(z) + F(x + y + z) \neq 0$. The exclusion of $z$’s can be proved in similar way. \hfill \Box

**Note 1.** In Construction 1 each set $P_i \cup \{0\}$, $0 < i \leq k$, forms a subspace of dimension 2. If we wanted to use subspaces with dimension greater than 2 then for the following reason $F$ can not be APN. Consider $P_i$ such that $P_i \cup \{0\}$ is of dimension greater than 2. Then $P_i$ will contain a subset $\{x, y, x + y, z, x + z, y + z, x + y + z\}$. Here the last 4 elements add to zero. This implies that we can not consider the partitions $P_i, 0 < i \leq k$, such that $P_i \cup \{0\}$ is 3 dimensional.

**Definition 4.** A $S3$-to-1 function $F : V_m \rightarrow V_m$ is called identity $S3$-to-1 (in short, IDS3-to-1) function if $F(P_i) \in P_i$ for $0 \leq i \leq k$.

IDS3-to-1 functions are similar to identity function. There are $3^k$ IDS3-to-1 functions. Like identity function, in the following theorem we show that IDS3-to-1 functions are not APN.

**Theorem 3.** IDS3-to-1 functions are not APN when $m \geq 6$.

**Proof.** Let $P_i = \{u_i, u_i', u_i''\}$ where $F(P_i) = u_i$ for $1 \leq i \leq k$. Let $s_{ij} = u_i + u_j$ for $1 \leq i < j \leq k$. If all $s_{ij}$’s are not distinct then there is $s_{i1i2} = s_{i3i4}$ i.e., $u_{i1} + u_{i2} + u_{i3} + u_{i4} = 0$, which implies that $F$ is not APN. Hence, consider all $s_{ij}$’s are distinct. There are $\binom{k}{2} = \frac{k(k-1)}{2}$ many $s_{ij}$’s and $2k$ many $u_i$’s and $u_i''$’s. For $m \geq 6$, we have $\frac{k(k-1)}{2} > 2k$. Hence there is a $s_{i1i2} = u_{i3}$ i.e., $u_{i1} + u_{i2} + u_{i3} = 0$. Hence $F$ is not APN. \hfill \Box
Since $\frac{k(k-1)}{2} = 2k = 10$ for $m = 4$, there exist some IDS3-to-1 APN functions and experimentally we found some of them. In the remaining part of this section we will show that some known important APN functions are S3-to-1 functions.

1. Power APN Functions

The power APN functions on even number of variables are of the form $F(X) = X^{3d}$ where $\gcd(d,k) = 1$ and $k = \frac{2^m - 1}{3}$. Let $\alpha$ be a primitive element of $V_m$. Since $m$ is even, $V_2$ is a subfield of $V_m$ with $\beta = \alpha^k$ a generator of $V_2^* = \{1, \beta, \beta^2\}$.

Now consider $P_{i+1} = \alpha^i V_2^*$ where $0 \leq i < k$ and $P_0 = \{0\}$. $\{P_i, 0 \leq i \leq k \}$ makes a disjoint partition over $V_m$ and $\alpha^i + \alpha^j\beta + \alpha^j\beta^2 = \alpha^i(1 + \beta + \beta^2) = \alpha^i \cdot 0 = 0$ for $0 \leq i < k$. Now for the S-box $F(X) = X^{3d}$, $F(P_{i+1}) = \{\alpha^{3di}, \alpha^{3di+\beta^3d}, \alpha^{3di+\beta^6d}\} = \alpha^{3di}$ for $0 \leq i \leq k$. Since $\gcd(d,k) = 1$, $\alpha^{3di} \neq \alpha^{3dj}$ for $0 \leq i < j < k$ i.e., $|F^{-1}(\alpha^{3di})| = 3$. Here $U = \{0\} \cup \{\alpha^{3i}, 0 \leq i \leq k - 1\}$. Therefore, the APN power functions i.e., $X^{3d}, \gcd(d,k) = 1$ satisfies Construction $[1]$. Hence, the power APN functions follow the restriction imposed on a S-box to be APN in Theorem $[2]$.

2. $F(X) = X^3 + tr(X^9)$

The function $F(X) = X^3 + tr(X^9)$ (where $tr(X) = \sum_{i=0}^{m-1} X^{2^i}$ is the trace function from $V_m$ to $V_1$) is APN function and when $m \geq 7$ and $m > 2p$ where $p$ is the smallest positive integer such that $m \neq 1, m \neq 3$ and $\gcd(m,p) = 1$, $X^3 + tr(X^9)$ is CCZ-inequivalent to all power functions on $V_m$ $[3]$. Similar to the power function case (i.e., Item 1), one can easily prove that $F(\alpha^i) = F(\alpha^{i+k}) = F(\alpha^i+2k)$ for $0 \leq i < k = \frac{2^m - 1}{3}$ and $F(0) = 0$ where $\alpha$ is a primitive element in $V_m$. Let $x = \alpha^i$ and $y = \alpha^j$ where $0 \leq i < j < k$. Now we will show that $F(x) \neq F(y)$ i.e., $x^3 + tr(x^9) \neq y^3 + tr(y^9)$ i.e., $tr(x^9 + y^9) \neq x^3 + y^3$. If $tr(x^9 + y^9) = 0$ then we are done because $x^3 \neq y^3$. Now consider $tr(x^9 + y^9) = 1$. If $x^3 + y^3 = 1$ i.e., $y^3 = 1 + x^3$ then $tr(x^9 + y^9) = tr(x^9 + (1 + x^3)^3) = tr(1 + x^3 + x^6) = \sum_{i=0}^{m-1} (1 + x^3 + x^6)^{2^i} = \sum_{i=0}^{m-1} (1 + x^3.2^i + x^6.2^i) = \sum_{i=0}^{m-1} (1 + x^3.2^i + x^3.2^i + x^3.2^i) = x^3 + x^3.2^m = x^3 + x^3 = 0$ which is a contradiction. Therefore $F(x) \neq F(y)$ implies $X^3 + tr(X^9)$ is S3-to-1 function.

The general study of APN property of S3-to-1 functions can give clearer picture to generalize the APN power functions on even number of variables and constructions of new class of APN functions. Overall the S3-to-1 functions covers many interesting parts of the studies of APN functions. The study on finding the exact relation of the ordered set $U$ and the partitions $P_i$ (or, flats $P_i \cup P_0$) which makes $F$ APN will be very interesting.

4 Power Function

In this section we present a necessary condition for a power function, $F : X \mapsto X^d, X \in V_m$, to be APN. Unlike the previous section, in this section we study for general $m$ unless it is specified as even or odd. The complete characterization of all APN power functions is not known. Some results on the necessary conditions for a power function to be APN are available in recent literature. If $F$ is APN then $\gcd(d, 2^m - 1) = 1$ for odd $m$ and $\gcd(d, 2^m - 1) = 3$ for even $m$ $[11]$. For
another instance, if there is $h$ which divides $m$ and $d = l(2^h - 1) + 2^r$ for some $l$ and $r$ then $F$ is not APN \cite{54}. Therefore, to be an APN S-box, a power function must satisfy the necessary conditions. For more details one can refer \cite{1}. In this section we have presented another necessary condition for $F$ to be an APN functions. Therefore, while searching for APN function one can simple discard those functions. If $F$ is a power function then the Lemma \cite{1} can be simplified as in the following lemma.

**Lemma 2.** A power S-box $F : V_m \mapsto V_m$ is APN iff there do not exist different $x \neq 1$ and $y \neq 1$ in $V_m$ such that $1 + S(x) + S(y) + S(1 + x + y) = 0$.

The proof is simple, since for different $x \neq 0, y, z \in V_m, x^d + y^d + z^d + (x + y + z)^d = x^{-d}[1 + (\frac{y}{x})^d + (\frac{z}{x})^d + (1 + \frac{y}{x} + \frac{z}{x})^d]$. Now Lemma \cite{2} can be written in terms of primitive elements as following.

**Proposition 2.** For a primitive element $\alpha \in V_m$, a power S-box $F : V_m \mapsto V_m$ is APN iff there do not exist

1. $0 < i < 2^m - 1$ such that $1 + F(\alpha^i) + F(1 + \alpha^i) \neq 0$ (the case when one of $x, y, 1 + x + y$ is zero), and
2. $0 < i < j < 2^m - 1$ such that $1 + F(\alpha^i) + F(\alpha^j) + F(1 + \alpha^i + \alpha^j) \neq 0$ (the case when none of $x, y, 1 + x + y$ is zero).

Therefore, the APN property of a power function (say, $X^d$) can be checked by solving Conditions \cite{1} and \cite{2} in the Proposition \cite{2} for given $m$. It will be simpler if Condition \cite{2} can be reduced to Condition \cite{1}. Now consider the question: does Condition \cite{1} imply Condition \cite{2} for some $d$ and $m$? In the following theorem we find an instance where it is possible.

**Lemma 3.** Suppose $wt(d) = 2$. Then $a^d + b^d + c^d + (a + b + c)^d = (a + b)^d + (a + c)^d + (b + c)^d$ for $a, b, c \in V_m$ and any $m > 0$.

Since $d$ is of the form $2^p + 2^q$, the proof simply follows from Lucas’ theorem.

**Theorem 4.** A quadratic S-box $F : V_m \mapsto V_m$ such that $F(X) = X^d$ (where $wt(d) = 2$) is APN iff there does not exist $0 < i < 2^m - 1$ such that $1 + \alpha^{id} + (1 + \alpha^i)^d = 0$ where $\alpha$ is a primitive element in $F_{2^m}$.

**Proof.** Here we reduce Item 2 to Item 1 in Definition \cite{2}. For $0 < i < j < 2^m - 1$, $1 + \alpha^{id} + \alpha^{jd} + (1 + \alpha^i + \alpha^j)^d \neq 0$

i.e., $(1 + \alpha^i)^d + (1 + \alpha^i + \alpha^j)^d \neq 0$ (according to Lemma \cite{3})

i.e., $1 + [(1 + \alpha^i)^{-1}(1 + \alpha^j)]^d + (1 + (1 + \alpha^i)^{-1}(1 + \alpha^j))^d \neq 0$

i.e., $1 + \alpha^{ld} + (1 + \alpha^i)^d \neq 0$ for some $0 < l < 2^m - 1$. \hfill $\square$

Hence a quadratic function $F(X) = X^d$ is APN iff the equation $1 + x^d + (1 + x)^d = 0$ has no solution in $V_m \setminus \{0, 1\}$. Using Lucas’ theorem we have $1 + x^d + (1 + x)^d = x^{2^p} + x^{2^q} = 0$, iff $gcd(2^p - 2^q, 2^m - 1) \neq 1$ where $d = 2^p + 2^q$. Hence $X^d$ is APN iff $gcd(2^p - 2^q, 2^m - 1) = 1$ i.e., $gcd(p - q, m) = 1$. Certainly, this is not a new result. It has been done by Nyberg in \cite{8}. But the motivation is to find some
other situations where Condition II can be reduced to Condition I which could be solved easily (because Condition I is dependent on one variable).

Since the Condition I is easier to solve, now we shall study the S-boxes $X^d$ using Condition I to find some situations when they are not APN. Since $X^d$ is APN iff $X^{2d}$ is APN, we consider $d$ is an odd positive number. We can write every odd positive integer $d$ of the form

$$(2^{a_0} - 1) + 2^{a_0+b_0}(2^{a_1} - 1) + \cdots + 2^{\sum_{i=0}^{q-2}(a_i+b_i)}(2^{a_q-1} - 1) + 2^{\sum_{i=0}^{q-1}(a_i+b_i)}(2^{a_q} - 1)$$

where $a_i, 0 \leq i \leq q$ and $b_i, 0 \leq i < q$ are the length of $i$th contiguous 1’s and 0’s in the binary representation of $d$. For example, $(77)_{10} = (1001101)_2$ where $a_0 = 1, b_0 = 1, a_1 = 2, b_1 = 2, a_2 = 1$ and $q = 2$.

**Theorem 5.** Let $d$ be of the form $d = (2^{a_0} - 1) + 2^{a_0+b_0}(2^{a_1} - 1) + \cdots + 2^{\sum_{i=0}^{q-2}(a_i+b_i)}(2^{a_q-1} - 1) + 2^{\sum_{i=0}^{q-1}(a_i+b_i)}(2^{a_q} - 1)$. Denote $l_0 = d$, $l_1 = 2^{a_0+b_0}(2^{a_1} - 1) + 2^{a_0+b_0+a_1+b_1}(2^{a_2} - 1) + \cdots + 2^{\sum_{i=0}^{q-1}(a_i+b_i)}(2^{a_q} - 1)$, $l_j = 2^{a_{j-1}+b_{j-1}}(2^{a_j} - 1) + 2^{a_{j-1}+b_{j-1}+a_j+b_j}(2^{a_{j+1}-1} - 1) + \cdots + 2^{\sum_{i=1}^{q-1}(a_i+b_i)}(2^{a_q} - 1)$ (that is, $l_j = l_{j-1} + (a_{j-2} + b_{j-2}) - (2^{a_{j-1} - 1}$), where “$t > n$” is bit wise right shift of integer $t$ by $n$ places) for $1 < j \leq q$. If

- $\gcd(l_{i+1} - 1, 2^m - 1) \neq 1$ or, $\gcd(a_i, m) \neq 1$ for $0 \leq i < q$,
- and $\gcd(a_q - 1, m) \neq 1$.

then $F(X) = X^d$ is not APN.

**Proof.** Denote $s_j = \sum_{i=0}^{j} (a_i + b_i), 0 \leq j < q$. Similar to $l_j$, denote $k_j$ as $k_0 = 2^{a_0} - 1$ and $k_j = k_{j-1} + 2^{a_{j-1}}(2^{a_j} - 1), 0 \leq j < q$. Now we open $(1 + x)^d$ using Lucas’ theorem.

$$(1 + x)^d = \sum_{i=0}^{d} x^i$$

$$= \sum_{i: i \leq d} x^i + \sum_{i: i \leq k_0} x^i \sum_{0 \leq i \leq 2^{a_1} - 1} x^{2^i} + \cdots + \sum_{i: i \leq k_{q-1}} x^i \sum_{0 \leq i \leq 2^{a_q} - 1} x^{2^i}$$

$$= \sum_{i=0}^{2^{a_0} - 1} x^i + \sum_{i: i \leq k_0} x^i \sum_{i=1}^{2^{a_1} - 1} x^{2^i} + \cdots + \sum_{i: i \leq k_{q-1} = i} x^i \sum_{i=1}^{2^{a_q} - 1} x^{2^i}$$

$$= 1 + \sum_{i=1}^{2^{a_0} - 1} x^i + (1 + x)^{k_0} \sum_{i=1}^{2^{a_1} - 1} (x^{2^i})^i + \cdots + (1 + x)^{k_{q-1}} \sum_{i=1}^{2^{a_q} - 1} (x^{2^i})^i$$

$$= 1 + \sum_{i=1}^{2^{a_0} - 1} x^i + (1 + x)^{k_0} \sum_{i=1}^{2^{a_1} - 1} (x^{2^i})^i + \cdots + (1 + x)^{k_{q-2}} \sum_{i=1}^{2^{a_q} - 2} (x^{2^i})^i$$

$$+ (1 + x)^{k_{q-1}} \sum_{i=1}^{2^{a_q} - 2} (x^{2^i})^i + (1 + x)^{k_{q-1}} (x^{2^{a_q-1}})^{2^{a_q-1}}$$
\[= 1 + \frac{1 + x^{2^q}}{1 + x} + (1 + x)^{k_0} x^{2^q} \frac{1 + (x^{2^q})^{2^q-1}}{1 + x^{2^q}} + \cdots + (1 + x)^{k_{q-2}} x^{2^q} \frac{1 + (x^{2^q-2})^{2^q-1}}{1 + x^{2^q}} + (1 + x)^{k_{q-1}} x^{2^q} \frac{1 + (x^{2^q-1})^{2^q-2}}{1 + x^{2^q}} + (1 + x)^{k_q} x^{2^q-1} (2^q - 1). \] (1)

Opening \((1 + x)^{k_q-1}\) in the last term of Equation 1 to separate out \(x^d\) we have

\[\begin{align*}
(1 + x)^{k_q-1} x^{2^q-1} (2^q - 1) &= x^d + x^{2^q-1} (2^q - 1) (1 + x)^{k_q-2} \sum_{i=0}^{2^q-2} x^{i^2} \\
+x^{2^q-1} (2^q - 1) &+ 2^q (2^q - 2) (1 + x)^{k_q-3} \sum_{i=0}^{2^q-3} x^i \\
+x^{2^q-1} (2^q - 1) &+ \cdots + 2^q (2^q - 1) \sum_{i=0}^{2^q-3} x^i \\
+x^d &+ x^{4^q-2} (1 + x)^{k_{q-2}} \frac{1 + (x^{2^q-2})^{2^q-1}}{1 + x^{2^q}} \\
+x^{4^q-3} (1 + x)^{k_{q-3}} \frac{1 + (x^{2^q-3})^{2^q-2}}{1 + x^{2^q}} + \cdots + x^d \frac{1 + x^{2^q-1}}{1 + x}.
\end{align*}\] (2)

Now from Equations 1 and 2 we have

\[1 + x^d + (1 + x)^d = x^d + \frac{1 + x^{2^q}}{1 + x} + (1 + x)^{k_0} x^{2^q} \frac{1 + (x^{2^q})^{2^q-1}}{1 + x^{2^q}} + \cdots + (1 + x)^{k_{q-2}} x^{2^q} \frac{1 + (x^{2^q-2})^{2^q-1}}{1 + x^{2^q}} + (1 + x)^{k_{q-1}} x^{2^q} \frac{1 + (x^{2^q-1})^{2^q-2}}{1 + x^{2^q}} + (1 + x)^{k_q} x^{2^q-1} (2^q - 1) + (1 + x)^{k_{q-2}} x^{2^q-2} \frac{1 + (x^{2^q-2})^{2^q-1}}{1 + x^{2^q}} + \cdots + x^d \frac{1 + x^{2^q-1}}{1 + x} + (1 + x)^{k_{q-3}} x^{2^q-3} \frac{1 + (x^{2^q-3})^{2^q-2}}{1 + x^{2^q}} + \cdots + x^d \frac{1 + x^{2^q-1}}{1 + x}.
\] (3)

If each term in Equation 3 is 0 then \(1 + x^d + (1 + x)^d = 0\). That is, \(x^d\) is not APN if there is a \(x \in V_m \setminus \{0, 1\}\) such that

\[x^d \frac{1 + x^{2^q-1}}{1 + x} = (1 + x)^{k_0} x^{2^q} \frac{1 + (x^{2^q})^{2^q-1}}{1 + x^{2^q}} = \cdots = (1 + x)^{k_{q-2}} x^{2^q-2} \frac{1 + (x^{2^q-2})^{2^q-1}}{1 + x^{2^q}}.
\]
\[
(1 + x)^{kq-1} x^{2q-1} \frac{1 + (x^{2q-1})^{2^q-2}}{1 + x^{2q-1}} = 0.
\]
Hence, \( x^d \) is not APN if
\[
(gcd(l_i - 1, 2^m - 1) \neq 1 \text{ or } gcd(2^{a_i} - 1, 2^m - 1) \neq 1) \text{ and }
\]
\[
\cdots \text{ and }
\]
\[
(gcd(l_q - 1, 2^m - 1) \neq 1 \text{ or } gcd(2^{a_q} - 1, 2^m - 1) \neq 1) \text{ and } gcd(2^{a_q} - 2, 2^m - 1) \neq 1.
\]
That is, \( x^d \) is not APN if
\[
(gcd(l_i - 1, 2^m - 1) \neq 1 \text{ or } gcd(a_i, m) \neq 1) \text{ and }
\]
\[
\cdots \text{ and }
\]
\[
(gcd(l_q - 1, 2^m - 1) \neq 1 \text{ or } gcd(a_{q-1}, m) \neq 1) \text{ and } gcd(a_q - 1, m) \neq 1.
\]
\( \square \)

### Table 1. \( F(X) = X^d, d = 2^p - 1, p \geq 0 \)

<table>
<thead>
<tr>
<th>( p )</th>
<th>( d )</th>
<th>Result: ( m ) such that ( X^d ) is not APN</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>( X ) can not be APN for any ( m )</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>no information for ( X^3 )</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>( X' ) can not be APN if ( m ) is even</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>( X^{15} ) can not be APN if ( 3 \mid m )</td>
</tr>
<tr>
<td>5</td>
<td>31</td>
<td>( X^{31} ) can not be APN if ( m ) is even</td>
</tr>
<tr>
<td>6</td>
<td>63</td>
<td>( X^{63} ) can not be APN if ( 5 \mid m )</td>
</tr>
<tr>
<td>7</td>
<td>127</td>
<td>( X^{127} ) can not be APN if ( 2 \mid m ) or ( 3 \mid m )</td>
</tr>
<tr>
<td>8</td>
<td>255</td>
<td>( X^{255} ) can not be APN if ( 7 \mid m )</td>
</tr>
<tr>
<td>9</td>
<td>511</td>
<td>( X^{511} ) can not be APN if ( m ) is even</td>
</tr>
<tr>
<td>10</td>
<td>1023</td>
<td>( X^{1023} ) can not be APN if ( 3 \mid m )</td>
</tr>
</tbody>
</table>

### Table 2. \( F(X) = X^d, d \neq 2^p - 1 \) and odd

| \( d \) | Result: \( m \) such that \( X^d \) is not APN |
|---|---|---|
| 5 | \( X^5 \) can not be APN if \( 3 \mid (2^m - 1) \) i.e., \( m \) is even |
| 9 | \( X^9 \) can not be APN if \( 7 \mid (2^m - 1) \) i.e., \( 3 \mid m \) |
| 11 | \( X^{11} \) can not be APN if \( 2 \mid m \) or \( 3 \mid m \) |
| 13 | no information for \( X^{13} \) |
| 17 | \( X^{17} \) can not be APN if \( gcd(15, 2^m - 1) \neq 1 \) i.e., \( m \) is even |
| 19 | \( X^{19} \) can not be APN if \( 2 \mid m \) |
| 21 | \( X^{21} \) can not be APN if \( 19 \mid (2^m - 1) \) and \( 2 \mid m \) |
| 23 | \( X^{23} \) can not be APN if \( 2 \mid m \) or \( 3 \mid m \) |
| 25 | no information for \( X^{25} \) |
| 27 | no information for \( X^{27} \) |
| 29 | \( X^{29} \) can not be APN if \( 2 \mid m \) and \( gcd(27, 2^m - 1) \neq 1 \) (i.e., \( 2 \mid m \) is enough) |

Following Theorem 5 we can specify some \( m \) such that \( X^d \) is not APN for given \( d > 0 \). At first we present a simple case when \( d = 2^p - 1 \). \( X^{2^p-1} \) is not APN if
Table 3. Some odd $d$: $X^d$ is not APN in $V_m$

<table>
<thead>
<tr>
<th>$m$</th>
<th>Result: $d$ such that $X^{2^d}, l \geq 0$, is not APN</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1, 5, 7, 11</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>1, 5, 7, 9, 11, 15, 17, 19, 23, 29, 31, 35, 37, 39, 41, 43, 47, 59</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4. Comparison of the number of filtered $X^d$'s and $X^e$'s with the number of all elements

<table>
<thead>
<tr>
<th>$m$</th>
<th>(#filtered $X^d$, $2^m - 2$), (#filtered $X^e$, $t$) where gcd($e, 2^m - 1$) = 3, $t = {d : \text{gcd}(d, 2^m - 1) = 3}$, $1 \leq d \leq 2^m - 2$ and $1 \leq e \leq 2^m - 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>(2, 2), (0, 0)</td>
</tr>
<tr>
<td>4</td>
<td>(10, 14), (0, 4)</td>
</tr>
<tr>
<td>6</td>
<td>(51, 62), (6, 12)</td>
</tr>
<tr>
<td>8</td>
<td>(200, 254), (32, 64)</td>
</tr>
<tr>
<td>10</td>
<td>(820, 1022), (150, 300)</td>
</tr>
<tr>
<td>12</td>
<td>(3842, 4094), (468, 576)</td>
</tr>
<tr>
<td>14</td>
<td>(10885, 16382), (1036, 5292)</td>
</tr>
<tr>
<td>16</td>
<td>(50424, 65354), (10384, 16384)</td>
</tr>
<tr>
<td>18</td>
<td>(228573, 262142), (36540, 46656)</td>
</tr>
<tr>
<td>20</td>
<td>(827884, 1048574), (178660, 240000)</td>
</tr>
<tr>
<td>22</td>
<td>(2101099, 4194302), (199386, 1320352)</td>
</tr>
<tr>
<td>24</td>
<td>(15070558, 16777214), (1961688, 2211840)</td>
</tr>
<tr>
<td>26</td>
<td>(24603358, 67108862), (53326, 22358700)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$m$</th>
<th>(#filtered $X^d$, $2^m - 2$), (#filtered $X^e$, $t$) where gcd($e, 2^m - 1$) = 1, $t = {d : \text{gcd}(d, 2^m - 1) = 1}$, $1 \leq d \leq 2^m - 2$ and $1 \leq e \leq 2^m - 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>(3, 6), (3, 6)</td>
</tr>
<tr>
<td>4</td>
<td>(5, 30), (5, 30)</td>
</tr>
<tr>
<td>6</td>
<td>(7, 126), (7, 126)</td>
</tr>
<tr>
<td>8</td>
<td>(189, 510), (189, 432)</td>
</tr>
<tr>
<td>10</td>
<td>(11, 2046), (11, 1936)</td>
</tr>
<tr>
<td>12</td>
<td>(13, 8190), (13, 8190)</td>
</tr>
<tr>
<td>14</td>
<td>(10785, 32766), (9615, 27000)</td>
</tr>
<tr>
<td>16</td>
<td>(17, 131070), (17, 131070)</td>
</tr>
<tr>
<td>18</td>
<td>(19, 524286), (19, 524286)</td>
</tr>
<tr>
<td>20</td>
<td>(297612, 2097150), (290997, 1778112)</td>
</tr>
<tr>
<td>22</td>
<td>(23, 8388606), (23, 8210080)</td>
</tr>
<tr>
<td>24</td>
<td>(223750, 33554430), (223100, 32400000)</td>
</tr>
<tr>
<td>26</td>
<td>(8321670, 134217726), (8160102, 113467392)</td>
</tr>
</tbody>
</table>

$\gcd(p-1, m) \neq 1$. In Table 1, we present the results for $p \leq 10$. Further, in Table 2 we present some initial examples for general case i.e., for all odd $d$ (because the APN property is being preserved for $2^d, l \geq 0$) which are not of the form $2^p - 1$. In Table 3, we present some odd $d$ such that $X^{2^d}, l \geq 0$ are not APN for a given $m$. There are some $d$, for which Theorem 3 cannot say anything. Now we discuss some of such cases and some other observations in the following notes.
Note 2. 1. If \( a_q = 2 \) then \( \gcd(a_q - 1, m) = 1 \) for each \( m \). Hence, we do not learn any information. For example, we can not say anything about \( X^3, X^{13}, X^{25}, X^{27} \) etc.

2. If \( a_q > 1 \) and \( m \) is prime then \( \gcd(a_q - 1, m) = 1 \). Hence, no information in this case. For example, we can not say anything about \( X^{11} \) in \( V_7, V_{11} \) etc.

3. If \( m \) is Mersenne prime (i.e., \( 2^m - 1 \) is also prime) then all \( \gcd \) functions in the conditions return 1 except when \( d = 1 \). Thus, we can say something only for linear functions (i.e., \( X^d \)).

4. If \( m \) is a multiple of small primes then we can filter out many \( X^d \)'s as non-

APN because the chance of co-primeness with \( m \) and \( 2^m - 1 \) decreases.

5. There are some \( X^d \)'s, which can not be filtered using the necessary condition but \( X^e, e = 2^l d \mod (2^m - 1) \) for some \( l > 0 \) may satisfy the conditions and can be shown as non-APN. In this case, \( X^d \) can too be filtered out. For example, \( X^{13} \) can not be shown as non-APN directly in \( V_4 \) but \( X^7 \) can be used to show \( X^{13} \) as non-APN because \( 13 = (2^2 \ast 7) \mod 15 \) and \( X^7 \) is non-APN according to Theorem 5.

We have an interesting fact that we can filter out some power S-boxes \( X^d \), \( \gcd(d, 2^m - 1) = 3 \) when \( m \) is even and \( \gcd(d, 2^m - 1) = 1 \) when \( m \) is odd. In Table 4, we present two types of comparision on the number of filtered S-boxes for both the even and odd number of variable cases. In first tuple, we compare the number \( X^d \)'s that can be filtered out from the total \( 2^m - 2 \) non-constant power functions. In second tuple, we compare the number of filtered power functions from the total number of power functions satisfying \( \gcd(d, 2^m - 1) = 3 \) when \( m \) is even and \( \gcd(d, 2^m - 1) = 1 \) when \( m \) is odd. In some cases, specifically when \( m \) is a multiple of small primes, we can filter out a big percentage of non-APN functions using our necessary conditions. However, using the necessary condition in Theorem [5] and the observation in Note 5 we can filter out some \( X^d \)'s which are not APN. Therefore, while searching for a good APN S-box, one can simply discard those functions and save some searching time.
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Abstract. Boolean functions which are simultaneously bent and negabent are studied. Transformations that leave the bent-negabent property invariant are presented. A construction for infinitely many bent-negabent Boolean functions in $2mn$ variables ($m > 1$) and of algebraic degree at most $n$ is described, this being a subclass of the Maiorana–McFarland class of bent functions. Finally it is shown that a bent-negabent function in $2n$ variables from the Maiorana–McFarland class has algebraic degree at most $n - 1$.

1 Introduction

Bent Boolean functions are the class of Boolean functions whose spectral values have equal magnitude with respect to the Hadamard transform \cite{Golomb}. The construction and classification of bent functions is of significant and active interest to designers of cryptographic primitives \cite{Lidl}, as such functions have maximum distance to the set of affine functions and, therefore, are not well-approximated by affine functions. It is natural also to consider spectral values with respect to the nega-Hadamard transform. If these spectral values of a Boolean function are all equal in magnitude, then we call the function negabent.

In this paper we consider how to construct Boolean functions that are simultaneously bent and negabent. Such a problem has been previously considered in \cite{Negabent}, providing constructions for quadratic functions. Here we present a new and infinite construction for functions of more general algebraic degree, thereby answering and generalizing a conjecture made in \cite{Negabent}. More precisely, we construct a subclass of the Maiorana–McFarland class of bent functions in which all functions are also negabent. This construction generalizes the construction of quadratic bent-negabent functions described in \cite{Negabent}. These functions are in $2mn$ variables and have algebraic degree at most $n$, where $m > 1$. 
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We also enlarge the class of symmetry operations over which the bent-negabent property of a Boolean function is preserved. In particular, we show that the bent-negabent property is an invariant with respect to the action of the orthogonal group on the input vector space. Finally we provide an upper bound on the algebraic degree of any bent-negabent Boolean function from the Maiorana-McFarland class.

2 Notation

Let \( V_n \) be an \( n \)-dimensional vector space over \( \mathbb{F}_2 \). Let \( f : V_n \to \mathbb{F}_2 \) be a Boolean function. The Hadamard transform of \( f \) is defined to be

\[
\mathcal{H}(f)(u) := (-1)^{-\frac{n}{2}} \sum_{x \in V_n} (-1)^{f(x)+u \cdot x}, \quad u \in V_n.
\]

The nega-Hadamard transform of \( f \) is defined to be

\[
\mathcal{N}(f)(u) := (-1)^{-\frac{n}{2}} \sum_{x \in V_n} (-1)^{f(x)+u \cdot x \cdot \mathrm{wt}(x)}, \quad u \in V_n,
\]

where \( i := \sqrt{-1} \) and \( \mathrm{wt}(.) \) denotes the Hamming weight. The function \( f \) is called bent if

\[
|\mathcal{H}(f)(u)| = 1 \quad \text{for all} \quad u \in V_n.
\]

Similarly, \( f \) is called negabent if

\[
|\mathcal{N}(f)(u)| = 1 \quad \text{for all} \quad u \in V_n.
\]

If \( f \) is both bent and negabent, we say that \( f \) is bent-negabent.

Now let \( f : V_n \oplus V_n \to \mathbb{F}_2 \) be a Boolean function of the form

\[
f(x, y) = \sigma(x) \cdot y + g(x),
\]

where \( \sigma : V_n \to V_n \) and \( g : V_n \to \mathbb{F}_2 \). It is well known that this function is bent if and only if \( \sigma \) is a permutation. The whole set of such bent functions forms the Maiorana-McFarland class.

In the remainder of this section we will introduce some further notation and a useful lemma. Write \( V_n = U \oplus W \), where \( \dim W = k \) and \( k \leq n \), so that \( \dim U = n - k \). Let \( f : V_n \to \mathbb{F}_2 \) be a Boolean function. For each fixed \( x \in U \) we may view \( f(x, \cdot) \) as a Boolean function on \( W \). We define the partial Hadamard transform of \( f \) with respect to \( W \) as

\[
\mathcal{H}_W(f)(x, v) := 2^{-\frac{k}{2}} \sum_{y \in W} (-1)^{f(x,y)+v \cdot y}, \quad v \in W.
\]

We say that \( f \) is bent with respect to \( W \) if

\[
|\mathcal{H}_W(f)(x, v)| = 1 \quad \text{for each} \quad x \in U, v \in W.
\]
If $f$ is bent with respect to $W$, the partial dual $\tilde{f}_W$ of $f$ with respect to $W$ is defined by the relation

$$\mathcal{H}_W(f)(x, v) = (-1)^{\tilde{f}_W(x,v)}.$$

Note that in the special case where $n = k$, $\tilde{f}_W$ is the usual dual of $f$, which we will denote by $\tilde{f}$.

In the remainder of this paper we shall make frequent use of the following lemma.

**Lemma 1.** For any $u \in V_n$ we have

$$\sum_{x \in V_n} (-1)^{u \cdot x : \text{wt}(x)} = 2^n \omega^n i^{-\text{wt}(u)},$$

where $\omega = (1 + i)/\sqrt{2}$ is a primitive 8th root of unity.

**Proof.** Write $u = (u_1, u_2, \ldots, u_n)$. By successively factoring out terms, we obtain

$$\sum_{x \in V_n} (-1)^{u \cdot x : \text{wt}(x)} = \prod_{k=1}^{n} (1 + i(-1)^{u_k})
= 2^n \prod_{k=1}^{n} \omega^{(-1)^{u_k}}
= 2^n \omega^{n-2\text{wt}(u)}
= 2^n \omega^n i^{-\text{wt}(u)}.$$ 

Note that the preceding lemma shows that all affine functions $f : V_n \rightarrow \mathbb{F}_2$ are negabent (see also [3, Prop. 1]).

### 3 Transformations Preserving Bent-Negabentness

Several transformations that preserve the bent-negabent property have been presented in [3]. Here we provide two new transformations.

It is known that, if $f : V_n \rightarrow \mathbb{F}_2$ is a bent function, then the function given by

$$f(Ax + b) + c \cdot x + d,$$

where $A \in GL(2, n)$, $b, c \in V_n$, $d \in V_1$, is also bent. Here, $GL(2, n)$ is the general linear group of $n \times n$ matrices over $\mathbb{F}_2$. These operations define a group whose action on $f$ leaves the bent property of $f$ invariant. Counterexamples show that these operations generally do not preserve the negabent property of a Boolean function. It is therefore interesting to find a subgroup of the bent-preserving operations that preserves also the negabent property. The following theorem shows that, if we replace $GL(2, n)$ by $O(2, n)$, the orthogonal group of $n \times n$ matrices over $\mathbb{F}_2$, we obtain such a subgroup.
Theorem 2. Let \( f, g : V_n \to \mathbb{F}_2 \) be two Boolean functions. Suppose that \( f \) and \( g \) are related by

\[
g(x) = f(Ax + b) + c \cdot x + d, \quad \text{where} \quad A \in O(2,n), \ b, c \in V_n, \ d \in V_1.
\]

Then, if \( f \) is bent-negabent, \( g \) is also bent-negabent.

Proof. As discussed above, \( g \) is bent if \( f \) is bent. It remains to show that \( g \) is negabent. From \([3, \text{Lem. 2}]\) we know that, if \( f(Ax) \) is negabent, so is \( f(Ax + b) + c \cdot x + d \). It is therefore sufficient to assume that \( b \) and \( c \) are all-zero vectors and \( d = 0 \).

Observe that

\[
\text{wt}(x) = x^T I x,
\]

where \( I \) is the \( n \times n \) identity matrix and the matrix operations are over \( \mathbb{Z} \). We therefore have

\[
\mathcal{N}(g)(u) = 2^{-\frac{n}{2}} \sum_{x \in V_n} (-1)^{f(Ax) + u \cdot x^T I x}.
\]

Now, since \( A \) is invertible by assumption, there exists \( B \) such that \( AB = I \). Moreover, when \( x \) ranges over \( V_n \), so does \( Bx \). Thus,

\[
\mathcal{N}(g)(u) = 2^{-\frac{n}{2}} \sum_{x \in V_n} (-1)^{f(x) + u \cdot Bx^T I (Bx)}.
\]

Since \( A \in O(2,n) \), we have \( B \in O(2,n) \) and so \( B^T IB = I \). Hence,

\[
(Bx)^T I (Bx) = x^T (B^T IB)x = x^T I x.
\]

We conclude

\[
\mathcal{N}(g)(u) = 2^{-\frac{n}{2}} \sum_{x \in V_n} (-1)^{f(x) + u \cdot Bx^T I x} = 2^{-\frac{n}{2}} \sum_{x \in V_n} (-1)^{f(x) + B^T u \cdot x^T I x} = \mathcal{N}(f)(B^T u),
\]

which proves the theorem. \( \square \)

It is known that the dual of a bent function is again a bent function, and it was proved in \([3, \text{Thm. 11}]\) that the dual of a bent-negabent function is also bent-negabent. The following theorem generalizes this concept by showing that, if a bent-negabent function is bent with respect to certain subspaces, then the corresponding partial duals are also bent-negabent.

Theorem 3. Write \( V_n = U \oplus W \), where \( \dim W = k \) and \( k \leq n \), so that \( \dim U = n - k \). Let \( f : V_n \to \mathbb{F}_2 \) be a bent-negabent function that is bent with respect to \( U \) and bent with respect to \( W \). Then \( f_W \) is also bent-negabent.
Proof. We first prove that $\tilde{f}_W$ is bent. By direct calculation,

$$H(\tilde{f}_W)(u, w) = 2 - \frac{n+k}{2} \sum_{x \in U} \sum_{v \in W} (-1) \tilde{f}_W(x, v) + u \cdot x + v \cdot w$$

$$= 2 - \frac{n+k}{2} \sum_{x \in U} \sum_{v \in W} \sum_{y \in W} (-1) f(x, y) + v \cdot y + u \cdot x + v \cdot w \cdot \text{wt}(y) + \text{wt}(x).$$

The inner sum is zero unless $y = w$, in which case it is $2^k$. Hence,

$$H(\tilde{f}_W)(u, w) = 2 - \frac{n+k}{2} \sum_{x \in U} \sum_{v \in W} \sum_{y \in W} (-1) f(x, y) + u \cdot x + v \cdot w \cdot \text{wt}(y) + \text{wt}(x).$$

By assumption, $|H_U(f)(u, w)| = 1$ for each $u \in U$ and each $w \in W$. Therefore, $\tilde{f}_W$ is bent.

Next we prove that $\tilde{f}_W$ is negabent. We have

$$N(\tilde{f}_W)(u, w) = 2 - \frac{n+k}{2} \sum_{x \in U} \sum_{y \in W} (-1) \tilde{f}_W(x, y) + u \cdot x + \text{wt}(x)$$

$$= 2 - \frac{n+k}{2} \sum_{x \in U} \sum_{y \in W} \sum_{v \in W} (-1) f(x, y) + u \cdot x + v \cdot w \cdot \text{wt}(y) + \text{wt}(x).$$

The inner sum can be computed with Lemma 1. We therefore obtain

$$N(\tilde{f}_W)(u, w) = 2 - \frac{n+k}{2} \sum_{x \in U} \sum_{y \in W} (-1) f(x, y) + u \cdot x + \text{wt}(x) - \text{wt}(y)$$

$$= 2 - \frac{n+k}{2} \sum_{x \in U} \sum_{y \in W} (-1) f(x, y) + u \cdot x + y \cdot w \cdot \text{wt}(x) - \text{wt}(y).$$

where $\omega = (1 + i)/\sqrt{2}$ and $\bar{w}$ is the complement of $w$. Since $f$ is negabent, this shows that $\tilde{f}_W$ is also negabent. $\square$

4 Constructions

Throughout this section we use the following notation. Define $V$ to be an $mn$-dimensional vector space over $\mathbb{F}_2$, so that

$$V = \bigoplus_{i=1}^{m} V_n.$$

Let the Boolean function $f : V \oplus V \to \mathbb{F}_2$ be given by

$$f(x_1, \ldots, x_m, y_1, \ldots, y_m) = \sigma(x_1, \ldots, x_m) \cdot (y_1, \ldots, y_m) + g(x_1, \ldots, x_m),$$

where $\sigma : V \to V$ is of the form

$$\sigma(x_1, \ldots, x_m) = (\psi_1(x_1), \phi_1(x_1) + \psi_2(x_2), \ldots, \phi_{m-1}(x_{m-1}) + \psi_m(x_m))$$

and $g : V \to \mathbb{F}_2$ is defined by

$$g(x_1, \ldots, x_m) = h_1(x_1) + h_2(x_2) + \cdots + h_m(x_m).$$

Here, $\psi_1, \ldots, \psi_m, \phi_1, \ldots, \phi_{m-1}$ are permutations on $V_n$ and $h_1, \ldots, h_m : V_n \to \mathbb{F}_2$ are arbitrary Boolean functions. Explicitly, $f$ reads

$$f(x_1, \ldots, x_m, y_1, \ldots, y_m) = \psi_1(x_1) \cdot y_1 + h_1(x_1) + \sum_{j=2}^{m} (y_j \cdot [\phi_{j-1}(x_{j-1}) + \psi_j(x_j)] + h_j(x_j)).$$

Since $\sigma$ is a permutation, $f$ belongs to the Maiorana–McFarland class, and is therefore bent. In the next theorem, we will identify configurations of $\sigma$ and $g$ so that $f$ is also negabent.

**Theorem 4.** Let $m$ be a positive integer satisfying $m \not\equiv 1 \pmod{3}$, and let $k$ be an integer satisfying $0 < k < m$ and $k \equiv 0 \pmod{3}$ or $(m - k) \equiv 1 \pmod{3}$. Let $f$ be as in (1), where

$$\sigma(x_1, \ldots, x_m) = (x_1, x_1 + x_2, \ldots, x_{k-1} + \psi(x_k), \phi(x_k) + x_{k+1}, \ldots, x_{m-1} + x_m)$$

$$g(x_1, \ldots, x_m) = h(x_k),$$

$\psi, \phi$ are permutations on $V_n$, and $h : V_n \to \mathbb{F}_2$ is an arbitrary Boolean function. (In other words, $\psi_1, \ldots, \psi_m, \phi_1, \ldots, \phi_{m-1}$ are identity maps except for $\psi := \psi_k$ and $\phi := \phi_k$, and $h_1, \ldots, h_m$ are zero except for $h := h_k$.) Then $f$ is bent-negabent.

A lemma is required to prove the theorem.

**Lemma 5.** Let $s$ be a nonnegative integer. For any $u_1, \ldots, u_s, z_{s+1} \in V_n$ define

$$E_s(z_{s+1}) := \prod_{j=1}^{s} \sum_{z_j \in V_n} (-1)^{(z_{j+1} + u_j) \cdot z_j \cdot \text{wt}(z_j)},$$

where an empty product is defined to be equal to 1. Then we have

$$E_s(z_{s+1}) = \begin{cases} 2^{sn/2} \omega^c (-1)^{a \cdot z_{s+1}} & \text{if } s \equiv 0 \pmod{3} \\ 2^{sn/2} \omega^c (-1)^{a \cdot z_{s+1}} & \text{if } s \equiv 1 \pmod{3} \\ 2^{(s+1)n/2} \omega^c \delta_{z_{s+1} + a} & \text{if } s \equiv 2 \pmod{3} \end{cases}$$

for some $c \in \mathbb{Z}_8$ and $a \in V_n$. Here $\delta_a$ denotes the Kronecker delta function, i.e., $\delta_a$ equals 1 if $a = 0$ and is zero otherwise.
Proof. The lemma is certainly true for \( s = 0 \). We proceed by induction on \( s \), where we use the lemma as a hypothesis. Observe that for \( s > 0 \) we have
\[
E_s(z_{s+1}) = \sum_{z_s \in V_n} (-1)^{(z_{s+1} + u_s) \cdot z_s} i^{\text{wt}(z_s)} E_{s-1}(z_s).
\]
Now assume that the lemma is true for \( s \equiv 0 \pmod{3} \). Using Lemma 1 we have for \( s \equiv 1 \pmod{3} \)
\[
E_s(z_{s+1}) = 2^{s - 1} \omega^{c+1} \sum_{z_s \in V_n} (-1)^{(z_{s+1} + u_s + a) \cdot z_s} \cdot z_s \equiv wt(z_s) \]
\[
= 2^{s - 1} \omega^{c+1} \cdot z_{s+1} \cdot z_s \equiv wt(z_{s+1}),
\]
where \( c' = c + n - 2 \cdot \text{wt}(u_s + a) \) and \( a' = a + u_s \). This proves the lemma for \( s \equiv 1 \pmod{3} \) provided that it holds for \( s \equiv 0 \pmod{3} \). Now assume that the lemma is true for \( s \equiv 1 \pmod{3} \). Then for \( s \equiv 2 \pmod{3} \) we obtain
\[
E_s(z_{s+1}) = 2^{s - 1} \omega^{c+1} \sum_{z_s \in V_n} (-1)^{(z_{s+1} + u_s + a) \cdot z_s} \cdot z_s \equiv wt(z_s) \]
\[
= 2^{s - 1} \omega^{c+1} \cdot z_{s+1} + a' \cdot z_{s+1},
\]
where \( c' = c + 2 \cdot \text{wt}(a) + 4a \cdot u_s \) and \( a' = a \). This completes the induction. \( \square \)

Proof (of Theorem 4). We define the relabeling \( z_{2j} := x_j \) and \( z_{2j-1} := y_j \) for \( j = 1, 2, \ldots, m \), so that we have
\[
f(x_1, \ldots, x_m, y_1, \ldots, y_m) =
\]
\[
h(z_{2k}) + \sum_{j=1}^{2k-2} z_j \cdot z_{j+1} + z_{2k-1} \cdot \psi(z_{2k}) + \sum_{j=2k+2}^{2m} z_j \cdot z_{j-1} + z_{2k+1} \cdot \phi(z_{2k}).
\]
Write
\[
N(f)(u_1, \ldots, u_{2m}) = 2^{-mn} \sum_{z_{2k} \in V_n} (-1)^{h(z_{2k}) + z_{2k} \cdot u_{2k}} i^{\text{wt}(z_{2k})} P(z_{2k}) Q(z_{2k}), \quad (2)
\]
where
\[
P(z_{2k}) = \prod_{j=1}^{2k-2} \sum_{z_j \in V_n} (-1)^{(z_{j+1} + u_j) \cdot z_j} i^{\text{wt}(z_j)} \sum_{z_{2k-1} \in V_n} (-1)^{(\psi(z_{2k}) + u_{2k-1}) \cdot z_{2k-1} \cdot z_{2k-1} \cdot \text{wt}(z_{2k-1})}
\]
\[
Q(z_{2k}) = \prod_{j=2k+2}^{2m} \sum_{z_j \in V_n} (-1)^{(z_{j-1} + u_j) \cdot z_j} i^{\text{wt}(z_j)} \sum_{z_{2k+1} \in V_n} (-1)^{(\phi(z_{2k}) + u_{2k+1}) \cdot z_{2k+1} \cdot z_{2k+1} \cdot \text{wt}(z_{2k+1})}.
\]
In what follows, we treat the case \( k \equiv 0 \pmod{3} \), the case \( (m-k) \equiv 1 \pmod{3} \) can be proved similarly (essentially, the roles of \( P(z_{2k}) \) and \( Q(z_{2k}) \) are exchanged). If \( k \equiv 0 \pmod{3} \), we have \( 2k-1 \equiv 2 \pmod{3} \) and from Lemma 5
\[
P(z_{2k}) = 2^{kn} \omega^c \delta_{\psi(z_{2k})} + a
\] (3)
for some \( c \in \mathbb{Z}_8 \) and \( a \in V_n \). Now \( k \equiv 0 \pmod{3} \) implies \( m-k \equiv m \pmod{3} \), so \( 2(m-k) \equiv 0 \pmod{3} \) or \( 1 \pmod{3} \). Hence by Lemma 5
\[
Q(z_{2k}) = \begin{cases} 2^{(m-k)n} \omega^d (-1)^{b \cdot \phi(z_{2k})} & \text{if } m \equiv 0 \pmod{3} \\ 2^{(m-k)n} \omega^d (-1)^{b \cdot \phi(z_{2k})} i^{-\text{wt}(z_{2k})} & \text{if } m \equiv 2 \pmod{3} \end{cases}
\] (4)
for some \( d \in \mathbb{Z}_8 \) and \( b \in V_n \). Combining (2), (3), and (4), we arrive at
\[
\mathcal{N}(f)(u_1, \ldots, u_{2m}) = \begin{cases} \omega^c + d \sum_{z_{2k} \in V_n} (-1)^{h(z_{2k}) + z_{2k} \cdot u_{2k} + b \cdot \phi(z_{2k}) \cdot i^{-\text{wt}(z_{2k})}} \delta_{\psi(z_{2k})} + a & \text{if } m \equiv 0 \pmod{3} \\ \omega^c + d \sum_{z_{2k} \in V_n} (-1)^{h(z_{2k}) + z_{2k} \cdot u_{2k} + b \cdot \phi(z_{2k})} \delta_{\psi(z_{2k})} + a & \text{if } m \equiv 2 \pmod{3} \end{cases}
\]
In either case the term inside the sum is zero unless \( z_{2k} = \psi^{-1}(a) \). Therefore, \(|\mathcal{N}(f)(u_1, \ldots, u_{2m})| = 1\), as was claimed. □

Example 6. Take \( m = 2 \) and \( k = 1 \) in Theorem 4. Then \( f \) reads
\[
f(x_1, x_2, y_1, y_2) = y_1 \cdot \psi(x_1) + \phi(x_1) \cdot y_2 + y_2 \cdot x_2 + h(x_1).
\]
In this way we can construct bent-negabent functions in \( 4n \) variables of degree ranging from 2 to \( n \).

In general, whenever \( m \not\equiv 1 \pmod{3} \), we can use Theorem 4 to construct bent-negabent functions in \( 2mn \) variables of degree ranging from 2 to \( n \). This yields bent-negabent functions in \( 2t \) variables for every \( t \geq 2 \) and \( t \not\equiv 1 \pmod{6} \); if \( t \not\equiv 1 \pmod{3} \), we can take \( n = 1 \) and \( m = t \), and if \( t \equiv 1 \pmod{3} \) and \( t \not\equiv 1 \pmod{6} \), we can take \( n = 2 \) and \( m = t/2 \).

In the remainder of this section we apply Theorem 3 to construct further bent-negabent functions by taking a partial dual of \( f \) given in (1). We therefore have to prove that the partial dual of \( f \) exists with respect to certain subspaces of \( V \) and to find an explicit expression for this function.

Write \( V = U \oplus W \), where \( \dim W = k \) and \( k \leq mn \). Suppose that we have a function \( \tau : V \rightarrow V \). We can separate \( \tau \) on \( U \) and \( W \) by defining \( |W| \) functions \( \tau_z : U \rightarrow U \) and \( |U| \) functions \( \tau_x : W \rightarrow W \) such that
\[
\tau(x, z) = (\tau_z(x), \tau_x(z)), \quad x \in U, z \in W.
\]
Lemma 7. With the notation as above, define $a : V \oplus V \to \mathbb{F}_2$ by

$$a(x, z, y, w) = \tau(x, z) \cdot (y, w) + c(x, z), \quad x, y \in U, \ z, w \in W,$$

where $c : V \to \mathbb{F}_2$. Then $a$ is bent with respect to $W \oplus W$ if for every $x \in U$ the map $\tau_x$ is a permutation on $W$. Moreover, in this case, the partial dual of $a$ with respect to $W \oplus W$ is given by

$$\tilde{a}_{W \oplus W}(x, u, y, v) = \tau_z(x) \cdot y + u \cdot z + c(x, z), \quad \text{where} \quad z = \tau_x^{-1}(v).$$

Proof. We have

$$\mathcal{H}_{W \oplus W}(a)(x, u, y, v) = 2^{-k} \sum_{z, w \in W} (-1)^{\tau(x, z) \cdot (y, w) + c(x, z) + u \cdot z + u \cdot w}$$

$$= 2^{-k} \sum_{z, w \in W} (-1)^{\tau_z(x) \cdot y + \tau_z(z) \cdot w + c(x, z) + u \cdot z + u \cdot w}$$

$$= 2^{-k} \sum_{z \in W} (-1)^{\tau_z(x) \cdot y + c(x, z) + u \cdot z} \sum_{w \in W} (-1)^{(\tau_z(z) + v) \cdot w}.$$ 

The inner sum is zero unless $z = \tau_x^{-1}(v)$, in which case the sum is equal to $2^k$. Therefore

$$\mathcal{H}_{W \oplus W}(a)(x, u, y, v) = (-1)^{\tilde{a}_{W \oplus W}(x, u, y, v)},$$

where $\tilde{a}_{W \oplus W}$ is given in the lemma. \qed

Now partition the set \{1, 2, \ldots, m\} into the two subsets

$$S = \{s_1, \ldots, s_k\} \quad \text{and} \quad T = \{t_1, \ldots, t_{m-k}\}.$$

Given $x \in V$, we shall write $x_S = (x_{s_1}, \ldots, x_{s_k})$ and $x_T = (x_{t_1}, \ldots, x_{t_{m-k}})$. As before, let $U$ and $W$ be vector spaces over $\mathbb{F}_2$ such that $V = U \oplus W$ and, if $(x_1, \ldots, x_m) \in V$, we have $x_S \in W$ and $x_T \in U$.

Theorem 8. With the notation as above, $f$, given in \[\text{(1)}\], is bent with respect to $U \oplus U$ and bent with respect to $W \oplus W$. Moreover, the partial dual of $f$ with respect to $W \oplus W$ is given by

$$\tilde{f}_{W \oplus W}(x_T, x_S, y_T, y_S) = w_T \cdot y_T + x_S \cdot z_S + g(x_T, z_S),$$

where

$$z_j = \begin{cases} x_j & \text{if } j \notin S \\ \psi_j^{-1}(y_j + \phi_j-1(z_{j-1})) & \text{if } j \in S, \end{cases}$$

and

$$w_j = \phi_j-1(z_{j-1}) + \psi_j(x_j) \quad \text{for } j \in T.$$ 

By convention, $x_0$ is the all-zero vector and $\phi_0$ is the identity map.
Proof. Observe that for every $x_S \in W$ the function $\sigma_{x_S}(x_T)$ is a permutation on $U$. Similarly, for every $x_T \in U$ the function $\sigma_{x_T}(x_S)$ is a permutation on $W$. Hence, by Lemma $\text{[1]}$, $f$ is bent with respect to $U \oplus U$ and bent with respect to $W \oplus W$. Using Lemma $\text{[7]}$, the partial dual of $f$ with respect to $W \oplus W$ can be written as

$$\tilde{f}_{W \oplus W}(x_T, x_S, y_T, y_S) = \sigma_{z_S}(x_T) \cdot y_T + x_S \cdot z_S + g(x_T, z_S), \quad z_S = \sigma_{x_T}^{-1}(y_S).$$

Now we first find $z_S$ by solving the system of $k$ equations implied by

$$\sigma_{x_T}(z_S) = y_S.$$

Then $z_S$ can be used to find $\sigma_{z_S}(x_T)$. The solution is given in the theorem. 

Starting from Theorem $\text{[4]}$, the preceding theorem together with Theorem $\text{[8]}$ can be used to construct further bent-negabent functions of the form (1). If $m = 2$, it is easy to check that we do not obtain any new bent-negabent functions. But for larger $m$ the function $f$ and a partial dual of $f$ generally have a different structure. However, explicit expressions for the partial dual of $f$ can look rather cumbersome, so we illustrate the application of Theorem $\text{[8]}$ by an example.

Example 9. Take $m = 3$ and $k = 2$ in Theorem $\text{[4]}$. Then $f$ reads

$$f(x_1, x_2, x_3, y_1, y_2, y_3) = \sigma(x_1, x_2, x_3) \cdot (y_1, y_2, y_3) + g(x_1, x_2, x_3),$$

where

$$\sigma(x_1, x_2, x_3) = (x_1, x_1 + \psi(x_2), \phi(x_2) + x_3)$$

$$g(x_1, x_2, x_3) = h(x_2).$$

Now set $S = \{0, 1, 2\}$, so that $W = V$, and apply Theorem $\text{[8]}$. Then $\tilde{f}_{W \oplus W}$ is the usual dual of $f$ and given by

$$\tilde{f}(x_1, x_2, x_3, y_1, y_2, y_3) = \sigma'(y_1, y_2, y_3) \cdot (x_1, x_2, x_3) + g'(y_1, y_2, y_3),$$

where

$$\sigma'(y_1, y_2, y_3) = (y_1, \psi^{-1}(y_1 + y_2), y_3 + \phi(\psi^{-1}(y_1 + y_2)))$$

$$g'(y_1, y_2, y_3) = h(\psi^{-1}(y_1 + y_2)).$$

The function $\tilde{f}$ is by Theorem $\text{[8]}$ negabent.

5 A Bound on the Degree

It is well known that, if $n > 1$, bent Boolean functions in $2n$ variables have a maximum algebraic degree of $n$ $\text{[1]}$. If $n \in \{2, 3\}$, the maximum degree of a
bent-negabent function in $2n$ variables is also equal to $n$. For example, the cubic function $f : V_6 \rightarrow \mathbb{F}_2$

$$f(x_1, x_2, x_3, y_1, y_2, y_3) = y_1(x_1x_2 + x_2x_3 + x_1 + x_2) + y_2(x_1x_2 + x_2x_3 + x_3) + y_3(x_1 + x_3)$$

is bent-negabent. Note that $f$ belongs to the Maiorana–McFarland class. In this section we prove that the degree of a Maiorana–McFarland-type bent-negabent function in $2n$ variables is at most $n - 1$ for $n > 3$.

**Theorem 10.** Let $\sigma$ be a permutation on $V_n$ and let $g : V_n \rightarrow \mathbb{F}_2$ be an arbitrary Boolean function. Suppose that the function $f : V_n \oplus V_n \rightarrow \mathbb{F}_2$ given by

$$f(x, y) = \sigma(x) \cdot y + g(x)$$

is negabent. Then, if $n > 3$, the degree of $f$ is at most $n - 1$.

The proof of the theorem requires a lemma.

**Lemma 11.** The nega-Hadamard transform of a negabent function on $V_n$ contains only values of the form $\omega^n i^k$, where $\omega = (1 + i)/\sqrt{2}$ and $k \in \mathbb{Z}_4$.

**Proof.** Let $2^{-\frac{n}{2}} S$ denote an arbitrary value of the nega-Hadamard transform of a negabent function on $V_n$. Then $\Re(S)$ or $\Im(S)$ must be integers and $|S|^2 = 2^n$ must be a sum of two squares (one of them may be zero). From Jacobi’s two-square theorem we know that $2^n$ has a unique representation as a sum of two squares, namely $2^n = (2^{n/2})^2 + 0^2$ if $n$ is even, and $2^n = (2^{(n-1)/2})^2 + (2^{(n-1)/2})^2$ if $n$ is odd. Hence, if $n$ is even, either $\Re(S)$ or $\Im(S)$ must be zero. If $n$ is odd, we must have $|\Re(S)| = |\Im(S)|$, which proves the lemma. \qed

**Proof (of Theorem 10).** Using Lemma 11 we obtain

$$\mathcal{N}(f)(u, v) = 2^{-n} \sum_{x, y \in V_n} (-1)^{\sigma(x) \cdot y + g(x) + u \cdot x + v \cdot y} i^{\text{wt}(x) + \text{wt}(y)}$$

$$= 2^{-n} \sum_{x \in V_n} (-1)^{g(x) + u \cdot x} i^{\text{wt}(x)} \sum_{y \in V_n} (-1)^{\sigma(x) \cdot v \cdot y} i^{\text{wt}(y)}$$

$$= 2^{-\frac{n}{2}} \omega^n \sum_{x \in V_n} (-1)^{g(x) + u \cdot x} i^{\text{wt}(x) - \text{wt}(\sigma(x) + v)}$$

$$= 2^{-\frac{n}{2}} \omega^n i^{-\text{wt}(v)} \sum_{x \in V_n} (-1)^{g(x) + u \cdot x + v \cdot \sigma(x)} i^{\text{wt}(x) - \text{wt}(\sigma(x))}$$

$$= 2^{-\frac{n}{2}} \omega^n i^{-\text{wt}(v)} \sum_{x \in V_n} (-1)^{g(x) + u \cdot x + v \cdot \sigma(x)} i^w(x),$$

where

$$w(x) = \sum_{j=1}^{n} (x_j + 3\sigma_j(x)) \pmod{4}$$
and \( \sigma_j(x) \) is the \( j \)-th component of \( \sigma(x) \), so that \( \sigma(x) = (\sigma_1(x), \ldots, \sigma_n(x)) \). Now write \( w(x) \) in 2-adic expansion, viz \( w(x) = l(x) + 2q(x) \) with

\[
l(x) = \sum_{j=1}^{n} (x_j + \sigma_j(x)) \pmod{2}
\]

\[
q(x) = \sum_{j=1}^{n} \sigma_j(x) + \sum_{1 \leq j < k \leq n} [(x_j x_k + \sigma_j(x) \sigma_k(x)) + \sum_{1 \leq j, k \leq n} x_j \sigma_k(x) \pmod{2}].
\]

Then we have

\[
\Re(\omega^{-n} i^{\wt(v)} \mathcal{N}(f)(u, v)) = 2^{-\frac{n}{2} - 1} \sum_{x \in V_n} (-1)^{g(x) + q(x) + v \cdot \sigma(x) + u \cdot x} [1 + (-1)^{l(x)}]
\]

\[
= \frac{1}{2} [\mathcal{H}(h_v)(u) + \mathcal{H}(h_{\bar{v}})(\bar{u})],
\]

(5)

where \( h_v(x) = g(x) + q(x) + v \cdot \sigma(x) \) and \( \bar{u} \) is the complement of \( u \). Similarly we obtain

\[
\Im(\omega^{-n} i^{\wt(v)} \mathcal{N}(f)(u, v)) = \frac{1}{2} [\mathcal{H}(h_v)(u) - \mathcal{H}(h_{\bar{v}})(\bar{u})].
\]

(6)

By assumption, \(|\mathcal{N}(f)(u, v)| = 1\), and by Lemma 11 either the real part or the imaginary part of \( \mathcal{N}(f)(u, v) \) must be zero. First suppose that \( n \) is even. Then \( \omega^{-n} \) is a 4th root of unity and either (5) or (6) must be zero. Hence \( h_v \) must be bent for every \( v \in V_n \), which implies that for \( n > 2 \) the degree of \( h_v \) can be at most \( n/2 \) [1]. Now let \( n \) be odd. Then \( \omega^{-n} \) is an 8th root of unity and the absolute values of (5) and (6) must be equal. This can only happen if the Hadamard spectrum of \( h_v \) contains only the values 0 and \( \pm \sqrt{2} \) (such functions are called almost-bent functions [2]). It is known [2, Thm. 1] that the degree of such a function is at most \( (n + 1)/2 \).

For either \( n \geq 3 \) we conclude that the degree of \( h_v(x) \) is at most \( \lceil n/2 \rceil \) for every \( v \in V_n \). This implies that the degree of \( v \cdot \sigma(x) \) is bounded by \( \lceil n/2 \rceil \) for every \( v \in V_n \) and \( n \geq 3 \). Note that, since \( \sigma \) is a permutation, \( \sigma_j(x) \sigma_k(x) = 1 \) has exactly \( 2^{n-2} \) solutions in \( V_n \), so for \( n \geq 3 \) each of the terms \( \sigma_j(x) \sigma_k(x) \) cannot have degree equal to \( n \) (see, e.g., [6, Ch. 13, Thm. 1]). Therefore, the degree of \( q \) is at most \( \max\{n - 1, \lceil n/2 \rceil + 1\} \). It follows that, if \( n > 3 \), the degree of \( q \) and, therefore, the degree of \( g \) is bounded by \( n - 1 \), which proves the theorem. \( \square \)
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Abstract. We introduce two infinite families of perfect nonlinear Dembowski-Ostrom multinomials over $\mathbb{F}_{p^{2k}}$ where $p$ is any odd prime. We prove that in general these functions are CCZ-inequivalent to previously known PN mappings. One of these families has been constructed by extension of a known family of APN functions over $\mathbb{F}_{2^{2k}}$. This shows that known classes of APN functions over fields of even characteristic can serve as a source for further constructions of PN mappings over fields of odd characteristics.

Besides, we supply results indicating that these PN functions define new commutative semifields. After the works of Dickson (1906) and Albert (1952), these are the firstly found infinite families of commutative semifields which are defined for all odd primes $p$.
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1 Introduction

For any positive integer $n$ and any prime $p$ a function $F$ from the field $\mathbb{F}_{p^n}$ to itself is called differentially $\delta$-uniform if for every $a \neq 0$ and every $b$ in $\mathbb{F}_{p^n}$, the equation $F(x + a) - F(x) = b$ admits at most $\delta$ solutions. Functions with low differential uniformity are of special interest in cryptography (see [3,21]). Differentially 1-uniform functions are called perfect nonlinear (PN) or planar. PN functions exist only for $p$ odd. For $p$ even differentially 2-uniform functions, called almost perfect nonlinear (APN), are those which have the lowest possible differential uniformity.

There are several equivalence relations of functions for which differential uniformity is invariant. First recall that a function $F$ over $\mathbb{F}_{p^n}$ is called linear if

$$F(x) = \sum_{0 \leq i < n} a_i x^{p^i}, \quad a_i \in \mathbb{F}_{p^n}.$$ 

A sum of a linear function and a constant is called an affine function. We say that two functions $F$ and $F'$ are affine equivalent (or linear equivalent) if

* This work was supported by the Norwegian Research Council.
\[ F' = A_1 \circ F \circ A_2, \] where the mappings \( A_1, A_2 \) are affine (resp. linear) permutations. Functions \( F \) and \( F' \) are called \textit{extended affine equivalent} (EA-equivalent) if \( F' = A_1 \circ F \circ A_2 + A \), where the mappings \( A, A_1, A_2 \) are affine, and where \( A_1, A_2 \) are permutations.

Two mappings \( F \) and \( F' \) from \( \mathbb{F}_{p^n} \) to itself are called \textit{Carlet-Charpin-Zinoviev equivalent} (CCZ-equivalent) if for some affine permutation \( L \) of \( \mathbb{F}_{p^n}^2 \) the image of the graph of \( F \) is the graph of \( F' \), that is, \( L(G_F) = G_{F'} \) where \( G_F = \{(x, F(x)) \mid x \in \mathbb{F}_{p^n}\} \) and \( G_{F'} = \{(x, F'(x)) \mid x \in \mathbb{F}_{p^n}\} \). Differential uniformity is invariant under CCZ-equivalence. EA-equivalence is a particular case of CCZ-equivalence and any permutation is CCZ-equivalent to its inverse. In \cite{5}, it is proven that CCZ-equivalence is even more general. In the present paper we prove that for PN functions CCZ-equivalence coincides with EA-equivalence.

Almost all known planar functions are DO polynomials. Recall that a function \( F \) is called \textit{Dembowski-Ostrom polynomial} (DO polynomial) if
\[
F(x) = \sum_{0 \leq k, j < n} a_{kj} x^{p^k} + p^j.
\]
When \( p \) is odd the notion of planar DO polynomial is closely connected to the notion of \textit{commutative semifield}. A ring with left and right distributivity and with no zero divisors is called a \textit{presemifield}. A presemifield with a multiplicative identity is called a \textit{semifield}. Any finite presemifield can be represented by \( S = (\mathbb{F}_{p^n}, +, \star) \), where \( (\mathbb{F}_{p^n}, +) \) is the additive group of \( \mathbb{F}_{p^n} \) and \( x \star y = \phi(x, y) \) with \( \phi \) a function from \( \mathbb{F}_{p^n}^2 \) onto \( \mathbb{F}_{p^n} \), see \cite{9}.

Let \( S_1 = (\mathbb{F}_{p^n}, +, \star) \) and \( S_2 = (\mathbb{F}_{p^n}, +, \star) \) be two presemifields. They are called \textit{isotopic} if there exist three linear permutations \( L, M, N \) over \( \mathbb{F}_{p^n} \) such that
\[
L(x \star y) = M(x) \star N(y),
\]
for any \( x, y \in \mathbb{F}_{p^n} \). The triple \((M, N, L)\) is called the \textit{isotopism} between \( S_1 \) and \( S_2 \). If \( M = N \) then \( S_1 \) and \( S_2 \) are called \textit{strongly isotopic}.

Let \( S \) be a finite semifield. The subsets
\[
N_l(S) = \{ \alpha \in S : (\alpha \star x) \star y = \alpha \star (x \star y) \text{ for all } x, y \in S \}, \\
N_m(S) = \{ \alpha \in S : (x \star \alpha) \star y = x \star (\alpha \star y) \text{ for all } x, y \in S \}, \\
N_r(S) = \{ \alpha \in S : (x \star y) \star \alpha = x \star (y \star \alpha) \text{ for all } x, y \in S \},
\]
are called the \textit{left}, \textit{middle} and \textit{right nucleus} of \( S \), respectively, and the set \( N(S) = N_l(S) \cap N_m(S) \cap N_r(S) \) is called the \textit{nucleus}. These sets are finite fields and, if \( S \) is commutative then \( N_l(S) = N_r(S) \). The nuclei measure how far \( S \) is from being associative. \textit{The orders of the respective nuclei are invariant under isotopism} \cite{9}.

Let \( S = (\mathbb{F}_{p^n}, +, \star) \) be a commutative presemifield which does not contain an identity. To create a semifield from \( S \) choose any \( a \in \mathbb{F}_{p^n}^* \) and define a new multiplication \( \star \) by
\[
(x \star a) \star (a \star y) = x \star y
\]
for all \( x, y \in \mathbb{F}_{p^n} \). Then \( S' = (\mathbb{F}_{p^n}, +, \ast) \) is a commutative semifield isotopic to \( S \) with identity \( a \ast a \). We say \( S' \) is a commutative semifield corresponding to the commutative presemifield \( S \). An isotopism between \( S \) and \( S' \) is a strong isotopism \((L_a(x), L_a(x), x)\) with a linear permutation \( L_a(x) = a \ast x \), see [9].

Let \( F \) be a planar DO polynomial over \( \mathbb{F}_{p^n} \). Then \( S = (\mathbb{F}_{p^n}, +, \ast) \), with

\[
x \ast y = F(x + y) - F(x) - F(y)
\]

for any \( x, y \in \mathbb{F}_{p^n} \), is a commutative presemifield. We denote by \( S_F = (\mathbb{F}_{p^n}, +, \ast) \) the commutative semifield corresponding to the commutative presemifield \( S \) with isotopism \((L_1(x), L_1(x), x)\) and we call \( S_F = (\mathbb{F}_{p^n}, +, \ast) \) the commutative semifield defined by the planar DO polynomial \( F \). Conversely, given a commutative presemifield \( S = (\mathbb{F}_{p^n}, +, \ast) \) of odd order, the function given by

\[
F(x) = \frac{1}{2}(x \ast x)
\]

is a planar DO polynomial [9]. We prove in Section 4 that for planar DO polynomials CCZ-equivalence coincides with linear equivalence. This implies that two planar DO polynomials \( F \) and \( F' \) are CCZ-equivalent if and only if the corresponding commutative semifields \( S_F \) and \( S_{F'} \) are strongly isotopic. It is proven in [9] that for the \( n \) odd case two commutative presemifields are isotopic if and only if they are strongly isotopic. There are also some sufficient conditions for the \( n \) even case when isotopy of presemifields implies their strong isotopy [9]. Thus, in the case \( n \) even it is potentially possible that isotopic commutative presemifields define CCZ-inequivalent planar DO polynomials. However, in practice no such cases are known.

Although commutative semifields have been intensively studied for more than a hundred years, there are only eight distinct cases of known commutative semifields of odd order (see [9]), and only three of them are defined for any odd prime \( p \). The eight distinct cases of known planar DO polynomials and corresponding commutative semifields are the following:

(i) \( x^2 \) over \( \mathbb{F}_{p^n} \) which corresponds to the finite field \( \mathbb{F}_{p^n} \);

(ii) \( x^{p^t+1} \) over \( \mathbb{F}_{p^n} \), with \( n/\gcd(t, n) \) odd, which correspond to Albert’s commutative twisted fields [11,15,16];

(iii) the functions over \( \mathbb{F}_{p^{2k}} \), which correspond to the Dickson semifields [12];

(iv) \( x^{10} \pm x^6 - x^2 \) over \( \mathbb{F}_{3^n} \), with \( n \) odd, corresponding to the Coulter-Matthews and Ding-Yuan semifields [8,14];

(v) the function over \( \mathbb{F}_{3^{2k}} \), with \( k \) odd, corresponding to the Ganley semifield [15];

(vi) the function over \( \mathbb{F}_{3^{2k}} \) corresponding to the Cohen-Ganley semifield [7];
(vii) the function over $\mathbb{F}_{3^{10}}$ corresponding to the Penttila-Williams semifield \cite{22};
(viii) the function over $\mathbb{F}_{3^{8}}$ corresponding to the Coulter-Henderson-Kosick semifield \cite{10}.

The representations of the PN functions corresponding to the cases (iii), (v)-(vii), can be found in \cite{18,19}. The only known PN functions which are not DO polynomials are the power functions

$$x^{\frac{3^t+1}{2}}$$

over $\mathbb{F}_{3^n}$, where $t$ is odd and $\gcd(t, n) = 1$ \cite{8,17}.

Let $p$ be an odd prime, $s$ and $k$ positive integers, and $n = 2k$. In the present paper we introduce the following new infinite classes of perfect nonlinear DO polynomials over $\mathbb{F}_{p^n}$:

(i*) \hspace{1cm} \left( (bx)^{p^s+1} - (bx)^{p^s+1} \right)^{p^k} + \sum_{i=0}^{k-1} c_i x^{p^i (p^k+1)} , \hspace{1cm}

where $\sum_{i=0}^{k-1} c_i x^{p^i}$ is a permutation over $\mathbb{F}_{p^n}$ with coefficients in $\mathbb{F}_{p^k}$, $b \in \mathbb{F}_{p^n}^*$, and $\gcd(k + s, 2k) = \gcd(k + s, k)$, $\gcd(p^s + 1, p^k + 1) \neq \gcd(p^s + 1, (p^k+1)/2)$.

(ii*) \hspace{1cm} \left( bx^{p^s+1} + (bx^{p^s+1})^{p^k} + cx^{p^k+1} + \sum_{i=1}^{k-1} r_i x^{p^{k+i} + p^i} , \hspace{1cm}

where $b \in \mathbb{F}_{p^n}^*$ is not a square, $c \in \mathbb{F}_{p^n} \setminus \mathbb{F}_{p^k}$, and $r_i \in \mathbb{F}_{p^k}$, $0 \leq i < k$, and $\gcd(k + s, n) = \gcd(k + s, k)$.

We show that in general these functions are CCZ-inequivalent to previously known PN functions and define new commutative semifields.

2 A New Family of PN Multinomials

In \cite{20} Ness gives a list of planar DO trinomials over $\mathbb{F}_{p^n}$ for $p \leq 7$, $n \leq 8$ which were found with a computer. Investigation of these functions has led us to the following family of planar DO polynomials.

Theorem 1. Let $p$ be an odd prime, $s$ and $k$ positive integers such that $\gcd(p^s + 1, p^k + 1) \neq \gcd(p^s + 1, (p^k+1)/2)$ and $\gcd(k + s, 2k) = \gcd(k + s, k)$. Let also $n = 2k$, $b \in \mathbb{F}_{p^n}^*$, and $\sum_{i=0}^{k-1} c_i x^{p^i}$ be a permutation over $\mathbb{F}_{p^n}$ with coefficients in $\mathbb{F}_{p^k}$. Then the function

$$F(x) = (bx)^{p^s+1} - (bx)^{p^s+1} \right)^{p^k} + \sum_{i=0}^{k-1} c_i x^{p^i (p^k+1)}$$

is PN over $\mathbb{F}_{p^n}$.
Proof. Since $F$ is DO polynomial then it is PN if for any $a \in \mathbf{F}_{p^n}$ the equation $F(x + a) - F(x) - F(a) = 0$ has only 0 as a solution. We have

\[
\Delta(x) = F(x + a) - F(x) - F(a) \\
= b^{p^s+1}(ax^{p^s} + a^{p^s}x) - b^{p^k(p^s+1)}(a^{p^k}x^{p^{k+s}} + a^{p^{k+s}}x^{p^k}) \\
+ \sum_{i=0}^{k-1} c_i(a^{p^i}x^{p^{k+i}} + a^{p^{k+i}}x^{p^i}).
\]

Any solution of the equation $\Delta(x) = 0$ is also a solution of $\Delta(x) + \Delta(x)^{p^k} = 0$ and $\Delta(x) - \Delta(x)^{p^k} = 0$, that is, a solution of

\[
\sum_{i=0}^{k-1} c_i(a^{p^i}x^{p^{k+i}} + a^{p^{k+i}}x^{p^i}) = 0, \tag{1}
\]

\[
b^{p^s+1}(ax^{p^s} + a^{p^s}x) = b^{p^k(p^s+1)}(a^{p^k}x^{p^{k+s}} + a^{p^{k+s}}x^{p^k}). \tag{2}
\]

Since $\sum_{i=0}^{k-1} c_i x^{p^i}$ is a permutation then (1) implies

\[
a x^{p^k} = -a^{p^k} x. \tag{3}
\]

Now we can substitute $ax^{p^k}$ in (2) by $-a^{p^k} x$ and then obtain

\[
b^{p^s+1}(ax^{p^s} + a^{p^s}x) = -b^{p^k(p^s+1)}(a^{p^k}x^{p^{k+s}} + a^{p^{k+s}}x^{p^k} - p^s x^p + a^{p^{k+s}+p^k-1}x),
\]

that is,

\[(b^{p^s+1} a + b^{p^k(p^s+1)} a^{p^{k+s}+p^k-p^s})x^{p^s} = -(b^{p^s+1} a^{p^s} + b^{p^k(p^s+1)} a^{p^{k+s}+p^k-1}x),
\]

and since $a, b \neq 0$ then for $x \neq 0$

\[
x^{p^s-1} = -\frac{b^{p^s+1} a^{p^s} + b^{p^k(p^s+1)} a^{p^{k+s}+p^k-1}}{b^{p^s+1} a + b^{p^k(p^s+1)} a^{p^{k+s}+p^k-p^s}} = -a^{p^s-1}, \tag{4}
\]

when

\[
b^{p^s-1} a^{p^{k+s}+p^k-p^s-1} \neq -1. \tag{5}
\]

Now assume that for some nonzero $a$ inequality (5) is wrong, that is,

\[(ba)^{p^s-1}(p^s+1) = -1.
\]

Then $-1$ is a power of $(p^k - 1)(p^s + 1)$ which is in contradiction with $\gcd(p^s + 1, p^k + 1) \neq \gcd(p^s + 1, (p^k + 1)/2)$ since $-1$ is a power of $(p^n - 1)/2$.

From (3) and (4) we get

\[
y^{p^k-1} = y^{p^s-1} = -1, \tag{6}
\]

where $y = x/a$. Since $n = 2k$ then the first equality in (6) implies $y^{p^{k+s}} = y$, that is, $y \in \mathbf{F}_{p^{k+s}}$. Thus, if $\gcd(k + s, 2k) = \gcd(k + s, k)$ then $y \in \mathbf{F}_{p^{\gcd(k+s,k)}}$ which contradicts the second equality in (6), that is, $y^{p^k-1} = 1 \neq -1$, for any $y \neq 0$. Therefore, the only solution of $\Delta(x) = 0$ is $x = 0$. $\square$
3 Another Family of PN Multinomials

In this section we show that one of the ways to construct PN mappings is to extend a known family of APN functions over $\mathbb{F}_{2^n}$ to a family of PN functions over $\mathbb{F}_{p^n}$ for odd primes $p$. Below we construct a class of PN functions by following the pattern of APN multinomials over $\mathbb{F}_{2^{2k}}$ presented in [4].

Theorem 2. Let $p$ be an odd prime, $s$ and $k$ positive integers, $n = 2k$, and $\gcd(k + s, n) = \gcd(k + s, k)$. If $b \in \mathbb{F}_{p^n}^*$ is not a square, $c \in \mathbb{F}_{p^n} \setminus \mathbb{F}_{p^k}$, and $r_i \in \mathbb{F}_{p^k}$, $0 \leq i < k$, then the function

$$F(x) = \text{Tr}_{2k}^k(bx^{p^s+1}) + cx^{p^k+1} + \sum_{i=1}^{k-1} r_i x^{p^{k+i}+p^i}$$

is PN over $\mathbb{F}_{p^n}$.

Proof. We have to show that for any $a \in \mathbb{F}_{p^n}^*$ the equation $\Delta(x) = 0$ has only 0 as a solution when

$$\Delta(x) = F(x + a) - F(x) - F(a)$$

$$= \text{Tr}_{2k}^k \left( b(x^{p^s} a + xa^{p^s}) \right) + c(x^{p^k} a + xa^{p^k}) + \sum_{i=1}^{k-1} r_i (x^{p^{k+i}} a^{p^i} + x^{p^i} a^{p^{k+i}}).$$

After replacing $x$ by $ax$ we get

$$\Delta_1(x) = \Delta(ax) = \text{Tr}_{2k}^k \left( ba^{p^s+1} (x^{p^s} + x) \right) + ca^{p^k+1} (x^{p^k} + x)$$

$$+ \sum_{i=1}^{k-1} r_i a^{p^{k+i}+p^i} (x^{p^{k+i}} + x^{p^i}).$$

Since $\Delta_1(x) = 0$ then $\Delta_1(x) - \Delta_1(x)^{p^k} = 0$, that is,

$$(ca^{p^k+1} - a^{p^k} a^{p^k+1})(x^{p^k} + x) = 0.$$

Thus,

$$(c - a^{p^k}) a^{p^k+1} (x^{p^k} + x) = 0$$

and, therefore,

$$x^{p^k} = -x$$

since $c \in \mathbb{F}_{2^{2k}} \setminus \mathbb{F}_{p^k}$.

Substituting $x^{p^k} = -x$ in $\Delta_1(x) = 0$ we obtain

$$\Delta_1(x) = ba^{p^s+1} (x^{p^s} + x) + bp^k a^{p^s+k+p^k} (x^{p^s+k} + x^{p^k})$$

$$= (ba^{p^s+1} - bp^k a^{p^s+k+p^k}) (x^{p^s} + x).$$
Hence, if
\[ ba^{p^s+1} \neq b^k a^{p^{s+k}+p^k} \] (7)
then
\[ x^{p^s} = -x. \]

Assume that \( ba^{p^s+1} = b^k a^{p^{s+k}+p^k} \) for some nonzero \( a \). Then we get equalities
\[ b^{p^k-1} = a^{p^s+1-p^{s+k}-p^k} = a^{-(p^s+1)(p^k-1)} = a^{(p^k+s-1)(p^k-1)} \]
which imply that \( b \) is a power of \( \gcd(p^s+1, p^k+1) \) and of \( \gcd(p^{s+k}-1, p^k+1) \). Thus, inequality (7) holds for any \( a \neq 0 \) if \( b \) is not a power of \( \gcd(p^s+1, p^k+1) \) or a power of \( \gcd(p^{s+k}-1, p^k+1) \). Since \( \gcd(p^s+1, p^k+1) \) and \( \gcd(p^{s+k}-1, p^k+1) \) are even then we cannot have inequality (7) for any nonzero \( b \) but we have this inequality, in particular, when \( b \) is not a square in \( \mathbb{F}_{p^n}^* \).

Since \( x^{p^k} = -x \) and \( x^{p^s} = -x \) then \( x^{p^k} = x^{p^s} \) and then by taking the \( p^k \)-th power we get \( x^{p^{k+s}} = x \). Hence, if \( \gcd(k+s, 2k) = \gcd(k+s, k) \) then \( x \in \mathbb{F}_{p^{\gcd(k+s,k)}} \) and \( x^{p^{\gcd(k+s,k)}} = x \). But \( x^{p^k} = -x \), which implies \( x = 0 \).

4 On the Equivalence of PN Functions

We prove below that for PN functions CCZ-equivalence coincides with EA-equivalence. In particular it means that PN functions are never permutations.

**Proposition 1.** Let \( F \) be a PN function and \( F' \) be CCZ-equivalent to \( F \). Then \( F \) and \( F' \) are EA-equivalent.

**Proof.** If functions \( F \) and \( F' \) are CCZ-equivalent then there exists an affine permutation \( L \) over \( \mathbb{F}_{p^n}^2 \) such that \( L(G_F) = G_{F'} \) where \( G_F = \{(x, F(x)) \mid x \in \mathbb{F}_{p^n} \} \) and \( G_{F'} = \{(x, F'(x)) \mid x \in \mathbb{F}_{p^n} \} \). The function \( L \) in this case can be introduced as
\[ L(x, y) = (L_1(x, y), L_2(x, y)) \]
where \( L_1, L_2 : \mathbb{F}_{p^n}^2 \to \mathbb{F}_{p^n} \) are affine and \( L_1(x, F(x)) \) is a permutation (see [5]). Let us see whether there exists such a function \( L_1 \) when \( F \) is PN. For some linear functions \( L, L' : \mathbb{F}_{p^n} \to \mathbb{F}_{p^n} \) and some \( b \in \mathbb{F}_{p^n}^* \) we have
\[ L_1(x, y) = L(x) + L'(y) + b. \]
If \( L_1(x, F(x)) \) is a permutation then for any nonzero \( a \)
\[ L(x) + L'(F(x)) + b \neq L(x+a) + L'(F(x+a)) + b, \]
that is,
\[ L'(F(x+a) - F(x)) \neq -L(a). \]
Since \( F \) is PN then \( F(x+a) - F(x) \) is a permutation. Thus, the inequality above implies \( L'(c) \neq L(a) \) for any \( c \) and any nonzero \( a \). First of all we see that \( L \) is
a permutation since otherwise \( L(a') = 0 = L'(0) \) for some nonzero \( a' \) and so we get the inequality \( L' \circ L^{-1}(c) \neq a \) for any \( c \) and any nonzero \( a \) which in its turn means \( L' \circ L^{-1} = 0 \), that is, \( L' = 0 \).

By the definition of CCZ-equivalence and by the data obtained above we get for CCZ-equivalent functions \( F \) and \( F' \) that

\[
F' = F_2 \circ F_1^{-1},
\]

where

\[
F_1(x) = L_1(x, F(x)) = L(x) + b,
\]

\[
F_2(x) = L_2(x, F(x)) = L''(x) + L'''(F(x)) + b'
\]

with \( b, b' \in \mathbb{F}_p^n \), \( L, L'', L''' \) linear and \( L \) a permutation. Note that

\[
F'(x) = L''(F_1^{-1}(x)) + L'''\left(F(F_1^{-1}(x))\right) + b' = A(x) + A_1 \circ F \circ A_2(x)
\]

where \( A_2(x) = F_1^{-1}(x) \) is an affine permutation, \( A = L'' \circ F_1^{-1} \) is affine, and we show below that the linear function \( A_1 = L'' \) is a permutation. Indeed, the affine function \( L(x, y) = (L(x) + b, L'(x) + L'''(y) + b') \) is a permutation, that is, the system of two equations \( L(x) = 0 \) and \( L''(x) + L'''(y) = 0 \) only has the solution \((0, 0)\), and then \( L'''(y) = 0 \) should only have the solution 0 which implies that \( L''' \) is a permutation. Thus, \( F \) and \( F' \) are EA-equivalent. \( \square \)

From the result above we get the following obvious corollaries.

**Corollary 1.** If a PN function \( F \) is CCZ-equivalent to a DO polynomial \( F' \) then \( F \) is also DO polynomial.

**Corollary 2.** Perfect nonlinear DO polynomials \( F \) and \( F' \) are CCZ-equivalent if and only if they are linear equivalent.

Now it is obvious that CCZ-equivalence of two DO planar functions implies strong isotopism of the corresponding commutative semifields.

It is also obvious that DO polynomials cannot be CCZ-equivalent to the PN functions \( x^{(3t+1)/2} \) over \( \mathbb{F}_{3^n} \) with gcd\((n, t) = 1\), \( t \) odd. Indeed, \( x^{(3t+1)/2} \) is not DO polynomial because \( \frac{3t+1}{2} = 2 + \sum_{i=1}^{t-1} 3^{t-i} \).

## 5 On the Inequivalence of the Introduced PN Functions with Known PN Mappings

Note that the functions of Theorems 1 and 2 are defined over \( \mathbb{F}_{p^{2k}} \) for any odd prime \( p \). Obviously, we can say the same only about PN functions of the cases (i), (ii) and (iii), while the cases (v)-(viii) are defined only for \( p = 3 \) and cannot cover all the functions of Theorems 1 and 2. So when proving CCZ-inequivalence to the known PN functions we mainly concentrate our attention on the functions (i), (ii), and (iii).

In the proposition below we show that any function which is CCZ-equivalent to \( x^2 \) should have some monomial of the form \( x^{2p^t} \) for some \( t, 0 \leq t < n \), in its polynomial representation.
Proposition 2. Let $p$ be an odd prime and $n$ be a positive integer. Any function $F$ of the form

$$F(x) = \sum_{0 \leq k < j < n} a_{kj}x^{p^k+p^j}$$

over $\mathbb{F}_{p^n}$ is CCZ-inequivalent to $x^2$. 

Proof. Since $x^2$ is a planar DO polynomial then, by Corollary 2, CCZ-equivalence of $F$ to $x^2$ implies the linear equivalence, that is, the existence of linear permutations $L_1$ and $L_2$ such that

$$(L_1(x))^2 + L_2(F(x)) = 0. \quad (8)$$

Let

$$L_1(x) = \sum_{i=0}^{n-1} u_ix^{p^i}, \quad (9)$$

$$L_2(x) = \sum_{i=0}^{n-1} v_ix^{p^i}. \quad (10)$$

Then equality $(8)$ implies

$$0 = \left( \sum_{i=0}^{n-1} u_ix^{p^i} \right)^2 + \sum_{i=0}^{n-1} v_i \left( \sum_{0 \leq k < j < n} a_{kj}x^{p^k+p^j} \right)^{p^i}$$

$$= \sum_{i=0}^{n-1} u_i^2x^{2p^i} + 2 \sum_{0 \leq i < j < n} u_i u_j x^{p^i+p^j} + \sum_{0 \leq k < j < n, 0 \leq i < n} v_i a_{kj}^{p^i}x^{p^k+p^j}.$$

Since the identity above takes place for any $x \in \mathbb{F}_{p^n}$ then obviously $u_i^2 = 0$ for all $0 \leq i < n$, that is, $L_1(x) = 0$. This contradicts the condition that $L_1$ is a permutation. Hence $F$ is CCZ-inequivalent to $x^2$. \hfill $\square$

Corollary 3. The functions $(i^*)$ and $(ii^*)$ are CCZ-inequivalent to $x^2$.

We give below a sufficient condition on DO polynomials to be CCZ-inequivalent to the PN functions of the case (ii).

Proposition 3. Let $p$ be an odd prime number, $n$, $n'$ and $t$ positive integers such that $n' < n$ and $n/\gcd(n,t)$ is odd. Let a function $F : \mathbb{F}_{p^n} \rightarrow \mathbb{F}_{p^n}$ be such that

$$F(x) = \sum_{i=0}^{n'} A_i(x^{p^{s_i}+1}),$$

where $0 < s_i < n$ and $s_i \neq s_j$, for all $i \neq j$, $0 \leq i, j \leq n'$, and the functions $A_i$, $0 \leq i \leq n'$, are linear. If $t \neq s_i$ and $t \neq n - s_i$ for all $0 \leq i \leq n'$ then the PN function $G(x) = x^{p^t+1}$ is CCZ-inequivalent to $F$. 

Proof. Assume that $F$ and $G$ are CCZ-equivalent. Since $G$ is a planar DO polynomial then, by Corollary 2, CCZ-equivalence implies the existence of linear permutations $L_1$ and $L_2$, defined by (9)-(10), such that

$$G(L_1(x)) + L_2(F(x)) = 0.$$ 

We get

$$0 = \left( \sum_{i=0}^{n-1} u_i x^{p^i} \right)^{p^t+1} + \sum_{i=0}^{n-1} v_i \left( \sum_{i=0}^{n'} A_i(x^{p^{s_i}+1}) \right)^{p^i}$$

$$= \sum_{i,j=0}^{n-1} u_i u_j^{p^t} x^{p^i+p^j+t} + \sum_{i=0}^{n'} A_i'(x^{p^{s_i}+1}),$$

where $A_i', \ 0 \leq i \leq n'$, are some linear functions. Since the latter expression is equal to 0 then the terms of the type $x^{2p^i},\ 0 \leq i < n,$ should vanish and we get

$$u_i u_i^{p^t} = 0, \quad 0 \leq i < n.$$ \hspace{1cm} (11)

Since $t \neq s_i$ and $t \neq n-s_i$ for all $0 \leq i \leq n'$ then canceling all terms of the type $x^{p^i(p^t+1)},\ 0 \leq i < n,$ we get

$$u_i u_i^{p^t} = -u_{i+t} u_i^{p^t}, \quad 0 \leq i < n.$$ \hspace{1cm} (12)

Equalities (11) and (12) imply $L_1 = 0$. Indeed, if $u_i \neq 0$ for some $i$ then from (11) we get $u_{i-t} = 0$ while from (12) we get $u_{i-t} \neq 0$. But $L_1$ is a permutation and cannot be constantly 0. This contradiction shows that the functions $F$ and $x^{p^t+1}$ are CCZ-inequivalent.

Corollary 4. The functions (i*) and (ii*) are CCZ-inequivalent to $x^{p^t+1}$ when $2k/\gcd(2k,s)$ is even.

To prove that functions (i*) and (ii*) are in general CCZ-inequivalent to the functions corresponding to the Dickson semifields we need the following fact which was checked with a computer.

Proposition 4. The commutative semifields defined by the following planar DO polynomials have the middle nuclei of order $p^2$ and the left nuclei of order $p$:

1. the functions (ii*) with $p = 3$ and $n = 6$;
2. the functions (i*) with $p = 3$ and $n = 8$;
3. the functions (i*) with $p = 5$ and $n = 6$.

The work is in progress now to prove that all functions (i*) and (ii*) define commutative semifields with the middle nuclei of order $p^2$.

Note that the PN functions of case (ii) are not defined for $n = 2^m$ while the PN functions (i*) and (ii*) are. This already shows that in general the semifields
defined by the functions of Theorems 1 and 2 cannot be isotopic to Albert’s commutative twisted fields. Besides, it is proven in [9] that, for any planar DO function $F$, isotopism between the commutative semifield defined by $F$ and a commutative twisted field implies strong isotopism. Thus, by Corollary 4, when $2k/\gcd(2k, s)$ is even, the PN functions $(i^*)$ and $(ii^*)$ define commutative semifields nonisotopic to Albert’s commutative twisted fields. Proposition 4 shows that the condition on $2k/\gcd(2k, s)$ is not necessary for these commutative semifields to be nonisotopic. Indeed, cases (1) and (3) in Proposition 4 are defined also for $2k/\gcd(2k, s)$ odd, and it is proven in [2] that the Albert’s commutative twisted fields of order $p^n$ and parameter $t$ (where $n/\gcd(n, t)$ is odd) have the middle and left nuclei of order $p^{\gcd(n, t)}$.

Let $\{1, \beta\}$ be a basis of $\mathbb{F}_{p^{2k}}$ over $\mathbb{F}_{p^k}$. The planar functions over $\mathbb{F}_{p^{2k}}$ derived from the Dickson semifields are

$$x^2 + j \left( \sigma \left( \frac{x^q - x}{\beta^q - \beta} \right) \right)^2 - \beta^2 \left( \frac{x^q - x}{\beta^q - \beta} \right)^2,$$

where $j$ is a nonsquare in $\mathbb{F}_{p^k}$, and $1 \neq \sigma \in \text{Aut}(\mathbb{F}_{p^k})$. Different choices of $\beta$ and $\sigma$ may give CCZ-inequivalent planar functions. However, as proven in [13], all Dickson commutative semifields of order $p^{2k}$ have the middle nuclei of order $p^k$. Since the orders of the respective nuclei of semifields are invariant under isotopism then the commutative semifields defined by functions (1)-(3) of Proposition 4 are nonisotopic to all Dickson semifields.

**Corollary 5.** Functions (1)-(3) of Proposition 4 define commutative semifields which are nonisotopic to all Dickson semifields.

**Corollary 6.** The functions $(i^*)$ with $p = 5$ and $n = 6$ are CCZ-inequivalent to any known PN functions and define commutative semifields nonisotopic to the known ones.

Note that Proposition 4 also implies that in general the family of Cohen-Ganley semifields is distinct from the families of semifields defined by $(i^*)$ and $(ii^*)$ with $p = 3$. Indeed, the Cohen-Ganley semifields of order $3^6$ and $3^8$ have the middle nuclei of order $3^3$ and $3^4$, respectively. Therefore, they are nonisotopic to the commutative semifields defined by functions (1)-(2) of Proposition 4.
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1 Introduction

Highly nonlinear mappings have important applications in cryptography, sequences, and coding theory. Let $f(x)$ be a mapping $f : \text{GF}(p^n) \to \text{GF}(p^n)$, where $p$ is prime and $\text{GF}(p^n)$ is the finite field with $p^n$ elements. There are several ways of measuring the nonlinearity of functions, see for example [1]. One robust measure related to differential cryptanalysis uses derivatives. Let $N_f(a, b)$ denote the number of solutions $x \in \text{GF}(p^n)$ of $f(x + a) - f(x) = b$, where $a, b \in \text{GF}(p^n)$. Define

$$\Delta_f = \max\{N_f(a, b) | a, b \in \text{GF}(p^n), a \neq 0\}.$$ 

The value $\Delta_f$ is called the differential uniformity of the mapping $f$. A mapping is said to be differentially $k$-uniform if $\Delta_f = k$.

For applications in cryptography and coding theory, one would like to find functions for which $\Delta_f$ is small. In the binary case, $p = 2$, the solutions of $f(x + a) - f(x) = b$ come in pairs; therefore, $\Delta_f = 2$ is the smallest possible value. If $\Delta_f = 2$, the function $f$ is called almost perfect nonlinear (APN). On the other hand, for an odd prime $p$, there exist mappings with $\Delta_f = 1$. Such mappings are called perfect nonlinear (PN), also known as planar.

Both APN and PN functions have been investigated for many years. Recently, there is an elicited interest on them. Few functions with small $\Delta_f$, up to equivalence, are known. The monomial power mappings, $f(x) = x^d$, are the most studied
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such mappings. A class of PN binomials of the form \( f(x) = ux^{p^k+1} + x^2 \) in \( \text{GF}(p^{2k}) \) is studied in [8]. These PN binomials are composed with inequivalent monomials and are shown to be equivalent to the monomial \( x^2 \). In [5], a new family of PN functions has been constructed that yielded new skew-symmetric Hadamard difference sets, existence of which was an open problem for many years.

A conventional (and not very elegant) way of determining whether a given function is PN over \( \text{GF}(p^n) \) involves an exhaustive search since the number of solutions \( x \in \text{GF}(p^n) \) of \( f(x + a) - f(x) = b \), where \( a, b \in \text{GF}(p^n) \) is needed. To this effect, we propose an approach for assurance of perfect nonlinearity. This approach not only reduces the dimension of the search space but also involves simply checking a trace condition. Specifically, we consider binomials of the form

\[
 f(x) = x^2 + x^{p^k+p^{2k}}
 \]

over \( \text{GF}(p^{2k+1}) \), where \( k \) is a positive integer and \( p \) is an odd prime.

## 2 Preliminaries

In this section, we present some of the basic concepts in finite fields and polynomials over finite fields. We also review results on perfect nonlinear functions and introduce the equivalence notion. The material presented here is fairly standard and can be found, for example, in [9] or [8].

Consider functions \( f: \text{GF}(p^n) \rightarrow \text{GF}(p^n) \) where \( p \) is an odd prime. Note that any such function can be described by a polynomial degree at most \( p^n - 1 \). Conventionally, we must distinguish between polynomials and the associated polynomial functions. However, such a distinction is not needed if all polynomials are reduced to modulo \( x^{p^n} - x \).

Note that \( f(x + a) - f(x) \) can be thought as derivatives, yet they can also be recognized as difference functions. Then, a function \( f \) is called perfect nonlinear or planar if the difference functions \( f(x + a) - f(x) \) are permutations for all \( a \in \text{GF}(p^n), a \neq 0 \). In Table 1 all monomial planar functions which are known so far are listed.

<table>
<thead>
<tr>
<th>function</th>
<th>conditions</th>
<th>proved in</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x^2 )</td>
<td>none</td>
<td>trivial</td>
</tr>
<tr>
<td>( x^{p^k+1} )</td>
<td>( p = 3, \gcd(n,k) = 1, k ) is odd</td>
<td>[2], [6]</td>
</tr>
<tr>
<td>( x^{p^{k+1}} )</td>
<td>( n/\gcd(n,k) ) is odd</td>
<td>[4], [2], [7]</td>
</tr>
</tbody>
</table>

Two more cases of planar functions which are not power mappings are given in Table 2.

The second example in Table 1 i.e., \( x^{p^k+1} \), is referred to as Coulter-Matthews function which was independently found in [6]. Note that all currently known PN functions, except for the Coulter-Matthews monomial, have the form
Table 2. Known nonpower PN functions in GF($p^n$)

<table>
<thead>
<tr>
<th>function</th>
<th>conditions</th>
<th>proved in</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x^{10} - x^{b} - x^{2}$</td>
<td>$p = 3, n$ odd</td>
<td>[5]</td>
</tr>
<tr>
<td>$x^{10} + x^{b} - x^{2}$</td>
<td>$p = 3, n$ odd</td>
<td>[2]</td>
</tr>
</tbody>
</table>

$$n-1 \sum_{i,j=0} a_{i,j}x^{p^i+p^j}, \ a_{i,j} \in GF(p^n).$$

Functions of this type are referred to as Dembowski-Ostrom polynomials.

The addition of any PN function and any affine function is clearly still a PN function. This yields the following question: which functions should be considered to be equivalent? In order to distinguish functions, we present the concept of affine equivalence. Two functions $f, g : GF(p^n) \rightarrow GF(p^n)$ are affine equivalent if there are two linearized permutation polynomials $L$ and $M$ and an affine polynomial $G$ such that

$$g = L \circ f \circ M + G,$$

which defines an equivalence relation. Note that all the Coulter-Matthews monomials are affine inequivalent, and they are never affine equivalent to a Dembowski-Ostrom polynomial for $k \neq 1$.

In [3], it is shown that the only mappings $f : GF(p^n) \rightarrow GF(p^n)$ with linear $f(x + a) - f(x) - f(a)$ are given by a sum of a planar Dembowski-Ostrom polynomial and a linearized polynomial.

We now recall the trace of an element $\xi$ in GF($p^n$) over GF($p$)

$$\text{Tr}(\xi) = \sum_{i=0}^{n-1} \xi^{p^i}, \quad (2)$$

which is automatically a member of GF($p$).

3 Main Results

**Theorem 1.** Let $k$ be a positive integer, $p$ be an odd prime, and $\text{Tr}$ denote the trace mapping defined by [3]. Consider a Dembowski-Ostrom binomial of the form [7]:

$$f(x) = x^2 + x^{b^k + x^{2k}}$$

over $GF(p^{2k+1})$. If $\text{Tr}(a^{2-p^k-x^{2k}}) \neq (-1)^{k+1}(1 + 2^{2k})$ for all $a \in GF(p^{2k+1})$, then $f(x)$ is PN.

**Proof.** Since $f(x)$ is Dembowski-Ostrom polynomial then it is PN if the equation $f(x + a) - f(x) - f(a) = 0$ has $x = 0$ as its only solution for any nonzero $a \in GF(p^{2k+1})$. We have

$$\Delta(x) = f(x + a) - f(x) - f(a) = 2ax + a^{p^{2k}}x^{p^k} + a^{p^k}x^{p^2k}.$$
Clearly the number of solutions in $x$ to the equation $\Delta(x) = 0$ is the same as the number of solutions in $x$ to the equation $\Delta(ax) = 0$, so we replace $x$ with $ax$ and get

$$\Delta(ax) = 2a^2x + a^{p^k+p^{2k}}(x^{b^k} + x^{p^{2k}}).$$

Let

$$\Delta_1(x) = x^{p^k} + x^{p^{2k}} + 2cx = 0,$$

where $c = a^{2-p^k-p^{2k}}$. Taking the $p$-th power of the above equation consecutively $2k$ times, we obtain a set of equations which can be put into a matrix form as follows

$$\begin{pmatrix}
1 & 1 & 2c \\
1 & \ddots & \ddots \\
2c^{p^{2k}} & \ddots & 1
\end{pmatrix}
\begin{pmatrix}
x^{p^{2k}} \\
\vdots \\
x
\end{pmatrix} = 0
$$

In order this system to have a unique (one) solution, the determinant of the above matrix should be nonzero and this determinant is given by

$$\det = 2\text{Tr}(c) + 2(-1)^k(1+2^{2k}).$$

Since $c = a^{2-p^k-p^{2k}}$, the conclusion follows.

\[\square\]

### 4 Case Studies

In this section, we present two examples to illustrate our main result.

- $f_1(x) = x^2 + x^{56}$ over $\text{GF}(7^3)$
  
  First, $56 = 7^1 + 7^2$, so $k = 1$. Due to the Theorem 1, we need to check for all $a \in \text{GF}(7^3)$ whether $\text{Tr}(a^{2-p^k-p^{2k}}) = \text{Tr}(a^{-54})$ is equal to $(-1)^{k+1}(1+2^{2k}) = 5$. Next, $\gcd(-54, 7^3 - 1) = 18$. That is, for any nonzero $a$, $a^{-54}$ is a 19th root of unity over $\text{GF}(7)$. Moreover, $x^{19} - 1$ factorizes in mod 7 as

$$x^{19} - 1 = (x + 6)(x^3 + 2x + 6)(x^3 + 3x^2 + 3x + 6)(x^3 + 4x^2 + x + 6) \cdot (x^3 + 4x^2 + 4x + 6)(x^3 + 5x^2 + 6)(x^3 + 6x^2 + 3x + 6).$$

This means that either $a^{-54} = 1$ (and so has trace 3) or is a root of one of the cubics and so has trace equal to the negative of one of the coefficients of $x^2$, i.e., 0, 1, 2, 3, or 4. It cannot be 5. Hence, $f_1(x)$ is PN.

\[\square\]

Note that the function $x^2 + x^{56}$ is PN and it can be shown to be equivalent to the monomial $x^2$. 

\( f_2(x) = x^2 + x^{90} \) over GF\((3^5)\)

First, \(90 = 3^2 + 3^4\), so \(k = 2\). Due to the Theorem 1, we need to check for all \(a \in GF(3^5)\) whether \(\text{Tr}(a^{2-p^k-p^{2k}}) = \text{Tr}(a^{-88})\) is equal to \((-1)^{k+1}(1+2^{2k}) = -17 \equiv 1 \mod 3\). Next, \(\text{gcd}(-88, 3^5 - 1) = 22\). That is, for any nonzero \(a\), \(a^{-88}\) is a 11th root of unity over GF\((3)\). Moreover, \(x^{11} - 1\) factorizes in mod 3 as

\[
x^{11} - 1 = (x + 2)(x^5 + 2x^3 + x^2 + 2x + 2)(x^5 + x^4 + 2x^3 + x^2 + 2)
\]

This means that either \(a^{-88} = 1\) (and so has trace 2) or is a root of one of the quintics and so has trace equal to the negative of one of the coefficients of \(x^4\), i.e., 0 or 2. It cannot be 1. Hence, \(f_2(x)\) is PN.

\[\square\]

Note that the function \(x^2 + x^{90}\) is PN and it is inequivalent to the known PN functions over GF\((3^5)\), see [8] for inequivalency proof.

## 5 Conclusions

In this paper, we proposed an approach for assurance of perfect nonlinearity which involves simply checking a trace condition. This approach offers different perspective for viewing nonlinear mappings.
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