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a b s t r a c t

In an attempt to find potential interglacial analogues of our present interglacial and its natural future,
five interglacials (MIS-1, 5, 9, 11 and 19) are studied in terms of their astronomical characteristics,
greenhouse gases concentration and climate simulated using both snapshot and transient experiments.
Transient simulations covering a full range of obliquity, precession and eccentricity allow to develop an
OPE index to estimate the climate sensitivity to astronomical forcing. They also show that obliquity and
precession have different weight on the annual mean temperature and precipitation of different lat-
itudinal zones, leading to varying phasing of these climate variables between different latitudes. How-
ever, the variations in boreal summer temperature of different latitudes (except the Southern Ocean) are
in phase and are dominated by precession. All the interglacials are shown to be warmer than the natural
climate of the present day and of the next centuries during boreal summer and for the annual mean
temperature with varying duration and intensity. Such warming is mainly caused by changes in inso-
lation, unlike the present global warming which mainly results from anthropogenic CO2 increase. The
exceptionally long duration of MIS-11 is confirmed by our simulations, and it is demonstrated to be
related to the long-lasting low eccentricity and high CO2 concentration and to the anti-phase relationship
between obliquity maximum and precession minimum during MIS-11. As far as the variations of annual
and seasonal temperatures are concerned, both snapshot and transient simulations show that MIS-19 is
the best analogue of the present interglacial. MIS-11 is also a decent analogue when the impact of
insolation alone is considered, but it is warmer than MIS-1 when the impact of CO2 is additionally
included. Due to the large amplitude in the variations of insolation, MIS-5 and MIS-9 can hardly be
considered as an analogue of the natural present-day climate and of its near future, but such warm
climates could be, at least partly, considered as analogues of the future man-made warm climate.
Although their astronomical forcing is different from the future and their CO2 concentration is much
lower, the past interglacials have similarities to the anthropogenic warming in terms of climate feed-
backs at the regional scale.

© 2015 Elsevier Ltd. All rights reserved.
1. Introduction

As we are presently in an interglacial, the Holocene, that is
moreover predicted to be exceptionally long (Berger and Loutre,
1996, 2002), past interglacials are particularly relevant to better
understand our present-day warm climate and hopefully its future.
They provide a quite complete view of the range and underlying
physics of natural warm climate variability. They also provide in-
sights into climate processes and feedbacks during warm intervals.
In addition, the climate predicted to occur over the next centuries
(IPCC, 2013) appears to be unprecedented over the last 150 years.
n).
Past climate offer therefore the other unique opportunity to test,
over a wide range of situations, the reliability of the climate models
used for projecting the climate of the next centuries. It is expected
that this will help to improve our estimate of the sensitivity of the
climate system. As the past interglacials are the most recent warm
periods in the Earth's history, they have often been studied in order
to know if they might provide analogues of the future climate with
a reasonable estimate of the seasonal and geographical description
of what might happen in the centuries to come. Interglacial ana-
logues might also give indications about the length of our current
interglacial and therefore when it will end.

The interglacial MIS-11 about 400 ka ago (Berger and Loutre,
2002, 2003) and the Last Interglacial about 125 ka ago (corre-
sponding to MIS-5e, MIS-5 in short here) (Kukla et al., 1997) have
long been considered as the analogues of the Holocene and its
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future. MIS-5 was indeed characterized by higher temperature in
many parts of the Northern Hemisphere (NH) (eg. CAPE, 2006),
higher global sea level (eg. Kopp et al., 2009) and reduced ice sheets
(eg. Otto-Bliesner et al., 2006; NEEM, 2013), all features which are
consistent with the IPCC predictions of the response of the climate
system to human impacts. However, MIS-5 as a modern analogue
was questioned by Berger (1989) and in Loutre and Berger (2003)
because of its totally different astronomical configuration from
today and the near future. MIS-11, which also had higher sea level
and smaller ice sheets as indicated by proxy records (eg. Olson and
Hearty, 2009; Raymo and Mitrovica, 2012), was proposed to be the
best astronomical analogue of the Holocene mainly due to their
similar very low values of eccentricity and consequently of their
similar latitudinal and seasonal distributions of insolation (Berger
and Loutre, 2002, 2003; Loutre and Berger, 2003). Climate simu-
lations (Berger and Loutre, 2002) show that our present interglacial
might naturally last very long like MIS-11. MIS-11 was confirmed to
be such an appropriate analogue for the Holocene and its future by
marine sediments from North Atlantic (McManus et al., 2003), but
was questioned by Bauch et al. (2000) based on marine sediments
from the Nordic Seas. This underlines the complexity of looking for
analogues at a regional scale and leads to recommend using first
global scale phenomena to look for similarities.

From the phasing between precession and obliquity and the
caloric summer half-year insolation, Ruddiman (2007) suggested
MIS-9 being the closest insolation analogue of the Holocene. An in-
phase relationship between maximum obliquity and minimum
precession (NH summer at perihelion) for MIS-9 and MIS-19 was
also stressed by Yin and Berger (2010) leading to a large summer
insolation in the NH, although reduced by a moderate eccentricity
value. In parallel, Yin and Berger (2012) have shown that MIS-9 is
the simulated warmest interglacial among the last nine ones as a
result of both its high CO2 concentration and its insolation config-
uration. Finally, attention has been paid to the interglacial MIS-19
about 780 ka ago (Berger and Loutre, 1996; Pol et al., 2010;
Tzedakis, 2010, 2012; Yin and Berger, 2010, 2012), a time when
eccentricity was minimum, like for MIS-11, for MIS-1 andmainly its
future, related to the dominant 400-ka cycle in eccentricity (Berger,
1978). Considering MIS-19 as a good analogue of the Holocene,
Tzedakis et al. (2012) suggested that the current interglacial would
end within the next 1500 years if the CO2 concentration would not
exceed 240 ppmv.

Looking for analogues involves the intercomparison of the in-
terglacials not only at the global scale but also at the regional one.
For example, Masson-Delmotte et al. (2010) compared the intensity
of the interglacials from Antarctica and found that MIS-5 and MIS-
11 were the warmest followed by MIS-9 and MIS-1. The data
compilation of Lang and Wolff (2011) shows that the interglacial
intensity varies in space and depends on variables, with MIS-5
being generally the strongest. Tzedakis et al. (2009) using several
proxy records also found that palaeoclimates of the past 800 ka
reveal a large diversity among interglacials in terms of their in-
tensity, duration and internal variability. Past interglacials were
also intercompared using climate simulations. Snapshot experi-
ments have been made to simulate the climate of the last nine
interglacials (fromMIS-1 to MIS-19) with an Earth systemmodel of
intermediate complexity (LOVECLIM) (Yin and Berger, 2010, 2012;
Yin, 2013). Yin and Berger (2010) and Yin (2013) focused on the
differences between the pre-MBE and the post-MBE interglacials,
whereas Yin and Berger (2012) analysed the pure contributions of
insolation and Greenhouse Gases (GHG, here including CO2, CH4
and N2O), as well as their combined effects to the climate of the last
nine interglacials. Using the same forcing, Herold et al. (2012)
simulated the climate of the five warmest interglacials with the
NCAR atmosphere-ocean general circulation model (CCSM3).
Although the analogue of present and future climate has long
been looked for from the past interglacials, caution should be taken
because the highest CO2 concentration of the interglacials of the
past 800 ka is not more than 300 ppmv, which is much lower than
the anthropogenic CO2 concentration of more than 500 ppmv
projected to occur in the next centuries (IPCC, 2013). In addition,
Yin and Berger (2012) showed that the northern hemisphere
warming during the past interglacials originates mainly from high
boreal summer insolation. Ganopolski and Robinson (2011) also
showed that, different from the present-day global warming which
is caused by high concentration of greenhouse gases, thewarmth of
MIS-5 results mainly from high summer insolation in the northern
hemisphere, questioning the suitability of MIS-5 as an analogue for
the future climate. According to Van de Berg et al. (2011), a large
part of the Greenland ice sheet melting during the Last Interglacial
is not related to higher ambient temperature but caused by higher
summer insolation and associated nonlinear feedbacks. They sug-
gested that projections of future Greenland ice loss on the basis of
Eemian temperatureemelt relations may overestimate the future
vulnerability of this ice sheet.

It is therefore obvious that the past interglacials cannot be
considered as straightforward analogues of the present and the
future climate which is primarily controlled by anthropogenic
high CO2 concentration. However, given the similarity in astro-
nomical configurations between some past interglacials and the
present and the future, it is reasonable to look for past intergla-
cial analogues for the natural climate of Holocene and its future.
In this paper, we compare the past interglacials to the natural
climate of the Holocene and its near future using climate simu-
lations and try to identify the interglacial(s) which is (are) the
closest to the “natural” present and future in terms of both cli-
matic optima and variations. This is expected to help better
assess the impacts of human activities against the natural climate
background.

In the snapshot simulations of previous studies (Yin and
Berger, 2010, 2012; Herold et al., 2012; Yin, 2013), the forcings
selected at specific dates were assumed to simulate the “Opti-
mum” of each interglacial but only under certain hypothesis. In
this study, another set of snapshot simulations with insolation
different from that used in these previous studies is performed to
assess which date is the best for selecting the insolation to
simulate the interglacial Optima when snapshot experiments are
used. In search of analogues of the Holocene, it is important to
compare the interglacials not only for their “Optima” but also
over their entire periods. Transient simulations are therefore also
performed to obtain the climate response to a full spectrum of
astronomical configurations during the entire period of each
interglacial (see Section 2 for details). These additional snapshot
and transient simulations together with some snapshot simula-
tions from Yin and Berger (2012) are used here to compare MIS-5,
MIS-9, MIS-11 and MIS-19 to MIS-1 and its natural near future
looking for analogues in terms of interglacial forcing and the
simulated climate responses. The strategy used for modelling the
interglacials is introduced in Section 2. The characteristics of the
astronomical parameters and insolation of the five interglacials
are shown in Section 3. The snapshot simulations in which the
insolation of NH summer occurring at perihelion (NHSP) is used
are discussed in Section 4. In Section 5, the snapshot simulations
in which the insolation at the interglacial d18O peaks is used are
analysed and compared to the NHSP simulations of Section 4. The
results of the transient climate response to astronomical forcing
are given in Section 6. In Section 7, the results of the transient
simulations forced by both GHG and insolation are compared to
the natural climate of the present-day and the near future.
Finally, conclusions are given in Section 8.
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2. Model and strategies

The simulations used in this study are performed with LOVE-
CLIM, a three dimension Earth system model of intermediate
complexity (Goosse et al., 2010). It includes five components of the
climate system, but here only the atmosphere (ECBilt), the ocean-
sea ice (CLIO) and the terrestrial biosphere (VECODE) are interac-
tively coupled. ECBilt is a quasi-geostrophic atmospheric model
with 3 vertical levels and a T21 horizontal resolution. CLIO is made
up of an ocean general circulation model coupled to a compre-
hensive thermodynamic-dynamic sea-ice model. Its horizontal
resolution is 3� by 3�, and there are 20 vertical levels in the ocean.
VECODE is a reduced formmodel of vegetation dynamics and of the
terrestrial carbon cycle. LOVECLIM has been used in many climate
studies for the past, present and future. Like every model, it has its
own advantages and biases. Due to its intermediate complexity,
LOVECLIM is especially suitable for performing long transient
simulations and large ensemble of simulations, as required by this
study. The most serious biases include an overestimation of tem-
perature at low latitudes, an overestimation of precipitation and
vegetation cover in the subtropics, and a weak atmospheric circu-
lation (Goosse et al., 2010). In addition, compared to many models,
LOVECLIM has a low climate sensitivity (1.9 �C) and a higher polar
amplification, the combination of which actually leads to polar
temperature changes for a given radiative forcing in line with more
comprehensive AOGCMs (Goelzer et al., 2010).

The forcings considered here are the GHG concentrations and
the latitudinal and seasonal distribution of insolation. Snapshot
experiments are often used in paleoclimate modelling. The diffi-
culty of making a snapshot experiment is to select the most
appropriate forcing which will best reproduce a given climate,
because a snapshot experiment provides the climate which is in
equilibrium with the forcing used. As the real climate is never in
equilibrium, the selection of the forcing deserves therefore a
serious attention. As we are interested in simulating the interglacial
climate “Optimum” (or hypsithermal), the maximum GHG values
have been used (Table 1) for each interglacial to maximize the
climate response. Due to large uncertainty in the ice sheet recon-
struction during past interglacials, their present-day configuration
is prescribed in all experiments. This is in agreement with their
small change at the interglacial “Optima”, change which appears
having little impact on the simulated global mean climate during
the Last Interglacial at least (Loutre et al., 2014). Such a working
hypothesis might be acceptable for the snapshot simulations which
aim to simulate the interglacial “Optima” and for the periods
around the interglacial peaks in the transient simulations, but it is
certainly not reflecting reality for the times of deglaciation and
glacial inception covered by the transient simulations. For example,
the changes in ice sheets and related freshwater fluxes could have a
significant impact on the global and regional temperature response
(eg. Renssen et al., 2009). As a consequence, we do not intend to
discuss the impact of any possible ice sheet during the times of
Table 1
Dates, astronomical parameters and CO2 equivalent concentration of the two sets of sna
simulations. Astronomical parameters are from Berger (1978) and the dates of the benth

Marine
isotope stage

Snapshot simulations

Date of NH summer
at perihelion (ka BP)

Eccentricity Obliquity Date of d18O
peaks (ka BP

MIS-1 12 0.019608 24.15 6
MIS-5 127 0.039378 24.04 123
MIS-9 334 0.031539 24.24 329
MIS-11 409 0.019322 23.78 405
MIS-19 788 0.026196 24.00 780
glacial inception or deglaciation. Our transient simulations have
therefore to be considered as sensitivity experiments for under-
standing the impact of insolation and GHG.

For insolation, due to its strong seasonal and regional character,
it is less evident to decide at which date to choose insolation. For
example, the insolation at both 6 ka BP and 9 ka BP has been used to
simulate the Holocene climate (eg. Kutzbach, 1981; Hewitt and
Mitchell, 1998), and several different dates have been used for the
Last Interglacial simulations (eg. Lunt et al., 2013). Due to such
difficulty, we use here three strategies to simulate the climate of
MIS-1, -5, -9, -11 and -19:

� Snapshot experiments with insolation at a date when boreal
summer occurred at perihelion

� Snapshot experiments with insolation at the interglacial d18O
peaks

� Transient experiments with time-varying insolation: one set
with GHG concentration fixed at their Pre-Industrial (PI) level,
and another with time-varying GHG

For the snapshot experiments in the first and second strategies,
the model integration is 1000-yr long. This leads to an equilibrium
climate state at the end of the simulations and the last 100-year
climatology is analysed.

The first strategy was explained in detail in Yin and Berger
(2012). It is briefly summarized here. First, the peaks of the in-
terglacials were selected from the marine d18O records (Table 1)
which are supposed to be of global significance and are the basis for
defining glacialeinterglacial stages. However, it must be stressed
that such peaks do not necessarily represent the warmest climate,
the d18O records being primarily a function of the global ice volume,
but also of deep-ocean temperature. Second, following the hy-
pothesis that an interglacial is associated with a maximum inso-
lation in the NH during its summer (Kukla et al., 1981), the
astronomical parameters (Berger, 1978) were taken at the dates
when NH summer occurs at perihelion just preceding the d18O
peaks. This choice of insolation could be further justified by a
constant phase relationship between precession minima (NHSP)
and the interglacial peaks in the proxies of global significance like
in the marine d18O records (eg. Lisiecki and Raymo, 2005), in the
simulated NH minimum ice volume (Ganopolski and Calov, 2011)
and in the compiled maximum global sea level (Kopp et al., 2009).
The climate proxies lag behind precession by about 5 ka, which
reflects the response time of the slow processes in the climate
system to the astronomically induced insolation. This lag means
also that the d18O peaks occur close to a time when fall equinox
occurs at perihelion. Moreover, another reason of selecting the date
of NHSP is to maximize the NH summer insolation. It must be
stressed that, by no means, we intend to simulate the climate at the
date of NHSP. It is definitely the climate Optimum of each inter-
glacial that is attempted to be reproduced by selecting the insola-
tion of NHSP. The pure contributions of insolation and GHG have
pshot simulations as well as the time periods covered by the two sets of transient
ic d18O peaks are from Lisiecki and Raymo (2005).

Time period covered by transient
simulations (ka BP)

)
Eccentricity Obliquity CO2eq

(ppmv)

0.018682 24.11 264 17 ka BP e 3 ka AP
0.040531 23.50 284 133e111
0.035021 24.01 300 340e318
0.019535 23.21 286 425e394
0.024336 23.55 265 793e773
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been estimated by using the factor separation method (Yin and
Berger, 2012).

In the attempt to simulate the interglacial climate Optimum, the
insolation at the date of the interglacial peak has sometimes also
been used. For example, the insolation at 6 ka BP has been used to
simulate the Holocene Optimum in the Paleoclimate Modelling
Intercomparison Project (PMIP) (eg. Joussaume and Taylor, 1995;
Braconnot et al., 2007) due to availability of proxy data and simi-
larity in ice sheets between that time and today. Our second
strategy was therefore to model the climate response to the inso-
lation forcing taken at the dates of the interglacial d18O peaks
(Table 1). The same GHG concentrations as in the first strategy are
used for an easier comparison and to maximize the forcing, the idea
being again to attempt reproducing the climate Optimum.

The snapshot simulations at the interglacial d18O peak and at
the time of NHSP represent only two single time slices within the
whole interval of each interglacial. The insolation at these dates is
assumed to simulate the “Optimum” of each interglacial but only
under certain hypotheses (Yin and Berger, 2010). To obtain the
climate response to a full spectrum of astronomical configurations
during the entire period of each interglacial and to set the snap-
shot simulations back in a broader context, the third strategy was
to make transient simulations for the five interglacials. In a first set
of experiments, only insolation is allowed to vary with time, the
GHG concentrations being fixed to their PI level
(CO2 ¼ 280 ppmv). This allows to estimate the sensitivity of the
interglacials to the astronomical forcing only and ensures a first
easier intercomparison. In the second set of experiments, both the
insolation and GHG vary continuously with time. The simulations
for MIS-1, -5, -9, and -19 cover one precession cycle and start at
the dates when NH spring occurs at perihelion just before the d18O
peak of the interglacials (Table 1). The simulation of MIS-1 covers
the future 3 ka but only in the first set of experiments. As MIS-11
has a longer duration (Berger and Loutre, 2003; Jouzel et al., 2007),
its simulation covers 10 ka more, starting at 425 ka BP when NH
fall occurs at perihelion, i.e. one precessional cycle earlier than the
d18O peak at 405 ka BP. The initial conditions of these transient
simulations are equilibrium states calculated from 2000-year long
integrations performed at the starting dates (Table 1) of the
transient simulations.

Although being a model of intermediate complexity, LOVECLIM
remains still costly for transient experiments, particularly when 5
interglacials and 10 transient simulations are considered. An ac-
celeration technique similar to Lorenz and Lohmann (2004) was
therefore used to speed up the simulations and reduce the
computational costs. An acceleration factor of 10 is used, which
means that at the end of each year of the simulation, the astro-
nomical parameters and GHG concentration are advanced by 10
years. In such a case, the actual length of the simulation is reduced
by 10 times. For example, a 20,000-year long simulation only needs
2000 model years. To test the impact of such an acceleration
technique on our transient simulations, a non-accelerated experi-
ment and a 10-time accelerated one have been done for two in-
terglacials MIS-5 and MIS-13. Our results showed that the
acceleration method has little impact on the surface air tempera-
ture and precipitation. However, the response of the deep-ocean
temperature is delayed by 2e3 ka in the accelerated simulations
as compared to the non-accelerated ones, similar results being
observed also in other studies (Timm and Timmermann, 2007;
Ganopolski and Calov, 2011). A detailed analysis made by Timm
and Timmermann (2007) shows that a 10-time acceleration leads
to a delayed response of the temperature only in the inner ocean. As
here we are mainly interested in surface climates, the 10-time ac-
celeration technique would not alter our conclusion about the
phasing between the surface temperatures of different regions.
3. Characteristics of the astronomical parameters and
insolation of the five interglacials

In the insolation forcing, both the amplitude of the astronomical
parameters and the phase relationship between them play a role.
When precession minimum (NHSP) and obliquity maximum are in
phase, the insolation in northern high latitudes during boreal
summer is strengthened and it might be expected that this would
lead to strong interglacials. It is therefore interesting to analyse first
this phase relationship between precession and obliquity for each
interglacial. For MIS-1, MIS-9 andMIS-19, precessionminimum and
obliquity maximum are more or less in phase (Fig. 1a), leading the
d18O minimum (named here the interglacial d18O peak) by a few
thousands of years. The obliquity maximum of MIS-1 occurred 3 ka
later than precession minimum, whereas at MIS-5 it occurred 4 ka
earlier. For MIS-11 the precession minimum lags behind the
obliquity maximum by 8 ka, making them almost in opposite
phase. As a conclusion, as far as the phase relationship between
precession and obliquity is concerned, MIS-9 and MIS-19 are the
closest to MIS-1.

About the amplitude of the astronomical parameters, it must be
stressed first that themost important contribution to the long-term
variations of the daily insolation (used to force the climate models)
is from precession (Berger et al., 2010). Although obliquity plays a
more important role in the high latitudes than in the low ones, it
never dominates the precession signal except close to the polar
night where, however, the energy available is insignificant. In our
first and second strategies where the longitude of the perihelion is
pretty similar from one interglacial to another, it is the long-term
variations of eccentricity which are of primary interest. Berger
(1978) showed that the main spectral component of eccentricity
is a period of about 400 ka and that the orbit of the Earth around the
Sun will become circular at 27 ka AP. An analogue situation is
therefore found about 400 ka ago during MIS-11 (Berger and
Loutre, 1996, 2003) with eccentricity remaining pretty low. The
previous analogue is about 800 ka ago during MIS-19. It must be
stressed here that eccentricity remains pretty low during MIS-1,
MIS-11 and MIS-19 over an interval of time at least as long as one
precession cycle. Over these low-eccentricity intervals, the pre-
cession parameter (e sin u) remains therefore small as well as its
amplitude variation. Given that the eccentricity values are quite
large for the other interglacials, in particular at MIS-5 and MIS-9,
only MIS-11 and MIS-19 can be accepted as an eccentricity/pre-
cession analogue of MIS-1.

As far as obliquity is concerned, an unexpected result ob-
tained by Yin and Berger (2012) was its high correlation with the
insolation-induced global annual mean temperature. A large
obliquity leads to a large annual irradiation at high latitudes of
both hemispheres and to a lower one over the rest of the Earth
(Berger et al., 2010). Although these higher and lower insolations
compensate at least partly at the annual scale, the stronger
response of the high latitudes due to the positive snow-ice-
albedo feedback explains the net effect of obliquity on global
annual temperatures. For the situation of NHSP, the obliquity of
the five interglacials range between 23.78 for MIS-11 to 24.24 for
MIS-9 (Table 1). Considering the time variation of obliquity, MIS-
9 is the closest to MIS-1 (Fig. 1a) leading to their total irradia-
tions over any interval of a year being similar (Berger et al.,
2010), a similarity which was also pointed out by Ruddiman
(2007).

The astronomical parameters are important mostly because
they shape the latitudinal and seasonal distribution of insolation.
This daily insolation for a single time slice is usually used in
snapshot simulations. The analysis of such insolation at the dates
when NH summer occurs at perihelion leads to several groups of



Fig. 1. Time-dependent variations of astronomical parameters and insolation of MIS-1, MIS-5, MIS-9, MIS-11 and MIS-19. (a) Precession and obliquity (�), (b) insolation (Wm�2) at
summer solstice for all latitudes, (c) mid-month insolation (Wm�2) at 65�N, and (d) total annual irradiation (106 Jm�2) for all latitudes. The vertical red line in (b), (c) and (d)
indicates the date of the marine d18O peak of each interglacial. Insolation is calculated from the long-term variations of eccentricity, precession and obliquity (Berger, 1978).
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interglacials based on their similar insolation patterns (as seen
clearly from Fig. 6 of Yin and Berger, 2012). MIS-1, MIS-11 and
MIS-19 were shown similar due to their low eccentricity, MIS-11
departing from MIS-1 and MIS-19 mainly because of its lower
obliquity. The climate system being driven by the long-term var-
iations of the seasonal-latitudinal distribution of insolation, it is
necessary, in addition to the insolation distribution at a given date
(like in Yin and Berger, 2012), to analyse also the insolation dis-
tribution as a function of time. This is illustrated in Fig. 1bec and
discussed in the following paragraphs.

First, the long term variations of daily insolation are docu-
mented in terms of the latitudinal distributions of insolation at the
summer solstice (Fig. 1b) and the annual cycle of the mid-month
insolation at 65�N (Fig. 1c). For these types of daily insolation,
all the interglacials exhibit a similar pattern when compared to
today. At the summer solstice, a positive anomaly occurs before
the interglacial d18O peaks, covers the whole Earth and lasts more
than 10 ka. The time evolution of the mean summer irradiance
(Berger et al., 2010; figure not shown) is very similar to that of the
insolation at the summer solstice except that its maximum occurs
1 or 2 ka later and is shifted towards lower latitudes. This un-
derlines the problem raised by the choice of the insolation
parameter when it is compared with proxy records or used to tune
them, the timing being different from one parameter to another by
a non-negligible amount. For the annual cycle of the mid-month
insolation at 65�N (Fig. 1c), a maximum insolation occurs before
the interglacial d18O peaks drifting from April to July over a period
of more than 10 ka. The accumulation of energy during these
months might be decisive for the occurrence of the interglacial
d18O peaks. After the d18O peaks, the insolation maximum occurs
in boreal fall and winter, and the minimum in boreal spring and
summer (Fig. 1c). Such a situation would lead to mild winter and
cool summer, a favourable condition for the appearance of a
glaciation according to the Murphy-Milankovitch hypothesis
(Berger, 2012).

As the daily insolation is mainly a function of precession (Berger,
1978), the amplitude of its variation is therefore mainly controlled
by eccentricity, which means that the interglacials of higher ec-
centricity receive more insolation during boreal summer. For daily
insolation, the amplitudes of the positive anomalies of MIS-1, MIS-
11 and MIS-19 are similar due to similar eccentricity, but those of
MIS-5 and MIS-9 are much larger due to larger eccentricity. For the
mean summer irradiance and the annual cycle of the mid-month
insolation at 65�N, the positive anomaly of MIS-11 which
occurred around NHSP is weaker than for MIS-1 and MIS-19 due to
a smaller obliquity at that time.

Finally, the time evolution of the total annual irradiation ex-
hibits also a more or less similar pattern for all the interglacials
(Fig. 1d). The interglacial d18O peaks are preceded by a positive
anomaly (relative to today) in the high latitudes of both hemi-
spheres centred over the Poles, lasting more than 10 ka. The dif-
ferences between the interglacials and today and between the
interglacials themselves are mainly in the high latitudes and are
very small between 60�N and 60�S. Therefore, in terms of the total
energy, the high latitudes are critical regions for explaining the
differences between the interglacials. The energy integrated over
any time period being only a function of obliquity (Berger et al.,
2010) and the obliquity of MIS-1 and MIS-9 being very similar,
lead to a similar pattern and amplitude in the annual irradiation for
these two interglacials.
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4. Results of snapshot simulations with insolation of NHSP

An in-depth analysis of the simulations with insolation of NHSP
having been given in Yin and Berger (2012), we focus here mainly
on the differences and similarities between MIS-1 and the two
groupsmade ofMIS-11 andMIS-19 on one side, andMIS-5 andMIS-
9 on the other side.

4.1. MIS-11 and MIS-19 compared to MIS-1

Yin and Berger (2012) showed that, in the framework of the
intercomparison of the past nine interglacials, the insolation of
MIS-11 contributes to a cooling mainly due to its lower obliquity,
but its large GHG-induced warming beats this insolation-induced
cooling, making it a warm interglacial only because of its high
GHG concentration. MIS-1 and MIS-19 are similar due to their
similar GHG concentrations and latitudinal-seasonal distribu-
tions of insolation. In response to the combined effect of inso-
lation and CO2, it is therefore not surprising that MIS-11 and
MIS-19 are the closest to MIS-1 among the past nine in-
terglacials. The deviations of these three interglacials from the
mean of the nine interglacials look therefore pretty similar
(Fig. 2, lower panel), although not for the same reason. The
insolation-induced (Fig. 2, upper panel) and GHG-induced (Fig. 2,
middle panel) temperatures of MIS-11 differ from MIS-1 and
MIS-19, but the differences more or less compensate each other
when the combined effect of insolation and GHG is taken into
account (Fig. 2, lower panel).
Fig. 2. Annual mean temperature anomalies (�C) during MIS-1, MIS-11 and MIS-19 under the
relative to the reference climate which was simulated with the average GHG and average in
±0.2 �C, followed by ±0.5 �C with a contour interval of 0.5 �C. The grey shading shows the
Annually speaking, MIS-1 is similar toMIS-11 and particularly to
MIS-19 over most of the Globe (Fig. 3, upper panel). Differences
exist in their seasonal temperatures. During boreal summer (JJA)
(Fig. 3, middle panel), MIS-11 is slightly cooler than MIS-1 north of
~30�N due to a lower insolation. It is much warmer (by up to 2 �C)
over the Southern Ocean due to its higher CO2 which impact is
amplified during austral winter. MIS-19 is slightly warmer than
MIS-1 over the majority of the continents related to its slightly
larger JJA insolation and the high sensitivity of the continental
surface to solar radiation. During boreal winter (DJF) (Fig. 3, lower
panel), forMIS-11, its insolation-induced cooling is compensated by
its GHG-induced warming and it is slightly warmer than MIS-1 in
the mid- and low-latitudes. MIS-19 is not significantly different
from MIS-1 over most of the Earth and is only slightly cooler over
the Southern Hemisphere (SH) continents. CCSM3 gives similar
results except that, in DJF, it simulates an Arctic warmer during
MIS-11 than during MIS-1 due to the lack of the summer remnant
effect in this model (Herold et al., 2012).

The simulated differences at the regional scale are reflected in
proxy records. For example, on one hand, the planktic d18O of
Hodell et al. (2000) suggests that MIS-11 was not significantly
warmer than MIS-1 in the mid-latitudinal South Atlantic (43�S-
54�S) although it lasted quite long, and the same happened in the
North Atlantic (about 55�N) (McManus et al., 1999). These results
are in agreement with the simulations of LOVECLIM (Fig. 3, upper
panel) and CCSM3 (Herold et al., 2012), both models showing
insignificant warming during MIS-11 over these sites. On the other
hand, Bauch et al. (2000) found that MIS-11 was cooler than MIS-1
impacts of insolation only, of GHG only and of their combined effect. The anomalies are
solation of the last nine interglacials by Yin and Berger (2012). The first contour line is
95% confidence level according to a t-test.



Fig. 3. Differences between MIS-11, MIS-19 and MIS-1 for the annual mean, JJA and DJF surface air temperature (�C) in response to the combined effect of insolation and GHG. The
first contour line is ±0.2 �C, followed by ±0.5 �C with a contour interval of 0.5 �C. The grey shading shows the 95% confidence level according to a t-test.
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in the Nordic Seas. This is in agreement with the result of LOVECLIM
(Fig. 3, upper panel) which simulates a cooling of up to 1 �C in the
Nordic Seas during MIS-11 as compared to MIS-1. On the contrary,
due to a lack of the summer remnant effect, CCSM3 simulates a
warming of up to 1 �C there (Herold et al., 2012). Additionally, Lea
et al. (2003) suggested that MIS-11 was almost 1 �C warmer than
MIS-1 in the western equatorial Pacific. Such a warming is
confirmed by the results of both CCSM3 and LOVECLIM (Fig. 3,
upper panel) although it is underestimated by both models. Over
the continents, at some locations summarized by Rousseau (2003),
MIS-11 was estimated to be similar to or warmer than during the
Holocene. Although uncertainties exist in these estimates, they are
more or less in line with our model results which show that,
annually, MIS-11 is similar to MIS-1 over land in LOVECLIM (Fig. 3,
upper panel) and slightly warmer in CCSM3. In both models, the
summer over Europe during MIS-11 is cooler than during MIS-1
(Fig. 3, middle panel), which is confirmed by records from Poland
(Kukla, 2003).

4.2. MIS-5 and MIS-9 compared to MIS-1

Due to the large difference in the latitudinal and seasonal dis-
tribution of insolation, the anomalies of MIS-5 (large eccentricity)
and MIS-9 (large obliquity) when compared to MIS-1 are largely
different from those of MIS-11 and MIS-19, particularly at the
seasonal scale (Fig. 4). During JJA, MIS-5 and MIS-9 are much
warmer than MIS-1. The warming over the continents and over the
Southern Ocean is the largest reaching more than 5 �C. This JJA
warming during MIS-5 and MIS-9 results from a much higher
insolation in boreal summer mainly in the high latitudes of the NH.
For the Southern Ocean, it is their higher CO2 concentration and the
polar amplification mechanism which explains the large warming.
It is however cooler over the tropical band extending from North
Africa to East Asia associated with intensified monsoons. This
cooling is mainly driven by the ability of the troposphere to radiate
away the latent heat released by precipitation and at low level also
by the vegetation feedback.

During DJF, the global mean temperature of MIS-5 is lower than
MIS-1 and MIS-9. It is cooler by up to 2 �C over the mid-low lat-
itudinal lands as well as over Antarctica (Fig. 4). This is a direct
response to its lower DJF insolationwhich beats the warming effect
of its higher CO2 concentration. However, it is much warmer than
MIS-1 over the northern polar regions, resulting from the
conjunction of the insolation summer remnant effect (Yin and
Berger, 2012) and the CO2-induced large winter warming. The
same large warming happens also during MIS-9. The warming
induced by its much larger CO2 concentration overcomes the
cooling induced by its lower DJF insolation in the southern mid to



Fig. 4. Same as Fig. 3 except for the differences between MIS-5, MIS-9 and MIS-1.
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high latitudes leading to a warming. With a much warmer boreal
summer and a cooler boreal winter mainly over the continents,
MIS-5 and MIS-9 have a larger NH seasonality. Annually (Fig. 4),
MIS-5 and MIS-9 are warmer than MIS-1 over most of the Globe,
particularly over the high latitudes. Proxy records (CAPE, 2006)
suggest also that MIS-5 is warmer than MIS-1 over much of the
northern high latitudes. The temperature record of the EPICA ice
core from eastern Antarctica indicates a warming during MIS-5 and
MIS-9 of about 4.4 �C and 3.6 �C respectively (Jouzel et al., 2007), a
warming which is apparently underestimated by both LOVECLIM
(this study) and CCSM3 (Herold et al., 2012).

As already said earlier in this paper, the astronomical forcing
during MIS-5 and MIS-9 is largely different from MIS-1 (and the
present-day) and their CO2 concentration is much lower than the
anthropogenic CO2 concentration at present and future, they
therefore may not be suitable analogue of the present global
warming. However, in terms of climate feedbacks particularly at the
high latitudes, there are similarities between the past interglacials
and the present anthropogenic warming. First, in both cases, the
largest climate change happens at high latitudes of both hemi-
spheres, which involves the positive snow-ice-albedo-temperature
feedbacks. For example, the annual Arctic warming during MIS-5
and MIS-9 in Fig. 4 is associated with an annual reduction of 6%
in Arctic sea ice area relative to the Holocene Optimum and 20%
relative to today. The largest reduction happens during Arctic
summer, which reaches 68% relative to today for both MIS-5 and
MIS-9. In the Southern Ocean, the annual reduction of sea ice area
relative to today is 13% and 19% for MIS-5 and MIS-9, respectively.
The reduction in sea ice is accompanied by reductions in snow and
albedo in high latitudes, which intensify the warming induced by
changes in insolation. Another similarity between the insolation-
induced changes during the past interglacials and the CO2-
induced changes at present and future is the asymmetric seasonal
response over the polar oceans. Manabe and Stouffer (1980) found
that in response to an increase in CO2 concentration, the warming
over the polar oceans is much larger during local winter than
during local summer. Similar phenomenon is observed for the
interglacial climate in response to an increase in local summer
insolation, which has been called “summer remnant effect” by Yin
and Berger (2012). In both cases, the energy received in summer is
used to melt sea ice, reduce its insulation effect and stored in the
upper ocean, and only a small part is to increase the surface air
temperature. In winter, the energy is released from the ocean to
warm atmosphere. These two similarities shows that, although the
main forcings of the past interglacial (insolation) and the present
global warming (anthropogenic CO2) are different, they can lead to
the same kind of responses for example in the high latitudes,
justifying the use of past warm interglacials as analogues of the
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present global warming in terms of climate feedbacks and re-
sponses at least for some regions of the world.

5. Simulated climate with the insolation at the interglacial
d18O peaks

In this section, we discuss the results of the simulations where
the insolation at the interglacial d18O peaks is used (the second
strategy), and compare them with the results of the simulations
where the insolation of NHSP is used (the first strategy). Compared
to NHSP, the interglacial d18O peaks correspond to a time when NH
fall occurs at perihelion and obliquity is systematically smaller
(Table 1). This leads to less energy received by the whole Earth
during boreal spring-summer with the largest depletion at the
North Pole, but more energy received during boreal fall-winter
with the largest increase over the tropic and subtropics (Fig. 5 for
example for MIS-5).

In the simulations where the insolation at the d18O peaks of the
interglacials is used, in terms of the global annual mean tempera-
ture, MIS-9 is still the warmest interglacial followed by MIS-5
(Fig. 6). However, MIS-11 and MIS-19 are cooler than MIS-1
although their CO2eq is 22 ppmv larger than and similar to MIS-1
respectively. The longitude of the perihelion at MIS-11 is about
the same as at MIS-1 but its obliquity is one degree smaller. It is
shown in Yin and Berger (2012) that when the interglacials have a
similar longitude of the perihelion, obliquity plays a dominant role
on their astronomically-induced annual mean temperature.
Compared to MIS-1, the cooling of MIS-11 is therefore due to its
smaller obliquity, a cooling which damps the warming due to its
higher CO2 concentration leading to MIS-11 being finally slightly
cooler than MIS-1. MIS-19 is significantly cooler than MIS-1 due to
its totally different insolation forcing. Due to their smaller obliquity,
MIS-11 and MIS-19 are cooler in the high latitudes of both hemi-
spheres andwarmer in the tropics and subtropics, leading to a larger
temperature gradient between the low and the high latitudes.

Compared to NHSP (Fig. 6), the climate under the insolation at
the interglacial d18O peaks is slightly cooler in terms of the global
annual mean temperature except for MIS-1 where the opposite
seasonal changes tend to cancel each other at the annual scale. At
the regional scale, the difference between the two sets of
Fig. 5. Difference in latitudinal-seasonal insolation (Wm�2) distribution between the date
(127 ka BP) for MIS-5. Label on the X-axis indicates the true longitude of the Sun from the beg
270� are for the summer and winter solstices). Insolation is calculated from the long-term
experiments is much larger. The insolation at the interglacial d18O
peaks leads to much cooler high latitudes in both hemispheres and
slightly warmer tropics than the NHSP insolation (see for example
MIS-5 in Fig. 7; the other interglacials lead to similar patterns
except again for MIS-1). The differences are even larger at the
seasonal scale as a direct consequence of the differences in the
insolation patterns. During NH spring and summer, thewhole Earth
is cooler for the insolation forcing at the interglacial d18O peaks
(figure not shown). During fall and winter, the simulated climate at
the d18O peaks is warmer than the NHSP one except in high NH
polar latitudes, a direct consequence of the summer remnant effect.
As far as the analogues are concerned, different from the conclu-
sions when NHSP insolation is used, no analogue of MIS-1 can be
found when insolation at the interglacial d18O peaks is used.

Given the obvious differences induced by different insolation
forcing, comparing model results to proxy data might in some way
help to see which insolation is better in simulating the interglacial
Optima. Turney and Jones (2010) made a compilation of the
annual mean surface air temperature and sea-surface temperature
for the Last Interglacial. They averaged the temperature estimates
across the isotopic plateau in the marine and ice records and the
period of maximumwarmth in terrestrial records. It is known that
this reconstruction is not perfect, at least due to the resolution in
the chronology and to the climatic interpretation of the proxies,
but it provides a first-order estimate of the global climate for the
Last Interglacial Optimum and has been used in the PMIP data-
model comparison (Lunt et al., 2013). It is used here to compare
with the results of both the NHSP and the d18O peaks simulations.
It is acknowledged that, given the biases in climate models
themselves and in the climate forcing selection, as well as un-
certainties in the proxy reconstructions, it should be cautious to
draw definite conclusions from such model-data intercomparison.
However, our purpose here is to see which insolation leads to a
result which is the closest to the proxy reconstructions. Fig. 7
shows that both simulations of MIS-5 are warmer than Pre-
Industrial time in the mid-high latitudes and cooler in the low
latitudes, in agreement with proxy reconstructions. When
compared with proxy data, the amplitude of cooling in low lati-
tudes and warming in high latitudes is better represented by the
NHSP simulation. This confirms that the insolation when NH
of the marine d18O peak (123 ka BP) and that when NH summer occurs at perihelion
inning to the end of the year (0� and 180� are for the spring and fall equinoxes; 90� and
variations of eccentricity, precession and obliquity (Berger, 1978).
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summer occurred at perihelion is a better choice than the inso-
lation at the interglacial d18O peaks when attempting to reproduce
the interglacial climate Optimum reconstructed from proxy
records.
6. Transient climate response to insolation only

Given the importance of insolation in the discussion of the an-
alogues, transient simulations with varying astronomical



Q.Z. Yin, A. Berger / Quaternary Science Reviews 120 (2015) 28e4638
configurations (the third strategy) appear to be particularly
important. In this section, we discuss the results of the transient
simulations where CO2 is kept constant (280 ppmv) with time,
which allow to investigate the climate response to insolation only.
Although the periods of the transient simulations are centred over
interglacials, they cover almost the full range of variations of each
astronomical parameter. Therefore, the results discussed here can
be considered as being valid not only for the interglacial conditions
but also as an indication of the climate response to the astronomical
forcing in general, being kept in mind however that the CO2 and ice
sheets are prescribed to their PI values.

Based on the results of nine snapshot experiments, Yin and
Berger (2012) found that the global annual mean temperature is
highly correlated with obliquity. The transient simulations of the
five interglacials cover a much larger range of obliquity and pre-
cession, and provide therefore more information about the rela-
tionship between temperature and the astronomical parameters.
Fig. 8a shows that the global annual mean temperature of the five
transient simulations is also highly correlated with obliquity, but
the modulation by precession is obvious. For a given obliquity, two
different temperature values can exist due to difference in pre-
cession. Individual linear regressions (Fig. 8a and b) confirm the
dominance of obliquity in the global annual mean temperature,
which alone explains 85% of the variance. An increase of 1� in
obliquity leads to an increase of 0.38 �C in the global annual mean
temperature (Fig. 8a). In order to quantify the relative weight of
each astronomical parameter on the global annual mean temper-
ature, a multiple linear regression analysis is performed. Such a
regression (using the standardized values of the variables) shows
that 91% of the variance of the global annual mean temperature can
be explained by the combination of the three astronomical pa-
rameters with obliquity dominating (Table 2). Based on the
regression analysis, an equation showing the relationship between
the variations of temperature and the three astronomical param-
eters can be given as:

T ¼ 0:76obliquity� 0:29precessionþ 0:04eccentricity (1)

In Equation (1), the standardized values of all variables are used. T
denotes global annualmean temperature. According to Equation (1),
an OPE (obliquity-precession-eccentricity) index which equals to
the right side of Equation (1) can be created to estimate the global
climate sensitivity to the astronomical parameters. This index is
similar to the ETP index of Imbrie and Imbrie (1979), but here the
relative weight of the parameters is taken into account. Over the
selected time intervals of the five interglacials, the OPE index varies
between about �2 and 1.5 and its increase by 1 leads to an increase
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Fig. 8. Linear regressions between global annual mean temperature (�C) and obliquity (�)
averages of the transient simulations where CO2 is fixed to 280 ppmv. The astronomical p
of 0.26 �C in global annual mean temperature (Fig. 8c). Its minimum
corresponds to a minimum of obliquity and a maximum of preces-
sion (whichmeansNH summer occurring at aphelion). Fig. 8c shows
that the outliers occur close to theminimumof the OPE indexwhich
corresponds to the period from 113 to 116 ka BP of the MIS-5
simulation. During this time interval, the coinciding obliquity min-
imum and precessionmaximum (Fig. 9) leads to very low insolation
in theNH. Regional analysis shows that these outliers result from the
climate response in the northern mid and high latitudes which are
the most sensitive to insolation change due to the existence of large
continental area and the positive feedbacks between temperature
and the albedo of snow and sea-ice. These outliers illustrates the
non-linearity of the relationship between climate and the astro-
nomical parameters when extreme astronomical conditions occur,
which effect is amplified by internal climate feedbacks.

The multiple regression analysis at the regional scale shows also
that most of the variations of the annual mean temperature in the
mid and high latitudes can be explained by the combination of
precession, obliquity and eccentricity but not the low latitudes
between 30�N and 30�S (see R2 in Table 2). Obliquity has a larger
control over the southern high latitudes than over the northern
ones, and the influence of precession becomes more important in
the NH. This is in agreement with the results of the snapshot
simulations discussed in Yin and Berger (2012). For the low lati-
tudes, only a small part of the annual mean temperature variation
can be explained by the combination of obliquity, precession and
eccentricity. This might be due to the small variation of the irra-
diation over these regions (Berger et al., 2010) which leads to the
increasing importance of internal feedbacks, such as those related
tomonsoon. In parallel, Fig. 9 shows that the variation of the annual
mean temperature of the NH low latitudes is characterized by a
frequency higher than in other latitudinal zones, a result similar to
the sub-precessional signal found by Berger et al. (2006).

Fig. 9 shows that the variations of the annual mean temperature
of different regions are far from being in phase. One of the reasons
is related to the phase relationship between precession and obliq-
uity which have a different weight on the annual temperature of
different latitudes (Table 2). MIS-11 offers the best illustration,
because its precession minimum and obliquity maximum are
almost in anti-phase (Fig. 9). The obliquity maximum precedes the
precession minimum by 8 ka, a lag which allows a better discrim-
ination between their respective impacts. For the annual mean
temperature (Fig. 9, MIS-11), the maximum response in the
southern mid and high latitudes is more or less stationary lasting
from about 420 to 410 ka BP, whereas the maximum in the NH mid
and high latitudes is sharper, centred at 411 ka BP and lasting only a
few thousands of years. The southern maximum occurs earlier than
recession
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Table 2
Percentage of climate variance explained by the combination of obliquity, precession and eccentricity (R2) and regression coefficients of linear multiple regression between
simulated climate variables (the predictand) and the three astronomical parameters (the predictors). The results of the five transient simulations with time-varying insolation
but constant GHG concentration are used, which allows to have the impact of insolation alone.

Global 90�Se60�S 60�Se30�S 30�S-Equator Equator-30�N 30�Ne60�N 60�Ne90�N

Annual mean temperature R2 0.91 0.89 0.84 0.36 0.19 0.79 0.94
Obliquity 0.76 0.96 0.97 �0.21 �0.47 0.68 0.63
Precession �0.29 �0.01 0.08 �0.63 �0.46 �0.31 �0.46
Eccentricity 0.04 0.13 0.14 0.13 �0.32 �0.01 0

Annual mean precipitation R2 0.91 0.78 0.92 0.84 0.97 0.78 0.94
Obliquity 0.35 0.77 0.66 �0.1 0.1 0.58 0.47
Precession �0.72 �0.17 �0.39 0.84 �0.92 �0.41 �0.63
Eccentricity 0.13 0.36 0.41 0.06 0.01 0.08 0.06

JJA surface temperature R2 0.99 0.97 0.77 0.98 0.94 0.98 0.97
Obliquity 0.26 0.48 0.79 �0.21 �0.12 0.27 0.48
Precession �0.82 �0.65 �0.18 �1.09 �1.03 �0.81 �0.61
Eccentricity 0 0.14 0.17 0.01 �0.09 �0.01 �0.08

Q.Z. Yin, A. Berger / Quaternary Science Reviews 120 (2015) 28e4640
the northern one as a response to the obliquity maximum, the
maximum in the northern mid and high latitudes being modulated
by precession and occurring a few thousands of years later.

Opposite to MIS-11, during MIS-19 and MIS-9, precession mini-
mum and obliquity maximum are in phase. The annual mean tem-
perature maxima of different regions remain nevertheless far from
being in phase (Fig. 9), which reflects the role of the internal feed-
backs of the climate systemmore than that of the phase relationship
between precession and obliquity. During MIS-9 and MIS-19, the
annual mean temperature maxima in the NHmid and high latitudes
are in phase with precession minima (or June solstice NH insolation
maxima) but precede the temperature maxima of the SH mid and
high latitudes by about 5 ka. Similar features appear also during
MIS-1 where the obliquity maximum lags the precession minimum
by only 3 ka. The results ofMIS-1, MIS-9 andMIS-19 show that when
precession minimum and obliquity maximum are in phase, the
temperature of NH mid-high latitudes leads the SH ones, indicating
a higher sensitivity of the NH climate to insolation change, which
results from the fundamental difference between the proportions of
continental and oceanic expanses in the two hemispheres. During
MIS-5, obliquity maximum precedes the precession minimum, like
during MIS-11, but only by 4 ka. Due to the response time of the vast
Southern Ocean, the temperaturemaxima in the SH andNHmid and
high latitudes are more or less in phase, preceding the SH tropical
maxima (which is controlled by precession, see Table 2) by about
5 ka (Fig. 9). In summary, as far as the phase relationship between
the annual mean temperatures of different regions is concerned,
MIS-1 is similar to MIS-9 and MIS-19 but different from MIS-11 and
MIS-5. Due to the similarity in the amplitude of obliquity, the annual
mean temperature of the global Earth and of the SH mid-high
latitudes of MIS-1 and MIS-9 are quite similar.

Different from the global annual mean temperature which is
highly correlated with obliquity, the global annual mean precipi-
tation is highly correlatedwith precession (Table 2). Linear multiple
regression analysis (Table 2) shows that most of the variations of
the annual mean precipitation of different latitudinal zones can be
explained by the combination of obliquity, precession and eccen-
tricity but with different weight of the three parameters at different
latitudinal zones. The precipitation at low latitudes is exclusively
controlled by precession, with northern one and southern one
being anti-phase. Such an anti-phase relationship has also been
observed in spelaeothem records (Wang et al., 2004) and is related
to the seasonal migration of the Intertropical Convergence Zone.
For the precipitation of mid-high latitudes of both hemispheres,
obliquity also play important role (Table 2). Dominated by different
astronomical parameters, the variations of precipitation in different
latitudinal zones are not necessarily in phase (Fig. 9).
Although different latitudinal zones have different variations in
annual mean temperature and precipitation, examination of the
seasonal behaviour of the interglacial climate shows that they share
one common feature: the variations in the JJA temperature of
different zones (except the Southern Oceans) are all in phase with
each other and are dominated by precession (Fig. 10, Table 2), their
maxima occurring when NH summer occurs at perihelion. Unlike
the other regions, the JJA air temperature over the Southern Oceans
(between 30�S and 60�S) during MIS-1, -5, -9 and -19 does not
reach its maximum when NH summer occurs at perihelion (it lags
behind by around 4 ka). This is because when NH summer occurs at
perihelion, the SH summer (DJF) occurs at aphelion and the SH
summer insolation as well as the SH summer temperature over the
Southern Oceans reach their minima, which effect is transferred to
the local winter (JJA) through the summer remnant effect pre-
venting the occurrence of a JJA temperature maximum there. MIS-
11 is however an exception due to the almost anti-phase between
obliquity and precession. When NH summer (JJA) occurs at peri-
helion (at 409 ka BP), its air temperature over the Southern Oceans
during local summer (DJF) fails indeed to reach a minimum,
because it is still under the influence of the maximum which
occurred at 420 ka BP when the obliquity maximum falls almost in
phase with SH summer at perihelion. This leads to only a weak
cooling impact of the local summer climate on the local winter one
(JJA), so that the local JJA temperature maximum occurs when NH
summer is at perihelion (Fig. 10). This behaviour probably con-
tributes, at least partly, to the exceptional length of MIS-11 (see
Section 7). The exceptional phase relationship between obliquity
and precession during MIS-11 could also explain the simulated
simultaneous occurrence of warm winters and warm summers in
the Arctic 409 ka ago, whereas during the other interglacials winter
warming lags behind summer warming by a few thousands of
years. Such occurrence, with at the same time, the appearance of a
warmwinter and amoderately cool summer over Antarctica and its
surrounding oceans might be at the origin of ice sheet melting and
a particularly large sea-level rise during MIS-11 as suggested by
some proxy studies.

The common feature of different latitudinal zones implies that
JJA temperature is the broadest common representative charac-
teristic of the different regions for different interglacials and might
therefore be used easily and more confidently in the intercom-
parison between the interglacials and between regions. In addition,
as JJA temperature is anti-phase with precession (Table 2) (it means
in phase with insolation), its maximum response happens when
NH summer occurs at perihelion, the response at the dates of the
interglacial d18O peaks being smaller. This gives another credit to
using the insolation of NHSP to simulate the climate Optimum of
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the interglacials when snapshot experiments are used (as in Yin
and Berger, 2012). JJA temperature might not be the ultimate
product of the climate systemwhich can be used to best define and
compare the interglacials between them together. Another excel-
lent product, at least at the global scale, is the global ice volume and
the related eustatic sea level. The climate-ice sheet coupled model
CLIMBER by Ganopolski and Calov (2011) provides such informa-
tion on the simulated NH ice sheets of the last 800 ka. The inter-
glacial peaks pinpointed in their simulated NH ice volume have no
constant phase relationship with obliquity, but do have one with
precession. They lag behind precession minimum or NH June sol-
stice insolation maximum by a few thousands of years coherently
in all the five interglacials. In parallel, the global sea level compi-
lation of the Last Interglacial by Kopp et al. (2009) shows that the
highest sea level happened also a few thousands of years after the
June solstice NH insolationmaximum. The lag between ice volume/
sea level and NH summer insolation reflects the response time of
the slow processes related to ice sheets and confirms the conclu-
sion of Kukla et al. (1981) that the interglacials are associated with
maximum NH summer insolation.

The varying phasing of the temperature and precipitation be-
tween different regions and between them and precession/obliq-
uity/insolation means that one must be cautious when
astronomically tuning the time scale of a proxy or tuning it to
another proxy. The maximum in a proxy does not coincide neces-
sarily with the maximum in a proxy from other regions or with the
maximum insolation forcing. Our modelling results suggest how-
ever that it is not the case for the proxies of JJA temperature which
could be well compared between them together as they are in
phase with precession for different regions and therefore could be
used more confidently in the tuning procedure.

In the analysis of seasonal results of paleoclimate simulations,
one difficulty is related to the choice of seasons calculation (as-
tronomical or calendar) (Joussaume and Braconnot, 1997). The
length of the seasons, which are astronomically defined, varies
indeed with time (Berger and Loutre, 1994). This implies that
some days of the calendar seasons traditionally used in paleo-
climate modelling (eg. DJF, JJA, …) are not belonging to the same
astronomical season from one time to another. Whereas at the
present-day spring and summer are the longest seasons (with 93
and 94 days against 90 and 89 for fall and winter), this is not the
case most of the time during the interglacials, in particular
around the maxima of the global annual mean temperature. At
these times, the length of fall and winter together varies between
6.2 (during MIS-1) and 11.9 (during MIS-5) days longer than at
present, and the boreal winter solstice falls between December
14.6 (during MIS-9) and 19.9 (during MIS-11) against 22.2 at
today. According to some recent studies (eg. Timm et al., 2008;
Chen et al., 2011), the calendar effect could cause a phase shift
on temperature and precipitation during boreal autumn
(September-October-November), but the other seasons are not
critically biased. We therefore assume that our conclusions
related to the JJA and DJF temperature are not altered by the use
of calendar days.

7. Analogues of the entire Holocene and of its natural near
future

The idea of searching for analogues is to expect finding in the
past something similar to the future climate which will result from
either natural or anthropogenic impact. It will also allow setting our
present climate back in the context of the past interglacials. As
explained in Section 1, since the present-day CO2 concentration and
its projected future under human influence have no analogue over
the last one million years, it was decided to compare the past
interglacial climates with the “natural” climate of the Holocene, of
the present-day and its near future.

When discussing the natural climate of the Holocene (MIS-1), it
is unavoidable to mention the debate about the origin of the in-
crease in CO2 and CH4 during the late Holocene. Based on the
observation that the concentration of CO2 and CH4 did not rise at
the end of the four interglacials prior to the Holocene, Ruddiman
(2007) hypothesizes that the rise of CO2 and CH4 between 7ka BP
and Industrial Era is not of natural origin but associated with early
human interventions. Many studies have tested this hypothesis,
some confirming and some not (see a review in IPCC report 2013,
chapter 6). In particular, recent modelling results show that the
20 ppmv increase in the CO2 concentration during the late Holo-
cene is most probably related to ocean processes and does not
require anthropogenic forcing (Kleinen et al., 2010). This is why we
used the concentration of CO2 and CH4 reconstructed from the
EPICA ice cores (Luthi et al., 2008, Fig. 11) in our Holocene transient
simulation. If Ruddiman's hypothesis is right, caution should be
taken in the comparison between the past interglacials and the
most recent millennia of Holocene. However, whatever it is right or
not, an increase of 20 ppmv in CO2 during the late Holocene re-
mains much smaller than the increase of 120 ppmv above the
280 ppmv pre-industrial value during the 20th and 21st centuries
and even much smaller than the increase of hundreds of ppmv in
the IPCC scenarios for the future due to human activity. We might
therefore assume that the late Holocene climate is sufficiently close
to a “natural” one when compared to the present global warming
caused by much larger anthropogenic CO2 increase.

The PI climate is considered here as the natural climate for the
present-day and for the next centuries, because of the slow varia-
tions in the Earth's astronomical parameters and insolation, but
assuming 280 ppmv for the atmospheric CO2 concentration.
Comparing the PI climate to the climate of the elapsed Holocene
and of the other interglacials helps to locate the present and the
near future natural climate in the context of the warm interglacials
and provides the background on which the impact of human ac-
tivities can be tested.

As far as the snapshot simulations are concerned, all simulations
of the five interglacials of Sections 4 and 5 show a global annual
climate warmer than PI (Fig. 6), except for the MIS-19 d18O peak
simulation. This similarity between the climate of MIS-19 at its d18O
peak and of the PI climate extends to the regional scale and to
precipitation. This suggests that MIS-19 climate at its d18O peak
might be taken as an analogue for the natural present-day climate
and its future. It underlines the necessity of obtaining more proxy-
based climate reconstructions of high temporal resolution during
MIS-19. In order to estimate the individual contributions of inso-
lation and CO2 to the interglacial climate, Yin and Berger (2012)
used the factor separation analysis. The CO2-induced change in
the global annual mean temperature can also be estimated from the
climate sensitivity of LOVECLIM (1.9 �C for a doubling of CO2 con-
centration at PI time). This is only a first-order estimation, because
the climate sensitivity was shown to depend on the astronomical
configurations and the background climate and therefore varies
from one interglacial to another (Yin and Berger, 2012). Fig. 6 shows
that, as expected, the lower CO2 of MIS-1 and MIS-19 leads to a
slight cooling, and the higher CO2 concentration of the other three
interglacials leads to a slight warming. However, it must be stressed
that a large part of the warming relative to PI of all the interglacials
is mainly caused by change in insolation (whatever insolation is
taken at the d18O peak or for NHSP), a situation totally different
from the present-day global warming which is mainly caused by
the anthropogenic CO2 increase.

As far as the transient simulations are concerned, under the
influence of insolation alone, the simulated past interglacials are



Fig. 11. CO2 concentration (ppmv) used in the second set of transient simulations with
time-dependent CO2. Horozontal dashed line indicates the CO2 level of PI which is
280 ppmv. Data are from Luthi et al. (2008).
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shown to be warmer than PI in JJA, slightly warmer at the annual
scale but cooler in DJF (Fig. 12a). This can be explained by the
relatively small obliquity at pre-industrial time and its NH summer
occurring at aphelion. Therefore, the past interglacials receive more
energy than PI in the NH from April to July over a period of more
than 10 ka (Fig. 1c). The relatively small eccentricity of PI also
contributes to reduce its seasonal contrast. When compared to the
entire MIS-1 (including the elapsed part and the next 3 ka, dashed
lines in Fig. 12a), the global annual mean temperature of MIS-9 is
the closest to MIS-1 due to their similar obliquity which drives the
annual irradiation (Fig. 1d) and dominates the variation of global
annual mean temperature. In terms of seasonal temperature
(Fig. 12a), MIS-19 is the closest to MIS-1, followed by MIS-11, as
reflected also in the time evolution of daily insolation (Fig. 1b and
c). Due to the larger variation in the time evolution of daily inso-
lation resulting mainly from a large eccentricity, the amplitude of
the seasonal temperature variation is larger during MIS-5 and MIS-
9, these two interglacials being warmer than MIS-1 during boreal
summer and cooler during boreal winter (Fig. 12a).

From CO2 concentration point of view, it is lower than the PI
level (280 ppmv) during almost all the intervals of the transient
simulations except at the overshoots of MIS-5 andMIS-9 and over a
10-ka long plateau during MIS-11 (Fig. 11). If the Ruddiman's hy-
pothesis (Ruddiman, 2007) is true, MIS-19 would be a good
analogue of MIS-1 in respect of both the time evolution and the
amplitude of CO2 concentration. By comparing Fig. 12b to a, one can
see that the main structure of the temperature evolution during the
past interglacials is dominated by change in insolation, and it is
only slightly modulated by change in CO2 concentration. Obvious
CO2-induced cooling in the seasonal and annual mean tempera-
tures is mainly observed during the deglacial time before the peaks
of MIS-1, MIS-5, MIS-9 and MIS-19 due to a much lower CO2 con-
centration. These results show that, unlike the present global
warming which is caused by anthropogenic CO2 increase, the major
factor controlling the interglacial climate change is insolation, in
line with the statement of Ganopolski and Robinson (2011).

Under the combined effect of insolation and CO2, during JJA, the
warmer-than-PI temperature lasts 14 ka, 12 ka, 12 ka, more than
20 ka and 10 ka for MIS-1, -5, -9, -11 and -19 respectively. Given the
importance of JJA temperature on northern hemisphere ice sheet
dynamics, such a long lasting JJA warming during these in-
terglacials might have contributed to the melting of the ice sheets.
For the annual mean temperature, the length of the warmer-than-
PI periods becomes 10 ka, 8 ka, 8 ka, 20 ka and 1 ka for MIS-1, -5, -9,
-11 and -19 respectively. The start and end of the warmer-than-PI
intervals compare fairly well with the intervals during which the
marine d18O remains low (which means warm condition). The
lower CO2 concentration during MIS-19 shortens significantly the
interval of warm annual mean temperature (Fig. 12b), but does not
influence much the duration of its warm JJA temperature. Although
MIS-19 seems to be an even better insolation analogue of MIS-1
than MIS-11 (see Section 3), it appears much shorter than MIS-11
in many different proxy records. This can be explained by its
lower CO2 concentration (which is opposite of what has happened
during MIS-11). It remains however that MIS-19 is still a good
analogue of MIS-1 when the influence of CO2 is additionally taken
into account (Fig. 12b). The warm interval of MIS-11 is the longest
and its seasonal contrast is the smallest, which confirms the long
duration of MIS-11 found in earlier studies (eg. Berger and Loutre,
2002, 2003; Droxler et al., 2003). This exceptional duration of
MIS-11 is related to its long-lasting low eccentricity and high CO2
concentration. Sensitivity analyses have indeed shown that the
existence of a CO2 concentration which remains high during the
decreasing phase of insolation around 400 ka BP played a role in the
long duration of MIS-11. This exceptional length of MIS-11 is also
related to the anti-phase relationship between obliquity maximum
and precession minimum which effects compensate each other,
contributing to sustain a long moderately warm interval. Although
th warmth intensity of MIS-11 is not large as compared to some
other interglacials like MIS-5, the long duration of MIS-11 could
have played an important role in the ice sheet melting and sea level
rise, such exceptional features having been suggested by proxy
records (eg. de Vernal and Hilaire-Marcel, 2008; Olson and Hearty,
2009; Raymo and Mitrovica, 2012). Anyway, due to its long lasting
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Fig. 12. Global mean surface air temperature (�C) relative to PI for annual mean (black), JJA (red) and DJF (blue). (a) Results of the transient simulations where time-varying
insolation is used and CO2 is fixed to 280 ppmv; and (b) results of the transient simulations where both insolation and CO2 vary with time. MIS-1 is in dashed line, and its
time interval is from 17 ka BP to 3 ka AP in (a) and from 17 ka BP to present in (b). The other four interglacials are in solid line. The five interglacials are aligned according to
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high CO2 concentration, the transient simulation shows thatMIS-11
is warmer than MIS-1 for both the annual and seasonal
temperatures.

8. Conclusions

The search for Late Pleistocene analogues of the future climate,
natural and hopefully under human activities, led us to analyse the
warm interglacials of the last 800 ka. Given the projected excep-
tional warmth over the next centuries, a particular attention was
paid to the warmest interglacials, i.e. MIS-1, MIS-5, MIS-9, MIS-11
and MIS-19, although it must be stressed that their astronomical
configurations are not the same as for the present-day and the near
future and their CO2 concentration is much lower.

Two sets of snapshot simulations with the insolation taken
when NH summer occurs at perihelion (NHSP) and at the inter-
glacial d18O peaks respectively allowed looking first for analogues
of the Holocene Optimum. In the NHSP experiments, MIS-19 ap-
pears to be the best analogue of MIS-1, in terms of the CO2 con-
centration, the latitudinal and seasonal distribution of insolation
and the climate response to these forcings. The combined effect of
insolation and CO2 on the climate of MIS-11 is also similar to MIS-1
but its origin is different: MIS-11 is cooler than MIS-1 for its inso-
lation but warmer for its CO2 concentration. Although MIS-1, MIS-
11 andMIS-19 all have a low eccentricity related to the 400-ka cycle
of eccentricity, MIS-11 departs from MIS-1 and MIS-19 mainly
because of its lower obliquity at the time of NHSP. MIS-5 and MIS-9
are much warmer than MIS-1 during boreal summer and much
cooler during boreal winter, leading to a very strong seasonal
contrast. At the annual scale, they arewarmer thanMIS-1 overmost
of the Globe, particularly over the high latitudes. The interglacial
d18O peaks are characterized by NH fall occurring at perihelion and
obliquity smaller than at NHSP. This explains that their simulated
climate is obviously cooler in the mid-high latitudes of both
hemispheres and warmer in the tropics than the climate of NHSP.
Using the interglacial d18O peaks, no analogue of MIS-1 can be
found. Comparison between model results and proxy data shows
that the insolation of NHSP is a better choice for simulating the
interglacial climate “Optimum” when snapshot simulations are
made.

To overcome the weakness of using one single date for repre-
senting one interglacial and to avoid the equilibrium climate hy-
pothesis, transient simulations were made. Such transient
simulations, which cover a full spectrum of astronomical configu-
rations during the entire period of each interglacial, allow
comparing the interglacials between them together and looking for
the analogues of the whole Holocene and its natural future. Based
on these simulations, an OPE (obliquity-precession-eccentricity)
index has been developed to estimate the climate sensitivity to
astronomical forcing. They also show that obliquity and precession
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have different weight on the annual mean temperature and pre-
cipitation of different latitudinal zones, therefore the climates of
different latitudes are not necessarily in phase. The response of the
climate system is shown to depend strongly upon the phase be-
tween obliquity and precession. When obliquity maximum occurs
with the NH summer being at perihelion (i.e. precession mini-
mum), as it is for MIS-9, MIS-19 and almost for MIS-1, the
maximum temperature of the NH mid-high latitudes occurs about
5 ka earlier than in the SH because of the higher sensitivity of the
vast continental areas of the NH. When the obliquity maximum
happens only a few thousands of years before precessionminimum,
like for MIS-5, the responses of the mid-high latitudes of the two
hemispheres are more or less in phase, the huge capacity of the
Southern Ocean delaying the expected early response of the SH to
obliquity. When obliquity maximum and precession minimum are
almost in anti-phase, like for MIS-11, the maximum in the annual
mean temperature of the SH mid and high latitudes occurs a few
thousands of years earlier than in the NH, expressing the larger
sensitivity of the SH to obliquity.

The phase difference of the temperature and precipitation be-
tween different latitudinal zones and between them and preces-
sion/obliquity means that one must be very cautious when
astronomically tuning the chronology of a proxy record or tuning it
to a proxy from other regions. However, our transient simulations
show that the JJA temperature of different latitudinal zones (except
the Southern Oceans) are all in phase and dominated by precession,
their maxima occurring when NH summer insolation reaches its
maximum. This suggests that the JJA temperature could be used
easily and confidently in the intercomparison between different
regions and between different interglacials and therefore between
the related proxies.

Compared to the natural climate of the present-day and its near
future, the past interglacials are warmer during boreal summer and
cooler during boreal winter leading to a stronger seasonal contrast
and a warmer annual mean. The warm interval of MIS-11 is the
longest, confirming the long duration of this interglacial as found in
proxy studies. It is related to the long-lasting low eccentricity and
high CO2 concentration and to the anti-phase relationship between
obliquity maximum and precession minimum during MIS-11. This
exceptional phase relationship between obliquity and precession
might also explain the simulated simultaneous occurrence of warm
winters and warm summers in the Arctic. Such occurrence, with at
the same time, the appearance of a warmwinter and a moderately
cool summer over Antarctica and its surrounding oceans might be
at the origin of a particularly large sea-level rise during MIS-11,
which remains to be confirmed by ice sheet modelling.

When considering the variations in both annual and seasonal
temperatures over the whole interval of each interglacial, our
simulations show that MIS-19 is the best analogue of the Holocene
and its natural near future. MIS-11 is close to the Holocene when
the impact of insolation alone is considered, but its long lasting
high CO2 concentration makes it warmer. Due to the large ampli-
tude of variations in insolation and also to their higher CO2 con-
centration, MIS-5 and MIS-9 can hardly be considered as analogue
of the Holocene. However, their warm climates as well as the
climate of MIS-11 make them the closest to the future human-
induced warm climate. Indeed, although their astronomical forc-
ing is different from the future and their CO2 concentration is much
lower than the anthropogenic CO2 concentration, there are simi-
larities between the past warm interglacials and the anthropogenic
warming in terms of climate feedbacks at the regional scale. In both
cases, the largest climate change happens at high latitudes of both
hemispheres related to the positive snow-ice-albedo-temperature
feecbacks, and the seasonal response over the polar oceans is
asymmetric. For the past interglacials, the local winter over the
polar oceans is indeed directly influenced by the local summer
through the summer remnant effect of insolation as explained in
Yin and Berger (2012). Similar mechanisms related to the
atmosphere-ocean-sea ice interactions are also found in the pre-
sent global warming resulting from the anthropogenic CO2 increase
(Manabe and Stouffer, 1980).

The differences between the seasonal behaviours of the past
interglacials and of the present-day and its near future leads to
stress the importance of reconstructing the seasonal climate from
proxy records and therefore the need to find proxies sensitive to the
seasonal cycle. Regarding the analogue of the natural climate of the
present-day and of the next centuries, the climate simulated at the
d18O peak of MIS-19 is found to be the best choice. The natural
future climate provides the background over which the impacts of
human activities can be assessed.
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