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Abstract. A test set for a language $L$ is a finite subset $T$ of $L$ with the property that each pair of morphisms that agrees on $T$ also agrees on $L$. Some results concerning test sets for languages with fair distribution of letters are presented. The first result is that every DOL language with fair distribution of letters has a test set. The second result shows that every language $L$ with fair distribution has a test set relative to morphisms $g, h$ which have bounded balance on $L$. These results are generalizations of results of Culik II and Karhumäki (1983).

1. Introduction

In recent years a lot of research has been done to study the problems of morphism equivalence and existence of a test set for families of languages. A survey of the results in this area may be found in [3, 12].

Given a language $L$, a finite set $T$, $T \subseteq L$, is called a test set for $L$ if for each two morphisms $g, h$ we have $g(x) = h(x)$ for each $x$ in $T$ if and only if $g(x) = h(x)$ for each $x$ in $L$. The notion of a test set is closely related to the problem of morphism equivalence. If, for a family of languages $\mathcal{L}$, each $L \in \mathcal{L}$ has effectively a test set (i.e., $L$ has a test set and there exists an algorithm to find it), then the problem of morphism equivalence is decidable for $\mathcal{L}$, i.e., given $L \in \mathcal{L}$ and two morphisms $g, h$ it is decidable whether $g(x) = h(x)$ for each $x$ in $L$.

Ehrenfeucht conjectured [13, Problem 108] that for every language $L$ there exists a test set. It is known that a test set cannot effectively exist for each context sensitive language, since the problem of morphism equivalence on these languages is undecidable [8]. However, the existence and effective existence of test sets have been shown for various families of languages. In [9] it has been shown that every language over a binary alphabet has (not effectively) a test set. A simpler proof to this result is given in [10], where the effective existence of a test set in the binary case is also shown for some families of languages. It is clear from arguments in [8] that a test set can be effectively constructed for each regular language, and this has been extended to context-free languages in [1]. Turning to $L$-systems, the existence of a test set is open for all families of languages between DOLs and indexed languages.
Recently, two families of languages which have `fair distribution of letters' have been shown to have a test set: the family of languages with `bounded deviation' and `fair distribution of letters', and the family of languages which are generated by `positive DOL systems [6]. For more results on the Ehrenfeucht Conjecture the reader is referred to the survey paper of Karhumäki [12].

In this paper we continue studying families of languages with `fair distribution of letters', and generalize the two above mentioned results of Culik II and Karhumäki [6].

In Section 2 some definitions and notations are given. The concept of fair distribution of letters is introduced in Section 3. A language \( L \) has fair distribution (of letters) if there exists a \( c > 0 \) such that in every substring \( e \) of \( L \) whose length is larger than \( c \) all the letters of \( \Sigma \) occur. Introducing this notion, the `connection' between fair distribution and test sets is discussed. In Section 4 we present our results. The first result is that every DOL language with fair distribution has a test set. The second result shows that every language \( L \) with fair distribution has a test set relative to morphisms \( g, h \) which have bounded balance on \( L \). The proofs of these results are discussed in Sections 5 and 6. Finally, in Section 7, some conclusions are given.

2. Preliminaries

In this section we give some definitions and notations. Some background material and additional definitions may be found in [15, 11].

A free monoid generated by a finite alphabet \( \Sigma \) is denoted by \( \Sigma^* \). The elements of \( \Sigma^* \) are words or strings and its subsets are languages. The identity element of \( \Sigma^* \), the empty word, is denoted by \( \Omega \), and \( \Sigma^+ = \Sigma^* - \{\Omega\} \).

Throughout this paper let \( L \) be a language over \( \Sigma^* \), where \( \Sigma = \{a_1, a_2, \ldots, a_n\} \).

Let \( w \in \Sigma^* \). The length of \( w \) is denoted by \( |w| \), and the number of \( a_i \)'s in \( w \) is denoted by \( |w|_{a_i} \). The Parikh-mapping \( \Psi: \Sigma^* \rightarrow N^* \) is defined by \( \Psi(w) = (|w|_{a_1}, \ldots, |w|_{a_n}) \). Consequently, the Parikh vector of a word \( w \) is denoted by \( \Psi(w) \). The set of letters occurring in \( w \) is denoted by \( \text{alph}(w) \). A word \( w \) is primitive if the equation \( \Psi(w) = \Psi(z) \) implies that \( n = 1 \) and \( z = w \).

For \( w \in \Sigma^* \), \( \text{pref}(w) \) denotes the set of all prefixes of \( w \), and \( \text{p-pref}(w) \) the set of all prefixes of \( w \) whose length is less than the length of \( w \). Similarly, \( \text{suffix}(w) \) and \( \text{p-suffix}(w) \) are defined with respect to the suffixes of \( w \). For \( L \subseteq \Sigma^* \), \( \text{pref}(L) = \{\text{pref}(w) / w \in L\} \). We say that \( y \) is a subword of \( w \) if \( w = w_1yw_2 \) for some words \( w_1 \) and \( w_2 \). The set of all subwords of words in \( L \) is denoted by \( \text{sub}(L) \).

The central notion in this paper is a morphism of a free monoid. Throughout the paper \( g \) and \( h \) denote morphisms from \( \Sigma^* \) to \( \Delta^* \) (where \( \Delta \) may be \( \Sigma \)) and \( f \) denotes a morphism from \( \Sigma^* \) to \( \Sigma^* \). For a language \( L \), \( g(L) = \{g(x) / x \in L\} \). The size of a morphism \( g \), denoted by \( \| g \| \), is \( \max\{|g(a)| / a \in \Sigma\} \). We say that \( g \) and \( h \) agree on \( L \) in symbols \( g =^* h \), if \( g(w) = h(w) \) for all \( w \) in \( L \). For a word \( w \), the balance of
w with respect to g, h, in symbols $\beta_{g,h}(w)$, is defined by $\beta_{g,h}(w) = |g(w)| - |h(w)|$. We say that a pair $(g, h)$ has bounded balance on $L$ if there exists a constant $k$ such that $|\beta_{g,h}(w)| \leq k$ for all $w \in \text{pref}(L)$. Otherwise, $(g, h)$ has unbounded balance on $L$. (Note that this definition relates to the language $\text{pref}(L)$ rather than to $L$.) For a language $L$, let $B(L) = \{(g, h) | (g, h) \text{ have bounded balance on } L\}$ and $\text{UB}(L) = \{(g, h) | (g, h) \text{ have unbounded balance on } L\}$. Moreover, let $H_i(L) = \{(g, h) | |g(x)| = |h(x)| \text{ for each } x \in L\}$.

Given a language $L$ and a set of pairs of morphisms $D$, we say that $L$ has a test set for $D$ if there exists a finite set $T$, $T \subseteq L$, such that for each pair $(g, h) \in D$ we have $g = h$ if and only if $g = h$. We say that $L$ has a test set if $L$ has a test set for the set of all pairs of morphisms $(g, h)$. The Ehrenfeucht Conjecture states: Every language has a test set. We say that a family of languages $\mathcal{F}$ has effective test sets if each $L \in \mathcal{F}$ has a test set and there exists an algorithm which, given $L \in \mathcal{F}$, finds its test set. A finite set $V$, $V \subseteq L$, is called a length test set for $L$ if for each $(g, h) \in H_i(V)$ and only if $(g, h) \in H_i(L)$.

The notion of a DOL system is also needed. A DOL system $G$ is a triple $(\Sigma, f, x)$, where $\Sigma$ is a finite alphabet, $f: \Sigma^* \rightarrow \Sigma^*$ a morphism and $x \in \Sigma^*$. The sequence of $G$, $E(G)$, is the sequence of words $x, f(x), f^2(x), \ldots$. The language $L(G) = \{f^n(x) | n \geq 0\}$ is the DOL language which is generated by $G$. We say that $E(G)$ is strictly monotonically increasing if $|f^{i+1}(x)| > |f^i(x)|$ for each $i \geq 0$. A decomposition of a DOL system $G = (\Sigma, f, x)$ is a set of DOL systems $G_0, 0 \leq j < n$, defined by $G_j = (\Sigma, f^{n-j}(x), f^j(x))$. Notice that $\bigcup_{j=0}^n L(G_j) = L(G)$. For a string $u \in \Sigma^*$, the language $L_u$, with respect to a fixed DOL system $G = (\Sigma, f, x)$, is $L(G_u)$, where $G_u = (\Sigma, f, u)$.

The following remarks concerning test sets are relevant. The notion of ‘test set for $D$’ where $D$ is a set of pairs of morphisms, turns out to be useful when proving that a language $L$ has a test set: if $D_1 \cup D_2$ equals the set of all pairs of morphisms and $L$ has test sets for $D_1$ and for $D_2$, then $L$ has a test set.

Dealing with length test set, one can verify that every language $L \subseteq \Sigma^*$ has a length test set. (A maximal set of words $w_1, \ldots, w_k \in L$, such that $\Psi(w_1), \ldots, \Psi(w_k)$ are linearly independent, is a length test set.) Throughout the paper, dealing with existence of a test set for $L \subseteq \Sigma^*$, we assume that $\Sigma \subseteq \text{sub}(L)$.

3. Fair distribution of letters and test sets

In this section we present the notion of fair distribution of letters and illustrate its connection to test sets. The results concerning these concepts are given in the following sections.

The notion of fair distribution of letters was presented in [6]. A language $L \subseteq \Sigma^*$ has fair distribution (of letters) if there exists a $c > 0$ such that, for each $v \in \text{sub}(L)$, if $|v| > c$, then $\text{alph}(v) = \Sigma$. 


As this paper deals with test sets for languages with fair distribution, we try to show the connection between these two concepts.

As a matter of fact, the notion of balance is the one which connects test sets and languages with fair distribution.

The balance is useful when dealing with morphism equivalence and test sets. Actually, when proving most (if not all) of the results concerning these problems, the notion of balance is crucial. In particular, some results only deal with pairs of morphisms which have bounded balance on a given language $L$. For example, it follows from [8, Theorem 2.1] that given a D0L language $L$ and $(g, h) \in B(L)$, it is decidable whether $g \equiv^e h$. Note that for an arbitrary pair of morphisms the decidability of this problem is open.

On the other hand, the notion of fair distribution is related to bounded balance. The balance measures the difference between $|g(w)|$ and $|h(w)|$ for words $w$. When $L$ has fair distribution, it turns out that the ratio between $|g(w)|$ and $|h(w)|$ for $w \in \text{sub}(L)$ is bounded. This bound does not imply a bounded balance. Yet it distinguishes languages with fair distribution from arbitrary languages, as the property of ‘bounded ratio’ does not hold for arbitrary languages. The ‘bounded ratio’ property is shown in the following lemma, which appears in [6, proof of Theorem 6.1].

**Lemma 3.1** (Culik II and Karhunen [6]). Let $L \subseteq \Sigma^*$ be a language with fair distribution, and let $c$ be the constant of distribution. There exists a $k \geq 1$ which depends only on $L$ such that the following is satisfied: for each $(g, h) \in H(L)$ and every $w \in \text{sub}(L)$ where $|w| \geq c$ we have $|g(w)| \leq k|h(w)|$ and $|h(w)| \leq k|g(w)|$.

The fair distribution is necessary in this claim. Consider, for example, the following language $L$ and morphisms $(g, h) \in H(L)$:

$$L = \{a^nb^n|n \geq 0\}, \quad g(a) = d, \quad g(b) = \Omega, \quad h(a) = \Omega, \quad h(b) = d.$$ 

One can verify that no constants $c$ and $k$ satisfy the requirements of Lemma 3.1.

A sketch of the proof of Lemma 3.1, which sheds some light on languages with fair distribution, is given below.

**Proof of Lemma 3.1.** The following claims, which are not difficult to verify, are needed to prove this lemma.

**Claim 1.** Let $z \in \Sigma^*$ such that $\text{alp}(z) \subseteq \Sigma$. There exists a $k_1 \geq 1$, which depends only on $z$, such that the following is satisfied: for each $g, h$ such that $|g(z)| = |h(z)|$, we have $k_1|g| \geq |h|$ and $k_1|h| \geq |g|$.

**Claim 2.** Let $L \subseteq \Sigma^*$ be a language with fair distribution. There exists a $0 < k_2 \leq 1$, which depends only on $L$, such that for each morphism $h$ and for each $w \in \text{sub}(L)$ with $\text{alp}(w) = \Sigma$, the following is satisfied: $k_2|w| \cdot |h| \leq |h(w)|$.
Turning to the proof of Lemma 3.1, let \( z \in \Sigma^+ \) such that \( \text{alph}(z) = \Sigma \), and let \( k_1 \) and \( k_2 \) be the numbers which are guaranteed by Claims 1 and 2, respectively. Set \( k \) as \( k_1 / k_2 \). To show that \( k \) satisfies the requirements of Lemma 3.1, let \( (g, h) \in H_1(L) \) and \( w \in \text{sub}(L) \) where \( |w| \geq \epsilon \). We have

\[
|g(w)| \leq |w| \cdot \|g\| \leq |w| \cdot k_1 \cdot \|h\| \leq \frac{1}{k_2} \cdot k_1 \cdot |h(w)|.
\]

Similarly for \( |h(w)| \). Since \( k_1 \geq 1 \) and \( 0 < k_2 \leq 1 \), it follows that \( k \geq 1 \), which completes the proof.

Note that there exists an \( L \subseteq \Sigma^* \) with fair distribution and morphisms \( g, h \) which agree on \( L \) such that \( (g, h) \in U(B(L)) \). A simple example is the following language and morphisms: \( L = \{ (ab^n)(ba^n) \mid n \geq 0 \} \), and \( g, h : \{ a, b \}^* \rightarrow \{ d \}^* \) such that \( g(a) = \Omega, g(b) = d, h(a) = d, h(b) = \Omega \).

4. Main results

In this section we present two theorems which were proved by Culik II and Karhumäki [6]. Then we give our generalizations to these results. We also try to show the contribution of our results to the study of test sets for languages with fair distribution. The proofs of these results are discussed in the next two sections.

To present the results of [6] the following definition is needed. A DOL system \( G = (\Sigma, f, x) \) is positive if for each \( b \in \Sigma \), \( \text{alph}(f(b)) = \Sigma \). A DOL language \( L \) is a positive language if there exists a positive DOL system \( G \) such that \( L = L(G) \). It is easy to verify that if \( L \) is a positive DOL language, then it has fair distribution.

The following definition is also needed. A language \( L \subseteq \Sigma^* \) has a bounded prefix deviation if for each \( (g, h) \in H_1(L) \) we have \( (g, h) \in B(L) \). (Note that this definition is equivalent to the definition which is introduced in [6]. We do not give the original definition since it requires some additional concepts.)

The following theorems are proved by Culik II and Karhumäki in [6].

**Theorem 4.1** ([6]). Let \( L \subseteq \Sigma^* \) be a language which has bounded prefix deviation and fair distribution. Then \( L \) has a test set.

**Theorem 4.2** ([6]). Let \( G = (\Sigma, f, x) \) be a positive DOL system. Then \( L(G) \) has a test set.

Theorem 4.2 is a result of the following theorems of [6].

**Theorem 4.2.1** ([6]). Let \( G = (\Sigma, f, x) \) be a positive DOL system. Then \( L(G) \) has a test set for \( B(L(G)) \).

**Theorem 4.2.2** ([6]). Let \( G = (\Sigma, f, x) \) be a positive DOL system. Then \( L(G) \) has a test set for \( UB(L(G)) \).
Theorems 4.2.1 and 4.1 have much in common, as both deal mainly with morphisms with bounded balance on a given language. Yet these results are incomparable: there are, of course, languages which have bounded prefix deviation and fair distribution, and which are not D0Ls; and one can find a positive D0L system $G$ such that $L(G)$ does not have bounded prefix deviation (see [6, Example 5.1]).

Our first result is the following theorem.

**Theorem 4.3.** A language $L \subseteq \Sigma^*$ which has fair distribution has a test set for $B(L)$.

Theorem 4.3 generalizes Theorem 4.2.1, but it does not generalize Theorem 4.1. To obtain a theorem which generalizes both Theorems 4.1 and 4.2.1, one can add to the test set which is guaranteed by Theorem 4.3 a length test set (see Section 2), and get the following theorem.

**Theorem 4.3'.** A language $L \subseteq \Sigma^*$ which has fair distribution has a test set $T$ for $B(L)$ which satisfies the following: for each $g, h, g \equiv^l h$ implies that $(g, h) \in H_T(L)$.

One can verify that Theorem 4.3' generalizes both Theorems 4.1 and 4.2.1.

The proof of Theorem 4.3, which is a generalization of the proofs of Theorems 4.1 and 4.2.1, is discussed in Section 5. The following lemma, which is useful in this proof, is given here, as we believe that it has importance of its own.

**Lemma 4.4.** Let $L \subseteq \Sigma^*$. There exists a finite set $U$, $U \subseteq \text{pref}(L)$, such that for each $(g, h) \in B(L)$ we have

$$\{\beta_{g,h}(w) \mid w \in \text{pref}(L)\} = \{\beta_{g,h}(w) \mid w \in U\}.$$
Theorem 4.5. Let $G = (\Sigma, f, x)$ be a DOL system such that $L(G)$ has fair distribution. Then $L(G)$ has a test set.

Theorem 4.5 shows a property of languages which causes a DOL language to have a test set, while Theorem 4.2 gives a property of DOL systems which causes the generated languages to have a test set. One can see that Theorem 4.5 is a strict generalization of Theorem 4.2. For example, consider the DOL system $G_0 = (\{a, b\}, f, a)$, where $f(a) = aba$ and $f(b) = b$. This system is not positive. Yet, Theorem 4.5 implies that $L(G_0)$ has a test set, as $L(G_0)$ has fair distribution. (It is easy to verify that $L(G_0) \subseteq (ab)^+a$.)

Theorem 4.5 generalizes Theorem 4.2 even when we turn to the families of languages, because the family of positive DOL languages is strictly contained in the family of DOL languages with fair distribution. To verify it, consider a DOL system $G = (\Sigma, f, x)$ such that $L(G)$ has fair distribution, and where the following conditions are satisfied: (i) $E(G)$ is strictly monotonic, and (ii) there exists an $i_0 \geq 0$ for which $|f^{-1}(x)| \leq |\Sigma| \cdot |f'(x)|$. (For example, let $G = (\{a, b, c\}, f, a)$ where $f(a) = bc$, $f(b) = abc$, and $f(c) = a^2c$. The following arguments show that if $L = L(G')$ were $G' = (\Sigma, f', x')$ a DOL system, then $G'$ is not positive. Assume, for the sake of contradiction, that such a $G$ is positive. Since $f'(d') = \Omega$ for each $d' \in \Sigma$, and $E(G)$ is strictly monotonic, it follows that $E(G) = E(G')$. Therefore, $|f'^{-1}(x)| \leq |\Sigma| \cdot |f'(x)|$, which contradicts the assumption that $G'$ is positive.

The above arguments fail if we allow decomposition: if $G$ may be decomposed into a finite set of positive DOL systems, then we can use Theorem 4.2 and conclude that $L(G)$ has a test set. The following lemma implies that this technique is not applicable for the DOL languages with fair distribution.

Lemma 4.6. There exists an infinite DOL language $L_0$ with fair distribution that contains no infinite positive DOL language.

It follows from Lemma 4.6 that there are no finite $t$ and positive DOL languages $L_1, L_2, \ldots, L_t$ satisfying $L_0 = \bigcup_{i=1}^t L_i$. In particular, if $L_0 = L(G_0)$, $G_0$ may not be decomposed into positive DOL systems.

The main idea in the proof of Theorem 4.5 is to generalize the concept of a positive DOL as follows. An almost positive DOL system is one in which the condition $\alpha(\sigma(f(b))) = \Sigma$ must hold only for symbols $b$ which generate infinite languages. It is shown that, given a DOL system $G$ such that $L(G)$ has fair distribution, $G$ may be decomposed into almost positive DOL systems. Then, generalizing the proof of Theorem 4.2 for positive DOLs [6], it is shown that an almost positive DOL system has a test set, which proves Theorem 4.5. The proof of Theorem 4.5 is discussed in Section 6, along with a proof of Lemma 4.6.

Dealing with test sets for DOL languages, the following result of Culik II and Karhumäki is important.
Lemma 4.7 ([5]). If a D0L language has a test set, then it has effectively a test set.

This result implies that Theorems 4.2 and 4.5 may be strengthened to show effective existence of a test set. Thus, introducing the proofs concerning D0Ls, no effort is made to show effective existence of a test set.

5. Proof of Theorem 4.3

In this section we discuss the proof of Theorem 4.3. The proof is deeply based on the proofs of Theorems 4.1 and 4.2, which are due to Culik II and Karhumäki [6]. These proofs are similar, and are, in turn, a generalization of another proof which deals with test sets in the 'bounded balance case' for languages over a binary alphabet, which appears in [9]. We first sketch the proofs of Theorems 4.1 and 4.2 and then we turn to the proof of Theorem 4.3.

Analyzing the proofs of Theorems 4.1 and 4.2 in [6], it follows that there exist two properties which imply existence of a test set for a given language \( L \): 'existence of representatives' and 'overlap'. These two concepts, together with some notations, are given below. (Note that these definitions do not appear explicitly in [6].)

For a set of words \( X \subseteq \Sigma^* \), and morphisms \( g, h \), let \( \beta_{e,h}(X) = \{ \beta_{e,h}(x) \mid x \in X \} \). Let \( M \) be a language and \( D \) a set of pairs of morphisms. We say that \( M \) has representatives for \( D \) if there exists a finite set \( U, U \subseteq M \), such that for each \( (g, h) \in D \) we have \( \beta_{e,h}(U) = \beta_{e,h}(M) \). We say that \( M \) has overlap for \( D \) if there exists a constant \( N \) such that for each \( u \in \text{pref}(M) \) with \( |v| \geq N \), the following holds: For any pair \( (g, h) \in D \), we have \( |h(v)| \geq |\beta_{e,h}(u)| \) and \( |g(v)| \geq |\beta_{e,h}(u)| \).

Note that the property of overlap is deeply connected to fair distribution and to existence of representatives. This is illustrated in the following lemma, which may be considered as a restatement of [6, Claim 1 in the proof of Theorem 5.1].

Lemma 5.1 ([6]). Let \( L \) be a language with fair distribution and such that \( \text{pref}(L) \) has representatives for \( B(L) \). Then \( L \) has overlap for \( B(L) \cap H(L) \).

The following lemma of Culik II and Karhumäki [6], which deals with representatives, overlap and test sets, is crucial in the proofs of Theorems 4.1 and 4.2.

Lemma 5.2 ([6]). Let \( L \subseteq \Sigma^* \) and let \( D \) be a set of pairs of morphisms. Assume that the following is satisfied: (i) Each subset of \( \text{pref}(L) \) has representatives for \( D \), and (ii) \( L \) has overlap for \( D \). Then \( L \) has a test set for \( D \).

Note that if, instead of condition (i), it is known that each subset of \( \text{pref}(L) \) has representatives for \( D_i \), where \( D_i \supset D \), then the lemma still holds (i.e., \( L \) has a test set for \( D \)).
The proof of Lemma 5.2 may be found in [6]. (Note that this lemma does not appear explicitly in [6], but it is proved when proving [6, 'Theorem 3.2].)

The usefulness of Lemma 5.2 in proving [6, Theorems 4.1 and 4.2.1] may be described as follows.

Dealing with a language $L$ with bounded prefix deviation (see Theorem 4.1), it is shown that each subset of $\text{pref}(L)$ has representatives for $H_f(L)$. Using the fair distribution, it is shown that such $L$ has overlap for $H_f(L)$. Now, by Lemma 5.2, $L$ has a test set for $H_f(L)$. Adding a length test set, it follows that $L$ has a test set, which proves Theorem 4.1.

Turning to Theorem 4.2.1, let $L$ be a DOL language. It is shown that a 'large enough' (but partial) set of subsets of $\text{pref}(L)$ has representatives for $B(L) \cap H_f(L)$. This proof is based on a result of Culik II [2], which roughly shows that there exist a vector $v$ and matrices $M_1, \ldots, M_n, M$ such that

$$\psi(\text{pref}(L)) = \{v \cdot M_{i_1} \cdot M_{i_2} \cdot \ldots \cdot M_{i_k} \cdot M \mid k \geq 0, 1 \leq i_j \leq t\}.$$ 

In addition, results of Mandel and Simon [14], which deal with matrices, are used. Now, using the fair distribution, it is shown that a positive DOL language $L$ has overlap for $B(L) \cap H_f(L)$. Appealing to Lemma 5.2 again and adding a length test set, it follows that $L$ has a test set for $B(L)$, which proves Theorem 4.2.1.

Note that the above-mentioned proofs concerning existence of representatives are deeply based on properties of the families of languages in consideration.

Our result, which is crucial in proving Theorem 4.3, is the following.

**Lemma 5.3.** For an arbitrary language $L$, each subset of $\text{pref}(L)$ has representatives for $B(L)$.

Notice that Lemma 5.3, together with Lemmas 5.1 and 5.2, implies Theorem 4.3, i.e., the existence of a test set for $B(L)$ for an arbitrary language $L$ with fair distribution. To verify this, consider a language $L$ and let $D_1 = b(L)$ and $D = B(L) \cap H_f(L)$. By the remark which appears after Lemma 5.2, it follows that $L$ has a test set for $B(L) \cap H_f(L)$. Adding a length test set we achieve a test set for $B(L)$. Thus, in order to prove Theorem 4.3, it suffices to prove Lemma 5.3.

Lemma 5.3 is a corollary of the following lemma.

**Lemma 5.4.** Let $M \subseteq \Sigma^*$. Then $M$ has representatives for $\{(g, h) \mid \beta_{g,h}(M) \text{ is a finite set}\}$.

To verify that Lemma 5.4 implies Lemma 5.3, let $M$ be a subset of $\text{pref}(L)$ and $(g, h) \in B(L)$. Then the set $\beta_{g,h}(M)$ is a finite set, which, by Lemma 5.4, implies Lemma 5.3.
Proof of Lemma 5.4. Assume that $\Sigma = \{a_1, \ldots, a_t\}$. For a pair of morphisms $g, h$, let $\eta_{g,h}$ be

\[ |g(a_i)| - |h(a_i)|, \ldots, |g(a_t)| - |h(a_t)|. \]

Let $A = \{(g_1, h_1), (g_2, h_2), \ldots, (g_n, h_n)\}$ be a finite set of pairs of morphisms which satisfies the following conditions: (i) for each $i$, $1 \leq i \leq l$, $\beta_{g_i, h_i}(M)$ is a finite set, and (ii) for each $(g, h)$ such that $\beta_{g, h}(M)$ is a finite set, $\eta_{g, h}$ is linearly dependent on $\eta_{g_1, h_1}, \ldots, \eta_{g_n, h_n}$.

Such a set always exists.

For a word $w \in M$, let $\text{vec}_A(w) = (\beta_{g_1, h_1}(x), \ldots, \beta_{g_n, h_n}(x))$. By condition (i), $\text{vec}_A(M)$ is finite, where $\text{vec}_A(M) = \{\text{vec}_A(w) \mid w \in M\}$. Therefore, there exists a finite set $U$, $U \subseteq M$, such that $\text{vec}_A(M) = \text{vec}_A(U)$.

Claim. For each $(g, h)$ such that $\beta_{g, h}(M)$ is a finite set, we have $\beta_{g, h}(U) = \beta_{g, h}(M)$.

Proof of the Claim. Let $(g, h)$ be a pair of morphisms such that $\beta_{g, h}(M)$ is a finite set. The choice of $A$ (condition (ii)) implies that there exist numbers $k_1, \ldots, k_t$ such that

\[ \eta_{g, h} = k_1 \cdot \eta_{g_1, h_1} + \cdots + k_t \cdot \eta_{g_t, h_t}. \]

Therefore, for each $z \in \Sigma^*$,

\[ \beta_{g, h}(z) = \Psi(z) \cdot \eta_{g, h} = \Psi(z) \cdot \left[ k_1 \cdot \eta_{g_1, h_1} + \cdots + k_t \cdot \eta_{g_t, h_t} \right] \]

\[ = k_1 \cdot \beta_{g_1, h_1}(z) + \cdots + k_t \cdot \beta_{g_t, h_t}(z) = (k_1, \ldots, k_t) \cdot \text{vec}_A(z). \tag{1} \]

Now, let $w \in M$. The fact that $\text{vec}_A(M) = \text{vec}_A(U)$ implies that there exists a $w'$ in $U$ such that $\text{vec}_A(w) = \text{vec}_A(w')$. Therefore, using (1), we have

\[ \beta_{g, h}(w) = (k_1, \ldots, k_t) \cdot \text{vec}_A(w) = (k_1, \ldots, k_t) \cdot \text{vec}_A(w') = \beta_{g, h}(w'). \]

This implies that $\beta_{g, h}(M) \subseteq \beta_{g, h}(U)$, which completes the proof of the above claim and the proof of Lemma 5.4. \(\square\)

6. Proof of Theorem 4.5

In this section we sketch the proof of Theorem 4.5. As it is deeply based on the proof of Theorem 4.2, which is due to Culik II and Karhumäki [6], we first sketch this proof, and then present the required generalizations. Note that the proof of Theorem 4.2 is complicated, and we believe that its sketch contributes to better understanding it.

Theorem 4.2 is a result of Theorems 4.2.1 and 4.2.2. The proof of Theorem 4.2.1 has been described in Section 5. Therefore, we sketch here only the proof of Theorem 4.2.2.
Sketch of the proof of Theorem 4.2.2

Let $G = (\Sigma, f, x)$ be a positive DOL system and $L = L(G)$. We have to show that $L$ has a test set for $\text{UB}(L)$.

Main idea

The main idea in this proof is 'periodicity'. One chooses a 'large enough' but finite set $T$, $T \subseteq L$, such that the following is satisfied. For each $(g, h) \in \text{UB}(L)$, if $g \equiv^T h$, then there exists a primitive word $p$ such that $g(L)$ and $h(L)$ are contained in $(\text{sub}(p^*))^k$, where $k = |x|$ (ignoring a finite set of words of $L$).

Note that if it is known that $g(L)$ and $h(L)$ are contained in $\text{sub}(p^*)$ (i.e., $k = 1$), then the task of proving that $g(w) = h(w)$ for each $w \in L$ (which means proving that $T$ is a test set for $L$) becomes easier: For $w \in L$, it happens that $g(w) = p_1 p_2$ and $h(w) = p'_1 p'_2$ where $p_, p'_1 \in \text{p-suf}(p)$, $p_2, p'_2 \in \text{p-pref}(p)$ and $i, i' \geq 0$. One only has to show that $p_1 = p'_1$, $i = i'$ and $p_2 = p'_2$. Similar information is useful when it is known that $g(L)$ and $h(L)$ are contained in $(\text{sub}(p^*))^k$.

Structure of the proof and main claims

The main claims of the proof are given below. A discussion concerning the validity of these claims is given later. Note that the claims in [6] are presented differently.

The first step in the proof is to choose a 'large enough' number $M_0$ and let $T = \{f^1(x), \ldots, f^{M_0}(x)\}$. The set $T$ is chosen such that it includes a length test set for $L$. It is claimed that $T$ is a test set for $\text{UB}(L)$. To prove this, let $g, h$ be a fixed pair of morphisms of $\text{UB}(L)$ such that $g \equiv^T h$. The following claims show that $g \equiv^T h$, which implies that $T$ is a test set for $\text{UB}(L)$.

Claim 6.1. There exist words $w$ and $p$, where $p$ is primitive, and an integer $i < M_0$, such that the following is satisfied:

(i) for each $c, d \in \Sigma$ such that $cd \in \text{sub}(\bigcup a \in \Sigma \ L_a)$, $f^i(cd) \in \text{sub}(w)$,
(ii) $g(w) \in \text{sub}(p^*)$ and $h(w) \in \text{sub}(p^*)$, and
(iii) $|g(f^i(a))| \geq |p|$ and $|h(f^i(a))| \geq |p|$ for each $a \in \Sigma$.

From Claim 6.1 one derives the following.

Claim 6.2. Let, for each $a \in \Sigma$, $\tilde{L}_a = L_a - \{f^i(a) | j < i\}$. Then $g(\tilde{L}_a) \subseteq \text{sub}(p^*)$ and $h(\tilde{L}_a) \subseteq \text{sub}(p^*)$, for each $a \in \Sigma$.

Recall that $L_a = L(G_a)$, where $G_a = (\Sigma, f, a)$.

From Claim 6.2 it follows that for $w = f^r(x) \in L$, where $r \geq i$, $g(w) \in (\text{sub}(p^*))^k$ and $h(w) \in (\text{sub}(p^*))^k$, where $k = |x|$. This information, the choice of $T$, and the assumption that $g \equiv^T h$ are sufficient to imply the following.

Claim 6.3. $g \equiv^T h$. 

Relevant properties of positive DOLs

The proofs of the above claims are based on the assumption that $L = L(G)$ where $G$ is a positive DOL system. Relevant properties of positive DOLs are listed below. Some intuition concerning these properties is given later.

Property 1—relatively small balances: Let $G = (\Sigma, f, x)$ be a positive DOL system, and $r$ an integer. There exists an integer $N$ such that the following is satisfied: for every pair of morphisms $(g, h) \in H_f(L(G))$, $n \geq N$ and $b \in \Sigma$, we have

$$|g(f^n(b))| \geq r \max \{\beta_{g,h}(w) \mid w \in \text{pref}(f^n(x)), 0 \leq m < n\}.$$

Roughly, this property says that the balances are small with respect to the lengths of words in $L$.

Property 2—density of pairs of letters: A positive DOL system may be decomposed into positive DOL systems which have `density of pairs of letters'. A DOL system $G = (\Sigma, f, x)$ has density of pairs of letters, if for each $c, d \in \Sigma$ such that $cd \in \bigcup_{a \in \Sigma} L_a$, it is the case that $cd \in \text{sub}(f(b))$ for each $b \in \Sigma$.

Note that, proving that $L(G)$ has a test set where $G$ is a positive DOL system, the first step (before choosing the number $M_n$) is to decompose $G$ into systems with density of pairs of letters. Then a test set is found to each one of these languages, and the union of these test sets is a test set for $L(G)$.

Property 3—different values of balance: Let $G = (\Sigma, f, x)$ be a DOL system, and $r$ an integer. There exists an $n_r \geq 1$, which depends only on $G$ and $r$, such that the following is satisfied: for each $(g, h) \in \text{UB}(L(G))$ there exists an $n, r < n \leq r + n_0$, and a string $u \in \text{pref}(f^n(x))$, such that the balance on $u$ is 'new'. By `new' we mean that

$$\beta_{g,h}(u) \not\in \{\beta_{g,h}(w) \mid w \in \text{pref}(f^n(x)), 0 \leq m < n\}.$$

Note that, given a DOL system $G = (\Sigma, f, x)$, an integer number $r$, and $(g, h) \in \text{UB}(L(G))$, there exist $n$ and $u \in \text{pref}(f^n(x))$, such that $\beta_{g,h}(u)$ is `new' in the above sense, where $n$ depends on $G$, $r$ and $g, h$. This is an immediate consequence of the assumption that $(g, h) \in \text{UB}(L(G))$. However, Property 3 gives a range for this $n$, which is valid for all pairs of morphisms $(g, h) \in \text{UB}(L(G))$.

Note that Property 3 holds for any DOL system (not only for positive systems).

On the proofs of Claims 6.1, 6.2 and 6.3

Sketch of the proof of Claim 6.1. Requirement (i) in Claim 6.1 is, roughly, a result of the density of pairs of letters in positive DOLs (see Property 2).

To prove Claim 6.1(ii) one shows that there exist two words $v_1w_1$ and $v_2w_2$ in $T$ (i.e., words with a common substring $w$) such that $w$ is `long enough' to guarantee Claim 6.1(i), and such that $\beta_{g,h}(v_1) \neq \beta_{g,h}(v_2)$. Since, by our assumption, $g = T h$, the situation may be illustrated as in Fig. 1.
If the relations between the lengths of the strings are as in Fig. 1, then $h(w) = z_1w_1 = w_2z_2$, where $w_1 \in \text{pref}(g(w))$, $w_2 \in \text{suf}(g(w))$ and $z_1, z_2$ are two strings, as is illustrated in Fig. 2.

Denoting a prefix of $g(w)$ by $p$ as in Fig. 2, one can show that $g(w) \in \text{sub}(p^*)$ and $h(w) \in \text{sub}(p^*)$. Moreover, $|p| = |\beta_{\epsilon, h}(v_1)| + |\beta_{k, h}(v_2)|$. Using some length arguments one can show that, even when the relations between the lengths of the above strings are different, there exists a 'long enough' string $\bar{w}$ (which is a substring of $w$) such that the relevant $p$ satisfies $g(\bar{w}) \in \text{sub}(p^*)$, $h(\bar{w}) \in \text{sub}(p^*)$ and $|p| \leq |\beta_{\epsilon, h}(v_1)| + |\beta_{k, h}(v_2)|$. These length arguments show, among other properties, that in Fig. 2 the two occurrences of $g(w)$ are really laid out on each other (a property which implies the periodicity). To show that these strings are laid out on each other, one shows that $|g(w)| \geq |\beta_{\epsilon, h}(v_1)| + |\beta_{k, h}(v_2)|$, a length relation which is a consequence of the relatively small balances in positive DOLs (see Property 1).

Note that we may assume that $g(w), h(w) \in \text{sub}(p^*)$ where $p$ is a primitive word, by considering $\bar{p}$ in the case that $p = \bar{p}^l$ for $l > 0$.

An important point in the above arguments is that the chosen words $v_1w_1u_1$ and $v_2w_2u_2$ where $\beta_{k, h}(v_1) \neq \beta_{k, h}(v_2)$ are included in $T$. The ability to define $T$ such that it includes such words for all the pairs of morphisms $(g, h) \in \text{UB}(L)$ is guaranteed by Property 3. This property enables us, given $(g, h) \in \text{UB}(L)$, to consider a word $v_1w_1u_1 = f^{m_1}(x)$, and to find a word $v_2w_2u_2 = f^{m_2}(x)$ which satisfies: (i) $\beta_{k, h}(v_1) \neq \beta_{k, h}(v_2)$, and (ii) $|m_2 - m_1| < n_0$ for some $n_0$ which only depends on $L$ and $m_1$. This situation enables us, given a language $L$, to define $T$ such that the relevant words $v_1w_1u_1$ and $v_2w_2u_2$ may be found in $T$ for all pairs of morphisms $(g, h) \in \text{UB}(L)$.

The above arguments sketch the proof of Claim 6.1(ii).

Turning to Claim 6.1(iii), the idea is to take $i$ to be 'large enough'. Trying to choose $i$, the following problem arises. The number $i$ is required to be less than $M_0$, where $M_0$ is chosen a priori and depends only on $L$; meanwhile, Claim 6.1(iii) presents a condition which involves both $i$ and a pair of morphisms $g, h$. One may
overcome this problem by using, again, the property of relatively small balances of positive DOLs (Property 1). One chooses $M_0$ 'large' and $i$ less than $M_0$ but such that $|f'(a)|$ is 'big' for each $a \in \Sigma$. Using the property of relatively small balances, one can derive that $|g(f'(a))| \geq |\beta_{r,h}(v_1)| + |\beta_{r,h}(v_2)|$, and similarly for $h$. But, as was noted before, $|\beta_{r,h}(v_1)| + |\beta_{r,h}(v_2)| \geq |p|$, which implies that Claim 6.1(iii) holds true. □

**Sketch of the proof of Claim 6.2.** To prove Claim 6.2, consider $y = f^m(x) \in \tilde{E}_a$ for $a \in \Sigma$. Since $m > i$ we have $y = f^i(z)$ for some $z = z_1z_2, \ldots, z_n$ where $z_i \in \Sigma$. Consider a pair $z_{j+1}$ for some $j < r - 1$. Since $z_{j+1} \in \text{sub}(\bigcup_{a \geq i} L_a)$ one can apply Claim 6.1 and derive that $g(f'(z_{j+1})) \in \text{sub}(p^*)$. Hence $g(f'(z_{j+1})) \in \text{sub}(p^*)$, $g(f'(z_2)) \in \text{sub}(p^*)$, and so on. To prove that $g(f'(z_1, z_2, \ldots, z_n)) \in \text{sub}(p^*)$ (i.e., $g(y) \in \text{sub}(p^*)$), it is enough to show that, for each $z_n$, $g(f'(z_n))$ has exactly one representation as a substring of $p^*$ (i.e., if $g(f'(z_n)) = p_1p'_1p_2p'_2$, then $p_1, p'_1 \in p{\text{-suf}}(p)$ and $p_2, p'_2 \in p{\text{-pref}}(p)$, then $p_1 = p'_1$, $l = l'$ and $p_2 = p'_2$). One can verify that if $x \in \text{sub}(p^*)$ for a primitive word $p$, and $|x| \geq |p|$, then $x$ has exactly one representation as a substring of $p^*$. But, by Claim 6.1, $|g(f'(z_n))| \geq |p|$ for each $j$ and $p$ is primitive, which completes the proof. □

**Sketch of the proof of Claim 6.3.** Since $i < M_0$ (see Claim 6.1), it is enough to show that $g(f^m(x)) - h(f^m(x))$ for $m > i$. Consider such $m$. By Claim 6.2 we have

$$g(f^m(x)) = g(f^m(a_1)) \ldots g(f^m(a_k)) = p_1p'_1p_2p'_2 \ldots p_kp'_k,$$

where $p_i \in p{\text{-suf}}(p)$, $p'_i \in p{\text{-pref}}(p)$, $i > 0$ and $x = a_1a_2 \ldots a_k \in \Sigma$. Similarly for $h(f^m(x))$. Our aim is to prove that $g(f^m(x)) = h(f^m(x))$. The main idea here is that there is a finite number of possible combinations for the strings $p_1, \ldots, p_k, p'_1, \ldots, p'_k$ for $g$ and for $h$ over all the words in $L$, because $|p_1|, |p'_1| < |p|$. Using this property, one can choose a large enough but finite set $U \subseteq L$ such that all the possible combinations of $p_1, \ldots, p_k, p'_1, \ldots, p'_k$ in both $g(f^m(x))$ and $h(f^m(x))$ occur in words $f^m(x)$ which are included in $U$. Refinement of this idea enables choosing $T$ such that if $g = h$, then $g(f^m(x)) = h(f^m(x))$ for each $m$.

The main problem in choosing a number $M_0$ where $T = \{x, f^1(x), \ldots, f^M(x)\}$ is that $M_0$ is chosen a priori, while the string $p$ depends on $g, h$. One can overcome this problem using Claim 6.1(iii), which gives a connection between the number $i$ which is less than $M_n$, and the length of $p$, a connection which holds for every relevant string $p$. □

Before turning to the properties of positive DOLs, the following remark is in order. Consider Claim 6.1(i) and notice that $\text{sub}(U) \subseteq \text{sub}(L)$, where $\text{sub}(U) = \text{sub}(U) \cap \Sigma^*$ and the inclusion may be strict. If Claim 6.1(i) were true for each $a = \Sigma$ of sub(L), then we could derive that $g(L)$ and $h(L)$ are contained in sub$(p^*)$ (ignoring a finite set of words of $L$). Having Claim 6.1(i) only for $a = \Sigma$ of sub$(U)$, implies that only $g(\tilde{L}_a)$ and $h(\tilde{L}_a)$ are contained in sub$(p^*)$ for each $a \in \Sigma$. Therefore,
one can only conclude that \( g(L) \) and \( h(L) \) are contained in \((\text{sub}(p^*))^k\) where \( k = |x| \) (ignoring a finite set of words of \( L \)).

**On the properties of positive DOLs**

**Property 1—relatively small balances:** The intuition behind this property may be roughly explained as follows.

Consider, first, a language \( L \subseteq \Sigma^* \) with fair distribution. Let \( g, h \) be a pair of morphisms, and assume that there exists a \( z \in \Sigma^* \) such that \( \beta_{g,h}(z) = 0 \) (i.e., \(|g(z)| = |h(z)|\)). The fair distribution implies that there exists a \( c' \geq 0 \) such that for every \( v \in \text{sub}(L) \), if \(|v| \geq c'\), then \( \psi(v) \equiv \psi(z) \). Let \( w \in \text{pref}(L) \), \(|w| = c'l + t\), where \( l \geq 0 \) and \( 0 \leq t < c' \). The choice of \( c' \) implies that \( \psi(w) = l\psi(z) + \psi(u) \) for some string \( u \). Since \( \beta_{g,h}(z) = 0 \), \( \beta_{g,h}(w) - \beta_{g,h}(u) \). This shows that if \( w \) is ‘long’, then there are many letters in \( w \) on which the total balance is zero. This, of course, causes the balance to be small.

In order to prove Property 1 for \( L(G) \), where \( G = (\Sigma, f, x) \) is a positive DOL system, one has to refine these arguments. This refinement is a consequence of the positiveness. Considering \( f(b) \) for \( b \in \Sigma \), all the letters of \( \Sigma \) occur in it, and, for each letter \( a \in \text{sub}(f(b)) \), all the letters of \( \Sigma \) occur in \( f(a) \), and so on. One can show that this ‘rapid growth’ implies that, for \( w \in \text{pref}(f^n(x)) \), \( \psi(w) = \psi(w') + \psi(w'') \), where \( \beta_{g,h}(w') = 0 \) for each \((g, h) \in H_i(L)\), and where \(|w''| \) is ‘small’. Actually, it turns out that

\[
|w''|/|f^n(x)| \xrightarrow{n \to \infty} 0.
\]

This fact shows that, for \((g, h) \in H_i(L)\), \( \beta_{g,h}(w) \) is ‘small’ with respect to \(|f^n(x)|\), which enables to prove Property 1.

**Property 2—density of pairs of letters:** This property is a fairly easy consequence of the definition of a positive DOL system.

**Property 3—different values of balance:** This result, which relates to an arbitrary DOL language \( L(G) \), is combinatorial in nature, and uses the fact that \( \text{pref}(L(G)) = \tau(L(G')) \) for a DTOL \( G' \) and a morphism \( \tau \), a result of Culik [1][2].

**On the proof of Theorem 4.5**

Turning to Theorem 4.5 we have to prove that a DOL language \( L \) with fair distribution has a test set. The existence of a test set for \( B(L) \) is a result of Theorem 4.3. (Actually, it is also a result of the proof in [6] of Theorem 4.2.1.) Therefore, it suffices to prove that \( L \) has a test set for \( \text{UB}(L) \).

The following characterization of DOLs with fair distribution, which appears in [6, Lemma 4.1], motivates our proof in the unbounded case.

**Lemma 6.4 ([6]).** Let \( G = (\Sigma, f, x) \) be a DOL system such that \( L(G) \) is infinite. Let \( \Sigma_f = \{ a \in \Sigma \mid L_a \text{ is finite} \} \) and \( \Sigma_i = \Sigma - \Sigma_f \). \( L(G) \) has fair distribution if and only if the following two conditions are satisfied:

\[\text{[6, Lemma 4.1]}\]

\[\text{[6]}\]
(i) there exists an integer \( n_0 \) such that, for every \( a \in \Sigma_n \), \( \text{alph}(f^n(a)) = \Sigma \) for \( n \geq n_0 \), and
(ii) the languages \( \Sigma^* \cap \text{pref}(L_a) \) and \( \Sigma^* \cap \text{suf}(L_a) \) are finite for every \( a \in \Sigma \).

Adapting the partition of \( \Sigma \) into \( \Sigma_1 \) and \( \Sigma_2 \), we define the notion of 'almost positiveness'. A DOL system \( G = (\Sigma, f, x) \) is said to be \textit{almost positive} if the following conditions are satisfied:

(i) \( L(G) \) has fair distribution,
(ii) for each \( a \in \Sigma_1 \), \( \text{alph}(f(a)) = \Sigma \), and
(iii) \( E(G) \) is strictly monotonic.

A DOL language \( L \) is an \textit{almost positive} language if there exists an almost positive DOL system \( G \) such that \( L = L(G) \).

Notice that a positive DOL system \( G = (\Sigma, f, x) \) is an almost positive DOL system where \( \Sigma_1 = \emptyset \) (unless \( |\Sigma| = 1 \) and \( L(G) \) is finite, in which case monotonicity is not satisfied).

The following observation is crucial in the proof of Theorem 4.5.

**Lemma 6.5.** Let \( G \) be a DOL system such that \( L(G) \) is an infinite language with fair distribution. Then \( G \) may be decomposed into a finite set of almost positive DOL systems \( G_1, \ldots, G_n \) such that \( \bigcup_{i=1}^n L(G_i) = L(G) \) for some finite language \( V \).

**Corollary 6.5.1.** Proving Theorem 4.5 it is enough to prove that every almost positive DOL language has a test set.

**Proof of Lemma 6.5.** It is easy to verify that, given a DOL system \( G' = (\Sigma', f', x') \) which satisfies conditions (i) and (ii) of the definition of an almost positive system, \( G' \) may be 'decomposed' into almost positive DOL systems \( G_1, \ldots, G_n \) such that \( \bigcup_{i=1}^n L(G_i) = L(G') - V' \), where \( V' \) is a finite set of words. Hence it suffices to prove that the DOL system \( G \) of Lemma 6.5 may be decomposed into DOL systems which satisfy conditions (i) and (ii) of the definition of almost positive. Now, let \( G = (\Sigma, f, x) \), let \( n_0 \) be the number which is guaranteed by Lemma 6.4, and consider the DOL systems \( G_j = (\Sigma, f^{n_0}, f^j(x)) \) where \( 0 \leq j < n_0 \). It is easy to verify that these systems satisfy the above-mentioned conditions (i) and (ii), which completes the proof. 

By Corollary 6.5.1, and since the existence of a test set for \( B(L) \) is guaranteed by Theorem 4.3, the following theorem implies Theorem 4.5.

**Theorem 6.6.** Let \( G = (\Sigma, f, x) \) be an almost positive DOL system. Then \( L(G) \) has a test set for \( UB(L) \).

The proof of Theorem 6.6 is based on the proof of Theorem 4.2.2. Intuitively, arguments which are similar to those of the proof of Theorem 4.2.2 are useful, as almost positive DOL systems are 'similar' to positive systems. One can say that the set \( \Sigma \) is the one which 'determines the nature of a DOL language \( L(G) \) when
dealing with test sets. This and the fact that the letters of \( \Sigma \) satisfy the requirement of positiveness (i.e., for \( a \in \Sigma \), \( \text{alph}(f(a)) = \Sigma \)), imply that almost positive D0Ls are ‘similar’ to positive D0Ls.

However, trying to generalize the proof of Theorem 4.2.2 to deal with almost positive D0Ls, some problems arise which require some modifications in the proof. We first give the properties of almost positive D0Ls and the claims which prove Theorem 6.6. Then we discuss the changes that have been made with respect to the proof of Theorem 4.2.2, and discuss the validity of the ‘new’ properties and claims.

**Structure of the proof of Theorem 6.6 and main claims**

The following definition is needed. Let \( G = (\Sigma, f, x) \) be a D0L system. The set of blocks of \( L \), \( \text{BL}(L) \), is \( \{ z \in \text{sub}(L) \mid z \in \Sigma^* \Sigma^* \} \), i.e., the substrings of \( L \) in which a letter of \( \Sigma \) occurs exactly once. Notice that if \( L(G) \) has fair distribution, then \( \text{BL}(L) \) is a finite set.

Turning to the proof of Theorem 6.6, let \( G = (\Sigma, f, x) \) be an almost positive D0L system, \( L = L(G) \). The first step in the proof is, again, to choose \( M_0 \), and let \( T = \{ x, f^1(x), \ldots, f^{M_0}(x) \} \). To prove that \( T \) is a test set for \( \text{UB}(L) \), let \( (g, h) \in \text{UB}(L) \) such that \( p = \\text{f} \).

**Claim 6.1’.** There exist words \( w \) and \( p \), where \( p \) is primitive, and an integer \( i < M_0 \), such that the following is satisfied:

(i) for each \( \alpha, \beta \in \text{BL}(L) \) such that \( \alpha \beta \in \text{sub}(\bigcup_{a \in \Sigma} L_a) \), \( f^i(\alpha \beta) \in \text{sub}(w) \),

(ii) \( g(w) \in \text{sub}(p^*) \) and \( h(w) \in \text{sub}(p^*) \), and

(iii) \( |g(f^i(\alpha))| \geq |p| \) and \( |h(f^i(\alpha))| \geq |p| \) for each \( \alpha \in \text{BL}(L) \).

**Claim 6.2’.** For each \( a \in \Sigma \), \( g(\tilde{L}_a) \subseteq \text{sub}(p^*) \) and \( h(\tilde{L}_a) \subseteq \text{sub}(p^*) \), where \( \tilde{L}_a = L_a - \{ f^i(a) \mid j < i \} \).

**Claim 6.3’.** \( g \equiv^L h \).

**Relevant properties of almost positive D0Ls**

We claim that the following properties hold true for almost positive D0Ls. (A sketch of the proofs is given later.)

Property 3 holds true for almost positive D0Ls. (Actually, it holds for each D0L language.)

Let Property 1’ be similar to Property 1, the only difference is that letters \( b \) in \( \Sigma \) are considered, instead of letters \( b \) in \( \Sigma \). Property 1’ holds true for almost positive D0Ls.

Instead of Property 2, the following Property 2’ holds true: An almost positive D0L system may be decomposed into almost positive D0L systems which have ‘density of pairs of blocks for \( L \).’ A D0L system \( G = (\Sigma, f, x) \) has density of pairs of blocks for \( \Sigma \), if for each \( \alpha, \beta \in \text{BL}(L) \) such that \( \alpha \beta \in \bigcup_{a \in \Sigma} L_a \), it is the case that \( \alpha \beta \in \text{sub}(f(b)) \) for each \( b \in \Sigma \).
Note that the density of blocks generalizes, in some sense, the density of letters which is introduced in Property 2. Yet, Properties 1' and 2' are weaker than Properties 1 and 2 as they deal only with $\Sigma_i$ and no information is given concerning $\Sigma_r$.

**The differences between the proofs of Theorem 4.2.2 and Theorem 6.6**

The main problems in generalizing the proof of Theorem 4.2.2 is that Properties 1 and 2 do not hold true for each almost positive DOL language. Only weakened versions of these properties, Properties 1' and 2', which deal with $\Sigma_i$ and ignore $\Sigma_r$, are satisfied.

The fact that Property 1 does not hold true motivates us to consider the blocks $\beta L(L)$ instead of letters. This technique solves the ‘length problem’: The estimation that $|g(f^n(h))|$ is ‘larger than the balances’ for $h \in \Sigma_r$ which appears in Property 1’ (and which does not hold for $b$ in $\Sigma_r$), holds true for blocks, as in each block of $\beta L(L)$ a letter of $\Sigma$ occurs.

The fact that Property 2 is not satisfied implies the weak version of Claim 6.1 (ii): only blocks $a, b$ in $\text{sub}(\bigcup_{a \in \Sigma} L_a)$ are considered, and substrings of $\bigcup_{a \in \Sigma} L_a$ are ignored. This, in turn, implies the weak version of Claim 6.2: languages $L_a$ are considered only for $a \in \Sigma_r$. The ‘lack of information’ about $\tilde{L}_a$ for $a \in \Sigma_r$ complicates the proof of Claim 6.3’, and, comparing its proof to the proof of Claim 6.3, some additional arguments are needed.

**Validity of the properties and claims**

Consider, first, Property 2’. It deals with density of pairs of blocks instead of letters, but it turns out that the same proof shows density of blocks. The almost positiveness causes this property to deal only with $\Sigma_i$ but, turning to $\Sigma_r$, the proof is exactly as the proof of Property 2.

Having density of blocks, it turns out that the proofs of Claims 6.1’ and 6.2’ are similar to those of Claims 6.1 and 6.2.

Turning to Claim 6.3’, the ‘lack of information’ concerning $\tilde{L}_a$ for $a \in \Sigma_r$ complicates its proof. To see this, recall the proof of Claim 6.3. In this proof, letting $x$ be $a_1 a_2 \ldots a_k$, the fact that $g(\tilde{L}_a)$, $h(\tilde{L}_a) \subseteq \text{sub}(p^*)$ for $1 \leq j \leq k$ was crucial in the proof. Now, if $x = b_1 a_1 \ldots a_k b_{k+1}$ for $a, a \in \Sigma_i$ and $b \in \Sigma_r$, then $g(\tilde{L}_a)$, $h(\tilde{L}_a) \subseteq \text{sub}(p^*)$ for each $j$, but this is not true for $\tilde{L}_b$, $L_{b_1}$, $L_{b_2}$, ... where $\tilde{L}_b = \{f^m(h_i)\mid m \leq i\}$, $G_{b_1} = (\Sigma, f, h_i)$. The main idea in solving this problem is that the languages $L_{b_1}, \ldots, L_{b_{k+1}}$ are finite languages (as $b \in \Sigma_i^*$ for each $j$). This implies that there exists a finite set $W$ such that, for each $y \in L$, $g(y)$ equals $w_1, p, p^* p^* p^* p^* p^* \ldots$, where $p, p^* p^* p^* p^* p^* \ldots$ over all the words in $L$ is finite. This finiteness implies that a finite number of checks suffices to guarantee that $g \neq h$, and one has to include these checks in $T$. Turning to Claim 6.3, we use also the finiteness of $W$ and take a larger but still finite set $T$ which...
includes all the necessary checks. Arguments which are similar to those of Claim 6.3 show that if \( g = t \cdot h \), then \( g = t \cdot h \), which completes the proof.

The above discussion explains Claims 6.1', 6.2', 6.3' and Property 2'. Note that Property 3 deals with arbitrary DOLs. So it is only left to sketch the proof of Property 1' for almost positive DOL languages.

Property 1' of relatively small balances only deals with \( \Sigma_i \). It turns out that, limiting ourselves to \( \Sigma_i \), the proof of Property 2' for almost positive DOLs is similar to the proof of Property 2. The modifications which are needed in proving Property 2' are that some length arguments must ignore the letters of \( \Sigma_i \). More precisely, we consider \( |w|_{\Sigma_i} \) instead of \( |w| \), where \( |w|_{\Sigma_i} \) is the number of occurrences of letters of \( \Sigma_i \) in \( w \). However, given an almost positive DOL system \( G = (\Sigma, f, x) \), the fair distribution of \( L(G) \) implies the existence of a constant \( I(G) \geq 1 \) such that \( I(G)|w|_{\Sigma_i} \geq |w| \) for each \( w \in \text{sub}(L(G)) \). Therefore, \( (1/I(G))|w| \leq |w|_{\Sigma_i} \leq |w| \), so that length arguments which ignore \( \Sigma_i \) are enough to derive Property 1'.

This completes our discussion concerning the proofs of Theorem 6.6 and Theorem 4.5.

To complete the discussion about DOLs, Lemma 4.6 needs to be proved.

Proof of Lemma 4.6. Let \( G_0 = (\{a, b\}, f, a) \), where \( f(a) = aba \) and \( f(b) = b \), and let \( L_0 = L(G_0) \). Then \( L_0 = \{(ab)^{n-1}a \mid n \geq 0\} \) is an infinite DOL language with fair distribution. We claim that \( L_0 \) contains no infinite positive DOL language.

Assume, for the sake of contradiction, that \( L' \subseteq L_0 \) is an infinite language which is generated by a positive DOL system \( G' = (\{a, b\}, f', x') \). The positiveness of \( G' \) and the fact that \( L' \subseteq (ab)^*a \) implies that \( E(G') \) is strictly monotonic for each \( k, l \geq 0 \). To verify this, consider first \( f'(a) \). Since each word in \( E(G') \) begins and ends with the letter \( a \), and since \( L' \subseteq (ab)^*a \), it follows that \( f'(a) = (ab)^ka \) for some \( k, l \geq 0 \). The following claim proves that \( f'(a) = a \), which contradicts the assumption that \( G' \) is positive.

Claim. \( f'(a) = a \).

Proof. Let \( E(G') = w_{0}, w_{1}, \ldots, w_{n}, \ldots \). Since \( E(G') \) and \( E(G_0) \) are strictly monotonic, it follows that for each \( i \geq 0 \) there exists an \( n_i \geq 1 \) such that \( w_{i+1} = f^n_i(w_i) \), where \( f_i \) is the morphism of \( G_0 \).

Let \( \Sigma = \{a, b\} \). Since \( f'(a) = (ab)^ka \) and \( f'(b) = (ba)^lb \), it follows that the matrix which is induced by \( G' \) is

\[
\begin{pmatrix}
  k + 1 & k \\
  l & l + 1
\end{pmatrix},
\]

while the matrix which is induced by \( G_0 \) is

\[
\begin{pmatrix}
  l & 2 \\
  0 & 1
\end{pmatrix}.
\]
Therefore, the following equation holds for each $i \geq 0$:

$$
(|w_i|_a, |w_i|_b) \binom{k+1}{l} \binom{k}{l+1} = (|w_i|_a, |w_i|_b) \binom{2}{0} \binom{1}{1}^n.
$$

One can verify that

$$
\binom{2}{0} \binom{1}{0} = (2^n, 2^n - 1).
$$

Since, for each $i$, $|w_i|_b = |w_i|_a - 1$, we can denote $|w_i|_a$ by $m_i$ and achieve the following:

$$
(m_i, m_i - 1) \left[ \binom{k+1}{l} \binom{k}{l+1} - \binom{2^n}{0} \binom{2^n - 1}{1} \right] = (0, 0).
$$

Therefore,

$$
(m_i, m_i - 1) \binom{k+1}{l} \binom{2^n}{0} \binom{k + 1 - 2^n}{l} = (0, 0),
$$

which implies that

$$
m_i(k+1 - 2^n) + (m_i - 1)l = 0.
$$

We may assume that $m_i > 1$. Therefore, for each $i > 0$,

$$
2^n = l(m_i - 1)/m_i + k + 1.
$$

This equality must be satisfied for fixed numbers $k, l \in \mathbb{N} \cup \{0\}$, and an infinite sequence of pairs $(m_i, n_i)$, where $m_i \to \infty$.

Now, by (2) we have $2^n \cdot l + k + 1$, which implies that $\{n_i | i > 0\}$ is a finite set. Since $l$ and $k$ are fixed, and $\{m_i/(m_i - 1) | i > 0\}$ is an infinite set (as $m_i \to \infty$), the only possibility to satisfy (2) is that $l = 0$ (and $k + 1 = 2^n$ for each $i$), which completes the proof of the claim and of Lemma 4.6. $\square$

7. Conclusions and open problems

The results of this paper may be viewed as another step towards proving the Ehrenfeucht Conjecture: the existence of test sets for languages. However, we regard these results as another step in the study of test sets for languages with fair distribution. We believe that this study may be fruitful, and that the notion of fair distribution is closely related to test sets.

By Theorem 4.3, given a family of languages $\mathcal{F}$ with fair distribution, if one proves that each $L \in \mathcal{F}$ has a test set for $\bigcup B(L)$, then it follows that $L$ has a test set.

Turning to Theorem 4.5, its proof is based on the properties of D0Ls with fair distribution. Trying to isolate these properties from the claims for existence of a test set, the following may be derived.
Claim 7.1. Let $L \subseteq \Sigma^*$, $\bar{B}(L) \subseteq \text{sub}(L)$ and let $g$, $h$ be a pair of morphisms. Assume that the following is satisfied:

1. For each $x \in L$, $x = x_1x_2 \ldots x_k$ for $x_i \in \bar{B}(L)$.
2. There exist words $w$ and $p$, where $p$ is primitive, such that: (i) for each $\alpha$, $\beta \in \bar{B}(L)$ such that $\alpha\beta \in \text{sub}(L)$ we have $\alpha\beta \in \text{sub}(w)$, (ii) $g(w) \in \text{sub}(p^*)$ and $h(w) \in \text{sub}(p^*)$, and (iii) $|g(\alpha)| \geq |p|$ and $|h(\alpha)| \geq |p|$ for each $\alpha \in \bar{B}(L)$.

Then $h(L) \subseteq \text{sub}(p^*)$ and $g(L) \subseteq \text{sub}(p^*)$.

Note that this technique to show periodicity is taken from [6].

Showing 'periodicity' may be useful for finding a test set for $L$, as in Theorems 4.2.2 and 4.3. Note that a situation of 'periodicity' in some sense appears again and again in the 'unbounded balance case' of proofs of morphism equivalence and test sets (see, in addition to [6], the proofs in [8, 9]).

In [6] simple DOL systems are discussed. A DOL system $G = (\Sigma, f, x)$ is simple if, for each $b, c \in \Sigma$, $b$ is generated from $c$ in a number of steps (i.e., $b \in \text{sub}(f^n(c))$ for some $n$). It is shown that, given a simple DOL system $G = (\Sigma, f, x)$ where $|x| = 1$, it may be decomposed into positive DOL systems $G_1, \ldots, G_n$ and hence $L(G)$ has a test set. Notice that $L(G) = \bigcup_{i=1}^n L(G_i)$, i.e., $L(G)$ is a union of a finite set of DOLs with fair distribution.

The notion of a simple DOL system is a generalization of the notion of a positive DOL system. This leads to a conjecture of [6] that the technique of the proof of Theorem 4.2 may be useful in showing existence of test sets for simple DOLs.

Notice that, given a simple DOL system $G = (\Sigma, f, x)$, $\Sigma = \emptyset$ (like in a positive system), but $L(G)$ does not necessarily have fair distribution. For example, consider $G_2 = (\{a, b\}, f, ab)$ where $f(a) = bb$ and $f(b) = aa$. The language $L(G_2)$ does not have fair distribution. Moreover, one can verify that there exist no finite $t$ and languages $L_1, \ldots, L_t$ with fair distribution such that $L(G_2) = \bigcup_{i=1}^t L_i$. In this sense, given a simple DOL system $G = (\Sigma, f, x)$, the length of $x$ influences the distribution of letters of $L(G)$.

One can say that an important difference between positive and simple DOLs is the lack of fair distribution in simple DOL languages. The fact that the technique of the proof of Theorem 4.2 was not yet used for simple DOLs strengthens our belief that the property of fair distribution is crucial for existence of test sets for DOLs, as well as for other families of languages.
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