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Abstract
The failure of a single controller in the control layer of the Software-Defined Net-
work (SDN) challenges the management of switches in the data layer and disrupts 
the proper function of the network; therefore, the optimal placement of multiple 
controllers in the network and the assignment of switches to controllers, called Con-
troller Placement Problem (CPP), is an emerging and very important issue. Because, 
in case of controller failures, switches must be reassigned to active controllers in 
the network, this process results in a significant increase in the worst-case latency 
after reassignment due to lack of planning for controller failures. For this reason, 
the problem can be customized for the network real world by planning the star 
assignment of switches to controllers despite failures. Also, for placing controllers, 
another challenge is the network search space, which can be significantly reduced 
by using standard array decision variables. In this paper, a new star capacity-aware 
delay-based controller placement approach with single controller failure is formu-
lated and presented as a Mixed Integer Program (MIP). The purpose of the proposed 
approach is to minimize the maximum, for all switches, of the sum of the worst-
case latency from the switch to the nearest first controller with enough capacity and 
the worst-case latency from the same switch to the closest second controller with 
enough capacity. We also use the population-based simulated annealing algorithm 
for fast convergence of the problem toward the optimal solution on large-scale net-
works. The proposed formulation and algorithm are estimated with the real Internet 
Topology Zoo and the results were extensively analyzed. Unlike controller place-
ment approaches with linear (hierarchy) strategy, our proposed approach which is 
based on star planning and uses the array switch-to-controller assignment variables. 
According to the simulation results, our proposed approach performs better than 
Capacitated Next Controller Placement (CNCP) and Resilient Capacity-aware Con-
troller Placement Problem (RCCPP) approaches in case of controller failure and in 
failure free case.
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1  Introduction

A Software-Defined Network (SDN) is designed as an emerging structure with the 
abstraction and separation of different separable planes. It transfers the control layer 
functions of network elements such as routing and load distribution from within net-
work elements to one or more logically and physically distributed centralized enti-
ties called controllers. Also, it retains the functions such as packet forwarding, polic-
ing, and queuing within network elements to simplify and improve management 
of the network with high resilience; therefore, network programming capability is 
enhanced through open interfaces, which leads to more innovative opportunities in 
these networks. In addition to the above objectives, SDNs can be combined with net-
work functions virtualization technology for efficient network approach in terms of 
hardware costs [1, 2]. Also, SD-WAN technology [3] is a unique approach for soft-
ware-defined wide-area networks because it combines traditional WAN technologies 
such as MPLS and broadband connections. This allows organizations to direct traf-
fic to remote locations and different branches, while reducing network costs. There-
fore, one controller is not enough to manage SDN. Because of this challenge, each 
forwarding device needs to be assigned to more than one controller (one controller 
as the master controller and the rest of the controllers as the backup controllers) 
to ensure reliability. In other words, it is necessary to deploy multiple controllers 
in locations that lead to optimal performance. All controllers must sustain a stable 
global view during placement in the network to ensure convenient network function. 
In fact, by placing multiple controllers in the SDN, we lead to a resilient and reli-
able design of the control plane. In other words, the Controller Placement Problem 
(CPP), first invented by Heller et al. [4], refers to determination of the number and 
location of controllers and assignment of forwarding devices to controllers in the 
network. CPPs that take into account both the capacity and reliability parameters of 
the controller are called capacity-aware reliable CPPs. In many previous researches, 
both the capacity and reliability parameters of the controller were considered and 
the objective function was to minimize latency. The challenges under consideration 
are the large network search space and the linear k-center problem not being custom-
ized for the network real world.

Killi and Rao [5] have proposed two mathematical optimization models for the 
cost-based resilient capacitated CPP by using constraints on the delay between 
switches and controllers. The purpose is to create high resilience against controller 
failures, reduce controller installation cost, and reduce the reserved backup extra 
capacity of controllers assuming the number of controllers is constant. However, 
they did not take the latency into account in their objective function, and in the for-
mulation provided by them, the decision variable Mij was used to assign the switches 
to the controllers, in which network search space, assuming N switches and C con-
trollers in network, was equivalent to NC bit; but this is a relatively large search 
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space for deploying controllers in the network. In [2], Tanha et  al. examined the 
Resilient Capacitated Controller Placement Problem (RCCPP) to minimize the num-
ber of controllers in order to have a cost-effective design, considering only the fail-
ure of one or more controllers. Also, similar to [5], they used the decision variable 
Xij for the assignment operation, which results in a large search space in the network. 
Also, their approach, according to [5], is not suitable for delay-sensitive applications 
because the proposed formulation is based on the k-center or k-medium facility loca-
tion problem, which is more focused on cost. In approaches of [2, 5], the perfor-
mance metric is not the linear k-center but the star k-center, but the network search 
space is not optimal depending on the non-standard decision variables used. In [6], 
Killi and Rao studied reliable capacitated CPP by embedding the capability to pre-
dict the controller failures in forwarding devices. However, their proposed model is 
based on linear assignment of switches to controllers. Also, this approach aims to 
minimize the maximum, for all forwarding devices, of the sum of two latencies, 
namely, latency from the forwarding device to the first nearest controller and latency 
from the first nearest controller to its second closest controller. Also, the network 
search space is equivalent to NC bits due to the use of the decision variable rl

ij
 if the 

linear assignment of a switch to l controller is expanded, which is similar to [2, 5]. 
Also, Killi and Rao [7] discussed the capacitated next controller placement (CNCP) 
problem by planning ahead the linear assignment of forwarding devices-controllers 
and considering no controller failure, one controller failure and multiple controller 
failures. The purpose is to minimize the maximum latency from all forwarding 
devices to the second reference controller in case of failure of the first controller 
assigned to it. Their mathematical formulation is in the form of three formulations 
(the first formulation with two-indexed variables using the variables r1

ij
 and r2

ij
 , the 

second formulation with the three-indexed variable rijk for one controller failure, and 
the third formulation with the three-indexed variable rl

ijk
 to extend the failure to mul-

tiple controllers), in which the network search space, assuming N switches and C 
controllers, is equivalent to 2NC bits.

Research gaps in the present study are as follows: (1) Incorrect linear assignment 
of the next controller to the switches according to the next p-center problem in case 
of failure of the primary controller which leads to a significant increase in latency, 
and (2) Non-use of mathematical formulations of related works of binary decision 
variables that increase the network search space. Given the above research gaps, the 
key motivation for doing this research is to customize the next hierarchical p-center 
problem with a slight modification to the network real world in order to minimize 
the newly defined objective function. Also, we seek to reduce the network search 
space without losing all key locations so that the optimizer and heuristic algorithm 
used in this paper lead to the optimal solution faster. In other words, reducing the 
network search space is not to find the optimal solution, but this reduction approach 
has been used to quickly converge to the optimal solution. This paper examines 
the following cases: First, the Star Capacity-aware Latency-based Next Controller 
Placement Problem (SCLNCPP) in SD-WANs is formulated with array decision 
variables. It not only considers the capacity and reliability of the controllers, but 
also plans ahead for the controller failures (to assign the switches to the controllers 
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in star form). Also, the new optimal formulation retains all positions in the array due 
to the use of array variables and significantly reduces the network search space. This 
approach is used for delay-sensitive and more flexible applications. Also, instead of 
linearly assigning each switch to the first controller nearest to the switch and the 
second controller nearest to the first controller, we, inspired by the star next k-center 
problem, assign the switch to the first nearest controller and the second closest con-
troller to the same switch. We formulate the SCLNCPP as a MIP using a combi-
nation of standard array two-indexed and three-indexed variables. The purpose of 
the proposed approach is to minimize the maximum, for all forwarding devices, of 
the sum of the latency from the switch to the nearest first controller with enough 
capacity and the latency from the same switch to the closest second controller with 
enough capacity. Second, due to the long running time of solving linear program-
ming problems with CPLEX optimizer, we solve the proposed problem effectively 
on large-scale networks with a population-based simulated annealing algorithm. 
Finally, a detailed analysis of SCLNCPP is provided for different real-world topolo-
gies under different settings and compared with CNCP [7] and RCCPP [2].

The rest of the paper is organized as follows: In Sect.  2, we review previous 
researches, including classification of CPPs, capacity-aware resilient CPPs, and 
visualization-based resilient CPPs. The network model and problem formulation 
are described in Sect.  3, which includes problem formulation for one failure and 
its expansion for multiple failures. In Sect.  4, to solve the proposed problem, we 
use population-based heuristic approaches, which are described in detail. In Sect. 5, 
estimation of the performance of mathematical formulation, heuristic solutions 
according to the simulation results, and optimizations performed are stated. The last 
and final Section draws the conclusion of the paper and provides future research 
directions.

2 � Related researches on CPP

2.1 � Overview of different CPP classifications

According to [2], there are important factors for placing controllers in SDN-based 
network, which are: (A) the switch-controller latency [8], which is the sum of trans-
mission delay, processing delay, and propagation delay; (B) the inter-controller 
latency [9], which is important for synchronization purposes in the case of having 
multiple controllers assigned to one forwarding device or for inter-domain controller 
communications; (C) the capacity of the controllers [10], which is usually defined as 
the number of requests (packets) of flow matching per second to be able to manage 
traffic demands; (D) traffic demands of forwarding devices, which shall be consid-
ered in order to avoid network congestion and overload of controllers; (E) scalabil-
ity; and (F) resilient CPP, which is a type of CPP in SDN that emphasizes optimiza-
tion of various aspects of reliability of control plane, increase in fault tolerance, and 
so on. Also, the CPP can be divided into three categories depending on the type of 
operation:
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•	 Coordinated approaches [11]
•	 Phased approaches [12]
•	 A combination of the above two approaches.

Coordinated approaches find locations of controllers and control paths simulta-
neously using linear programming or mathematical tools. However, since the CPP 
is an NP-hard problem [12], these approaches may take much longer to search the 
entire solution space when the scale of the network is large. Unlike coordinated 
approaches, phased approaches divide the entire SDN into several control domains, 
and then one controller places in each domain. In each control domain, they select 
the appropriate control paths to connect each forwarding device and its controller. 
Hybrid approaches, in fact, consider both coordinated approach and phased approach 
to the CPP. Our formulation follows a mixed integer programming approach, and 
even problem-solving heuristic algorithms are used to reduce search space time. 
You can also find different categories of CPPs in [13], including CPPs with/without 
considering controller capacity, even CPPs based on statics and dynamics of net-
work traffic, network element failure-aware CPPs, and partitioning-based CPPs. Our 
proposed approach is capacitated, static traffic-aware, controller failure-aware, and 
non-partitioning.

2.2 � Overview of CPPs based on switch‑to‑controller assignment decision variable

Fan et al. [14] formulated the CPP with the purpose of minimizing communication 
delay, with and without the failure of a particular single link. In their mathematical 
formulation, they used the variable xi,k to assign forwarding devices to controllers, 
in which network search space, due to this variable, is estimated NC bit. They also 
provided a delay-aware reliable controller placement algorithm to solve the problem. 
In their paper, the assignment of each switch to multiple controllers was not linear, 
and a compromise between the primary path propagation delay and the backup path 
propagation delay was investigated. Killi and Rao [15] investigated the Capacitated 
Controller Placement Issue (CCPI) with the purpose of recovering single link fail-
ure, without a significant increase in the worst-case forwarding device-to-controller 
latency (minimizing the worst-case forwarding device-to-controller latency regard-
less of estimated capacity constraints). They provided a mathematical formulation 
that considers both the worst-case latency with and without link failure in the objec-
tive function of the proposed model. Also, in their mathematical formulation, they 
used the variable xi,k to assign forwarding devices to controllers, in which network 
search space, according to variable, is estimated NC bit. To solve the proposed 
model, they have shown that hierarchical controller placement approach for single 
link failure not only reduce the worst-case forwarding device-to-controller latency, 
but also reduce the maximum and average inter-controller latency.

Another study is based on Capacitated Next Controller Placement (CNCP) [7], in 
which a resilient controller placement approach was presented despite considering 
controller capacity and controller failures. The inter-controller latency and the num-
ber of controllers were considered as a budget. However, they linearly assigned a 
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forwarding device to a primary (master) controller and a backup (slave) controller. 
The purpose was to minimize the worst-case latency in case of controller failures. 
Killi and Rao’s mathematical formulations are divided into three categories: 1) 
Problem formulation with two-indexed variables; 2) Problem formulation with 
three-indexed variables; and 3) Expansion of problem formulation with three-
indexed variables for multiple controller failures. In the first, second, and third for-
mulations, they used the assignment decision variables r1

ij
 and r2

ij
 , rijk and rl

ijk
 , respec-

tively (in fact, i denotes the switch number, j and k the controllers number, and l the 
controller failure number). According to the variables used, the estimated network 
search space, assuming C controllers and N switches, is 2NC bits. In addition, the 
proposed formulations are derived from the hierarchical next k-center problem. 
Also, to solve the CNCP, a simulated annealing heuristic algorithm is used to 
achieve the optimal value. Despite the similarities with CNCP, our formulation dif-
fers from this approach. First, the CNCP formulation is derived from the linear next 
k-center problem, but our formulation is derived from the customized star next 
k-center problem for a network real world, which changes the objective function; 
that is, in CNCP, each switch is assigned to the first nearest controller, and also if the 
first controller fails, the switch is assigned linearly to the second controller, which is 
the closest controller to the first switch controller. In our proposed problem, each 
switch is assigned to the first nearest controller, but if the first nearest controller 
fails, the same switch is assigned to the closest controller (as the second controller) 
in star form. Second, in CNCP, two-indexed and three-indexed assignment decision 
variables are used, which leads to a very large network search space ( 2NC bits), but 
in our formulation, due to the use of array variables, network search space is reduced 
significantly (at most NC

2
 bit). Finally, to solve our proposed problem, we use the 

population-based simulated annealing heuristic algorithm, which leads to not getting 
caught up in local optimum and fast convergence to global optimum, and low com-
putation time to find a reasonable solution, while to solve CNCP a solo-searcher 
stimulated annealing algorithm was used, which has two main disadvantages of get-
ting caught up in local optimum and high computation time to find an appropriate 
solution. In [16], an approach to deploying controllers is presented that minimizes 
the maximum load imbalance between controllers despite implementation of balanc-
ing and placement constraints. The authors used the decision variable As,c to assign 
exactly one controller to the forwarding device, which leads to the NC bit network 
search space. Their scalable algorithm uses poly-stable matching to distribute a frac-
tion of the forwarding devices evenly between the controllers to calculate near-opti-
mal solutions. The purpose is to minimize load imbalances on large-scale networks. 
Also, in this research, the remaining switches are assigned to their nearest controller, 
despite considering the latency of the forwarding devices and the load of the con-
trollers. The resilient deployment of the controller is directly related to node failure 
or link failure problems. In [17], a Hybrid Particle Swarm Optimization and Simu-
lated Annealing (HPSOSA) meta-heuristic algorithm for resilient controller place-
ment was proposed to minimize the average latency. Also, in their mathematical for-
mulation, they used the decision variable zijk to assign the forwarding device to its 
first and second controllers, in which network search space is equivalent to 2NC bits. 
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The number of controllers and their locations in a network may cause delays to the 
forwarding devices, and the value of the worst-case latency parameter increases with 
single link failure. In order to prevent the increase in the introduced metric, planning 
is required for failure. In [18], a meta-heuristic approach called Capacitated Control-
ler Placement Grey Wolf Optimization (CCPGWO) was proposed to search for the 
best location of controllers in a network so that the worst-case latency metric does 
not increase drastically despite link failure. Also, in their mathematical formulation, 
the authors used the decision variable bij to assign the forwarding device to its r con-
troller, in which network search space is equivalent to NC bit. The formulations of 
[17, 18] are derived from the linear next k-center problem.

In [2], Tanha et  al. examined the Resilient Capacitated Controller Placement 
Problem (RCCPP) with the purpose of minimizing the number of controllers in 
order to have a cost-effective design by considering only the failure of one or more 
controllers. Also, in this study, the constraint related to the resilience of the control 
path was added to the problem formulation. The authors offered a solution to this 
problem that, unlike previous studies, considers the parameters of switch-controller 
latency, controller-controller latency and controller capacity to estimate the traffic 
load of forwarding devices. They also offered two heuristic algorithms to solve the 
problem: RCCPP with all maximal cliques and RCCPP with single maximal clique. 
The RCCPP heuristic algorithm with all maximal cliques has exponential time com-
plexity, which is not desirable in practical settings and for large-scale networks. For 
this purpose, they used the RCCPP algorithm with single maximal clique, which is 
a polynomial-time algorithm that uses the clique-based approach in graph theory, 
and have heuristically found high-quality solutions. The mathematical formulation 
of this approach is also non-optimal due to the use of non-standard binary decision 
variables, and the search space of this approach is reduced compared to the study 
of Killi and Rao [7]. With our proposed approach, we significantly reduced the net-
work search space compared to the studies of Killi and Rao [7] and Tanha et  al. 
[2]. For instance, if the network is assumed to have N forwarding device (switch) 
and C controller, first, the decision variable used to formulate this approach is xij 
(this variable is equal to one if switch i is connected to the controller at node j , 
otherwise it is equal to zero). Also, in this research, in order to create resilience, the 
number of controllers that serve a certain switch is equal to r . As a result, the net-
work search space is equal to NC with respect to the decision variables used above, 
which is reduced by half compared to the study of Killi and Rao [7]. In our optimal 
formulation approach, using the network search space array decision variable, it is 
reduced almost four times compared to the study of Killi and Rao [7] and two times 
in comparison to the research of Tanha et al. [2]. Second, this approach is not suit-
able for delay-sensitive applications because its formulation is based on the k-center 
or k-medium facility location problem, which is more focused on cost, but our pro-
posed approach and the research of Killi and Rao [7] are appropriate for delay-sensi-
tive applications. The use of clique-based polynomial algorithms to solve the prob-
lem offers high-quality heuristic solutions, but it seems that injecting the concept 
of population into the heuristic algorithm in our proposed approach provides much 
better results.
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Killi and Rao [5] proposed an optimization model for controller placement and 
predetermined mapping of forwarding devices to controllers, despite the high resil-
ience against controller failure. They reduced the cost of installing controllers on the 
network, while guaranteeing the mapping of forwarding devices to predefined con-
trollers. However, they provided other optimization models to reduce the reserved 
backup extra capacity of controllers, while keeping the number of controllers 
required constant. The authors used the decision variable, Mij , to assign each for-
warding device to r controller in star form, in which network search space is equiva-
lent to NC bits. In fact, the superiority of our proposed approach over this goes back 
to the array decision variable, which reduces the network search space at best to NC

2
 

bit (by selecting the minimum number of controllers and minimizing the latency 
parameter). Table 1 shows the superiority of the proposed approach over the delay-
sensitive and cost-sensitive approaches.

3 � Network model and problem formulation

3.1 � Basic problem and its correspondence to software‑defined wide‑area 
networks

Published papers on Capacitated Controller Placement Problem (CCPP) and its 
various forms considering latency, resilience and cost parameters based on k-center 
[19], k-means [20], and facility location problem [21], are considered as NP-hard 
issues [4]. The above issues, in their discrete state in the network search space, pur-
sue a specific concept and purpose; for instance, in the k-center problem, we have a 
limited set of demand points (users) for services and a limited set of supply points 
(cities) to place warehouses, which aims to minimize the maximum distance from a 
demand point to the nearest corresponding supply point. The Star Capacity-aware 
Latency-based Next Controller Placement Problem (SCLNCPP) corresponds to the 
star next k-center problem with an optimal network search space compared to previ-
ous studies, which is NP-hard for both Euclidean and rectangular metrics [22]. The 
purpose of the next k-center problem is the same as the stated purpose for k-center, 
but in the next k-center, in case of failure of the first embedded supply points, the 
demand points are assigned to the second nearest corresponding supply points. We 
also customize the linear next k-center problem and convert to the star next k-center 
problem in order to better represent the network real-world applications. Given 
the above proposed problem, controllers play the role of warehouses and forward-
ing devices (switches). In other word, it plays the role of customers in a software-
defined wide-area network.
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3.2 � Proposed approach and its assumptions

3.2.1 � Ideas of proposed approach

Considering the disadvantages of the previous researches mentioned in Sect. 2.2, in 
this research, we tried to reduce the network search space without losing the original 
and acceptable locations, by using standard array variables in mathematical formu-
lation. Therefore, we can optimally perform global search (exploration) and extrac-
tion (exploitation) operations with solvers and problem-solving heuristic algorithms. 
Exploration seeks global search, that is, it provides new solutions, while extraction 
seeks small and important changes that make changes on the current solution. The 
reason for this long time is that more search is needed, that is, the act of detecting. In 
extraction, existing array solutions are utilized to achieve more effective operations. 
Therefore, a tradeoff between these two factors seems necessary. In fact, minimizing 
the network search space without losing key locations helps the exploration (global 
search) a lot, so that the CPLEX optimizer and the heuristic algorithm used can 
reach the solution quickly (not that the goal is the optimal solution, but the goal is to 
quickly converge to the solution). In this section, for the new mathematical formula-
tion of the star capacity-aware resilient delay-based next CPP, instead of the decision 
variables used in the study of Killi and Rao [7], namely, r1

ij
 , r2

ij
 , rijk and rl

ijk
 , and the 

decision variable xij in the study of Tanha et al. [2], and other previous researches 
performed ([5, 14–18]), we use the decision variable A as a two-dimensional array if 
one controller fails or multidimensional array if the formulation is expanded to mul-
tiple controller failure. The two-dimensional array A and the multidimensional array 
A in case of failure of one or more controllers are shown in Figs. 1 and 2, respec-
tively. Actually, in the first case (Fig. 1), the array is a two-dimensional matrix, with 
n rows and 2 columns. Also, in the second case (Fig. 2), the array is a multidimen-
sional matrix, with n rows and m > 2 columns.

In the A1
[v][u]

 two-dimensional array, according to Fig.  1, the row of the array 
represents the number of switches in the network, n , the first column of the array 
indicates the first controller of switches 1 to n , and the second column of the array 

Fig. 1   Two-dimensional array A
n×2 (n is the number of switches and 2 is the number of controllers 

assigned to the switches) in case of one controller failure
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shows the second controller of switches 1 to n . We specify the switch with index v 
and the controller with index u . Also, in the above two-dimensional array, we allo-
cate two first and second controllers to each of the switches in the network (from 1 
to n ). In addition, in the AF

[v][u]
 multidimensional array, all of the above is true, but 

in this array, a switch v is assigned to a list of m controllers u . The number of fail-
ures extends from one controller failure to multiple controller failures ( F represents 
different failure scenarios). We first state the assumptions on the A1

[v][u]
 two-dimen-

sional array and then extend the above-mentioned cases to the AF
[v][u]

 multidimen-
sional array. In the A1

[v][u]
 two-dimensional array, the first assumption is that two rep-

etitious controllers cannot be assigned to the switch in the first row and in the first 
and second columns. In other words, in every row, there cannot be multiple occur-
rences of the same controller. Also, considering the maximum number of controllers 
placed in the SD-WAN with the variable MAX(M), the second assumption is that 
the values in the first and second columns of the array can be numbers between 1 
and the maximum number of controllers MAX(M). The third assumption is based 
on the fact that the minimum number of controllers allocated to switch i can be 3 in 
the minimum case because we consider the number of controller failures in the net-
work to be two failures. In other words, m = F + 1 where F is the number of failures 
considered. Also, we will try to pursue a cost-effective network approach by placing 
fewer controllers. In the proposed approach idea, we calculate the number of bits per 
array column according to Formula (1), given the maximum number of controllers 
MAX(M). In Formula (1), the ceil function always rounds the value of the function 
to the upper bound. According to the previous example, if we have N switches in a 
network and want to place the M controllers in the network, we calculate the number 
of bits of the network search space as Formula (2):

(1)Nb = ceil(log2 MAX(M)

Fig. 2   Multidimensional array A
n×m(A is a matrix of dimensions n × m where n is the number of switches 

and m is the number of controllers assigned to the switches, m = F + 1 where F is the number of control-
ler failures and the entries of the matrices are numbers {0, …, M-1} where M is the number of control-
lers) in case of multiple controller failure
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We denote the number of bits in the first column or the second column by variable 
Nb . Here, if the problem of placing one controller in the network is raised, network 
resilience is violated. However, to make the network resilient, we would attempt to 
assign one switch to multiple controllers. According to the above formula, the num-
ber of bits of the network search space in the new mathematical formulation will be 
equal to 2 NbN bits. As a numerical example, if the number of switches and control-
lers in an SD-WAN is 112 and 11, respectively, the number of bits of the network 
search space of the proposed approach will be equal to 896 bits, which reduces the 
network search space by about 1.3 to several times compared to the previous studies. 
The same value is equal to 2464 bits for Killi and Rao work, assuming the values of 
the same example, and 1232 bits for Tanha et al. work.

Also, in the next step, in the second approach proposed in this paper, an attempt 
is made to assign subsequent controllers to the switches in star form, by custom-
izing the next k-center problem. We customize the linear k-center problem in such 
a way that we first take it out of emergency applications and adapt it to the net-
work real world in star form by changing the assignment of each switch to the first 
controller and the second controller. Second, we assume that the switch is notified 
of the controller failure or non-failure (the controller placed on the next nearest 
switch) by sending packet − in messages. In the intended network, if the controller 

(2)
Number of bits for switches

× (number of bits in the first column

+ number of bits in the second column)

Fig. 3   An example to illustrate the customized next k-center problem
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is deployed on the same switch, here the capability to detect failure is deterministic. 
As an example, we describe the disadvantages of the next linear k-center problem as 
shown in Fig. 3, and describe our proposed approach as a customized next k-center 
problem. In Fig. 3, five controllers are deployed in a small-scale network of Internet 
2 OS3E topology, and the color and shape of the switches assigned to the controller 
are similar. We illustrate our proposed approach in some part of Fig. 3 so that only 
in part, the numbers on the link indicate the hypothetical delay between the network 
elements.

Usually, in previous researches, the assignment of switches to controllers is linear 
with respect to the next k-center problem in case of failure of one or more control-
lers. In Fig. 3, switch No. 11 is assigned to its first nearest controller with enough 
capacity (controller No. 3 with a delay of 7 ms). Also, switch No. 11, in case of 
failure of controller No. 3, according to the planning ahead for controller failures, is 
assigned linearly to the second closest controller with enough extra capacity (con-
troller No. 18 with a delay of 7 ms to the first controller and a delay of 14 ms to 
switch No. 11). Although previous studies have considered the linear pre-assign-
ment planning of switches to the controllers for controller failure, and even in case 
of failure, when reassigning switches to their respective controllers, they experi-
ence an increase in the worst-case delay; therefore, by customizing the next k-center 
problem for the real-world network, we seek to plan the star pre-assignment of the 
switches to the second nearest controllers with enough capacity to prevent discon-
nections and dramatic increase in the worst-case latency in a case of the first control-
ler failure. For instance, in Fig. 3, switch No. 11 does not need to move to controller 
No. 3 similar to emergency applications, and by sending a packet − in message to it 
and not receiving the packet − out message in the network real world, it detects the 
failure of controller No. 3. However, instead of being assigned to the second closest 
controller with enough capacity (controller No. 18 with a delay of 14 ms) to the first 
controller (controller No. 3), switch No. 11 is assigned to its second nearest control-
ler with enough extra capacity (controller No. 17 with a delay of 8 ms); therefore, in 
addition to adapting the problem to the network real world, with this new approach, 
we will reduce the worst-case latency between switches and controllers. As a result, 
the two proposed ideas of reducing the network search space by defining the stand-
ard array variable in the new mathematical formulation and customizing the linear 
next k-center problem in star form simultaneously will show a significant improve-
ment in the metrics studied.

3.2.2 � Description of controller failure and solution of reassignment problem 
in SD‑WANs

The amount of failure in SD-WANs varies, so that the failure may be equal to the 
failures of the controller node and the failures of the controller site. Firstly, con-
troller site failures occur less frequently than controller node failures, and if this 
happens, we should consider having a backup data center elsewhere; secondly, as a 
result of an attack or a disaster, the data centers where the controllers are located are 
completely destroyed; therefore, in order to establish fault tolerance in the network, 
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we assign two controllers to each switch, in the form of array mathematical for-
mulation, for the failure of one controller. Despite failures of two controllers in the 
network, we have to assign three controllers to each switch, and thus for the failure 
of F controller, we have to assign M controllers to each switch. We follow the mas-
ter/slave model as OpenFlow v1.2 and higher versions [23] in addition to provid-
ing a simple fail-over mechanism (including definition of a list of controllers for 
the switch) using greedy fail-over methods [24] allow a controller to play one of the 
three roles of master, equal and slave for the switch. The master or equal control-
lers receive packet − in messages sent by the switches, so that the first controller of 
each switch is the master controller (with full control over the switch) and the other 
controllers of the same switch are the slave controllers (with read-only access to the 
switch). Also, we need to coordinate the distributed controllers in order to select the 
master controller [9], which is only limited to constraint in the mathematical formu-
lation of the problem and will not be emphasized in detail.

Failure of one or more controllers in the SD-WAN may cause disconnections 
between the controllers and the forwarding devices. The FC ⊂ M parameter is a set 
of failed controllers due to hardware or software issues. Disconnected switches in 
case of failure of connections between switches and controllers ( N ⊂ N ) need to 
be reassigned to one of the open or active controllers in OC = AC = M − FC net-
work with enough capacity. The network administrator can connect each forward-
ing device of the failed controller to an active (open) controller with enough extra 
capacity by solving the assignment problem according to Formulas (3) to (6).

Subject to

In the above equations, F represents the various failure scenarios, v, switch index, 
u, u , and u , the controller index. Constraint (3) guarantees the assignment of the for-
warding device (switch) to a unique active controller in the two-dimensional array 
RP , despite the various failure scenarios of F controller ( v is the number of the dis-
connected switches in case of failures and u ,  is the number of the active controller 
in the network). Constraint (4) makes it possible for the total demand of 

min{LATtotal}

(3)
∑

u∈AC

APF
[v]

[

u
] = 1∀v ∈ N

(4)
∑

v∈N

load[v].AP
F

[v]
[

u
] ≤ U[

u
].y[

u
]∀u ∈ AC

(5)LATtotal ≥
∑

u∈AC

l
[v]

[

u
].APF

[v]
[

u
]∀v ∈ N

(6)APF
[v]

[

u
] ∈ {0, 1}∀v ∈ N,∀u ∈ AC
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disconnected switches to an active controller  u , in the two-dimensional array RP 
not to exceed the remaining capacity of the active controller; ( load[v] denotes the 
total demand of the switches in each row of the array from the controllers assigned 
to them and U

[u]
 denotes the remaining capacity of the active controller u ,  in the 

array). Therefore, the purpose is to assign forwarding devices of failed controllers to 
other active controllers with enough extra capacity in order to minimize the worst-
case delay according to constraint (5). In fact, in constraint (5), l

[v]
[

u
] is the minimum 

delay between forwarding device v and the active controller u in the array and 
LATtotal is the objective function. However, in order to avoid a significant increase in 
latency due to failures that occur, we need to plan ahead controllers in star form by 
customizing the linear next k-center problem. Also, for the problem of reassigning 
the switch to the active controllers, the decision variable APF

[v]
[

u
] is used. This varia-

ble is equal to 1 if u is the active controller assigned to switch v in the two-dimen-
sional array RP assuming F = 1 failure, otherwise it is 0. Also, the variable y

[

u
]

 is 
equal to 1 if an active controller is deployed on the switch u in array modeling, oth-
erwise it is 0.

3.2.3 � Purpose of hybrid optimization approach

Our proposed problem, like [7], is for delay-sensitive applications and is not cost-
based (minimizing the number of controllers in the network). Nevertheless, we allow 
the network designer to select and adjust the service quality parameters (switch-con-
troller latency and inter-controller latency) so that the objective value (sum of the 
latency from all switches to the first controller and second controller) is minimized. 
Depending on the requirements of the network, forwarding devices (switches) on the 
data plane always send packet − in messages to their closest controller with enough 
extra capacity, regardless of whether it is available or not. Therefore, as soon as the 
packet − in messages arrive, the switches send the packets to the first controller if 
it exists, otherwise they send them in star form to the closest controller of the same 
switch as the second controller. The notation LATtotal aims to minimize the maxi-
mum delay, for all switches, of the sum of the latency from the forwarding device 
to the first nearest reference controllers and the latency from the same forwarding 
device to the second closest reference controller of the list of controllers, which is 
according to Formula (7):

In (7), Nc is a parameter supplied by the designer of the network, whose value is 
decided by the level of planning.

(7)min
Nc⊆L,�Nc�=l

{LATtotal} = min
Nc ⊆ L
�

�

Nc
�

�

= l

max
v∈N

⎧

⎪

⎪

⎨

⎪

⎪

⎩

min
u∈L

l[v][u] + min
u ∈ L

u ≠ u

l[v][u]

⎫

⎪

⎪

⎬

⎪

⎪

⎭
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3.2.4 �  Bounds for Switch‑Controller Latency and Inter‑Controller Latency

Two latency parameters, namely the switch-controller latency and the inter-control-
ler latency are effective in the mathematical formulation of the proposed problem. 
The latency between the forwarding device to the first nearest reference controller 
and the latency between the same switch to the second closest reference controller is 
guaranteed in case of failure of the first reference controller in the objective function 
and essence of the problem. However, the inter-controller latency parameter must be 
specified in the formulation constraints so that the distances between the controllers 
do not exceed the threshold defined for this metric. Despite the competition between 
the two switch-controller latency and inter-controller latency metrics, connecting 
switches to their first and second nearest controllers may lead to load imbalances 
between controllers and, as a result, we may subsequently experience an increase 
in latency due to queuing delay time on some controllers [25]. This paper does not 
discuss load imbalance metrics.

3.3 � Formulation of Proposed Problem with Two‑indexed Variables

The network graph G(V ,E) is represented by assuming F failure scenarios in the SD-
WAN, where V = N ∪ L , N is a set of OpenFlow switches, and L is a set of potential 
controller locations. Also, E denotes a set of weighted links. Link weight indicates 
the propagation delay between nodes. Also, let C = {c1, c2,… , cl} be a set of con-
trollers that can be deployed in the network. Assuming all switches are OpenFlow-
enabled, however, they act as potential locations for the controller deployment (in 
fact, the controller is installed and implemented on the server and deployed inside 
the rack next to the switch), i.e., N = L. In fact, we store the network graph in a two-
dimensional array A or multidimensional array A according to the number of failures 
and different failure scenarios. Also, it is assumed that if the number of failures in 
the network is one, the array decision variable AP will be a two-dimensional array. 
It will consist of the first reference controller and the second reference controller 
for each switch in each row of the array, otherwise the array AP expands to several 
dimensions. It is assumed that almost one controller fails at any time in the two-
dimensional array AP . Also, we assume that there should be no repetitious values in 
each row of the array AP , because a switch must be connected to a non-repetitious 
first reference controller and a repetitious second reference controller in order to 
have a fault tolerance, so that in case of failure of the first controller, the switch will 
be assigned to its second controller.

In the new mathematical formulation of the proposed approach, it is assumed that 
the decision variables used are y[u] , AP1

[v][u]
 , AP2

[v][u]
 and w

[u]
[

u
] , where v is a member 

of N , and u is a member of M . The variable y[u] determines whether a controller is 
deployed in site u or not. Note that the variable is equal to one if a controller is 
deployed at site u . For the switch v , the variable AP1

[v][u]
 is set to one if u is the first 

controller of forwarding device v in the two-dimensional array AP , otherwise it is 
zero. The variable AP2

[v][u]
 is set to one if u is the second controller of forwarding 
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device v , otherwise it is zero. The variable w
[u]

[

u
] specifies whether the controllers 

are deployed in site u and u or not. Note that the variable w
[u]

[

u
] is set to 1 if the con-

trollers are deployed in both sites u and u . Also, in this study, it is assumed that For-
mula (8) must hold, where DA (length of the shortest longest path) denotes the 

Table 2   Decision variables used in the formulation of SCLNCPP

Variable Definition

�[�]  = 1, if a controller is deployed in the forwarding device u ; 0, otherwise

��1

[�][�]
 = 1, if u is the reference controller of the forwarding device v in the array AP ; 0, otherwise

��2

[�][�]
 = 1, if u is the second controller of the forwarding device v in the array AP ; 0, otherwise

AP
[v]

[u]
[

u
]  = 1, if in v row of the arrayAP , there is a repetitious number is in both sites u and u ; 0, 

otherwise
w
[u]

[

u
]  = 1, if the controllers are deployed in both sites u and u ; 0, otherwise

AP
[v],s

[u]
[

u
]

 = 1, if the nearest controller to switch v in the array AP is u after s-1 failure of the nearest 
controllers to it; 0, otherwise

Table 3   Notations used in the SCLNCPP

Notation Definition

�(�,�) The network graph including N switches and E weighted links
�

�

A two-dimensional or multidimensional array to store switches in the array row and con-
trollers in the array columns according to the number of failures

The subset of connected switches ( N ⊂ N)
�

M
A set of network elements (OpenFlow switches)
Number of controllers

� A set of potential locations for deployment of controllers
� A set of weighted links (propagation delay of intended graph) between network elements
C A set of controllers for being deployed in the network
����v Traffic load of forwarding device v  (number of packet − in messages generated by forward-

ing device v)
�u Capacity of controller u
�vu Minimum propagation delay between node v  and node u
l
vu Minimum propagation delay between node v  and node u
������� Maximum inter-controller latency
�A shortest longest path length (the diameter of the graph topology)
�min The minimum length of the shortest path in the array A
�b The number of bits in each entry of array A
Nc A variable for planning level of controller failure
�������� Maximum, for all forwarding devices, of the sum of the latency from the forwarding device 

to the first controller and the latency from the same forwarding device to its second 
controller
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diameter of the graph topology, which is considered as an array. Also, Dmin indicates 
the minimum length of the shortest path.

Tables 2 and 3 thus show the decision variables and notations used in the pro-
posed mathematical formulation of SCLNCPP.

The Star Capacity-aware Latency-based Next Controller Placement Problem 
(SCLNCPP) is formulated in accordance with constraints (9) to (25):

Subject to

(8)Dmin ≤ CCLBmax ≤ DA

min
Nc⊆L,|Nc|=l

{

LATtotal
}

(9)
∑

u∈M

y[u] = m

(10)
∑

u ∈M

AP1
[v][u]

= 1∀v ∈ N

(11)

∑

u ∈ M

u ≠ v

AP2
[v][u]

= 1∀v ∈ N

(12)AP1
[v][u]

+ AP2
[v][u]

≤ y[u].U[u]∀v ∈ N,∀u ∈ M

(13)(w
[u]

[

u
]l
[u]

[

u
]) ≤ CCLBmax∀u, u ∈ M

w
[u]

[

u
] = y[u]y

[

u
]∀u, u ∈ M

(15)

y[u] +
∑

u ∈ M

l
[v]

[

u
] > l[v][u]

AP1

[v]
[

u
] ≤ 1∀v ∈ N,∀u, u ∈ M

(16)
y[

u
] +

∑

u ∈ M

l[v][u] > l
[v]

[

u
]

AP2

[v][u]
≤ 1∀v ∈ N,∀u, u ∈ M
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Constraint (9) specifies the deployment of exactly m controllers in the SD-
WAN. Each switch has its own first and second controllers in each row of the 
array AP, respectively, according to constraints (10) and (11). Constraint (11) 
also ensures that the first controller of forwarding device v does not need to be 
distinct from the controller deployed in v , while the second controller of forward-
ing device v must be distinct from the controller deployed in v. However, con-
straint (12), despite controlling the validity of the assignments between the 
switches and the corresponding first and second controllers, determines that u is 
either the first controller or the second controller for switch v in the two-dimen-
sional array A (according to subsequent constraints, if the first column array A is 
u for switch v, certainly the second controller can no longer be u and must be a 
controller other than u. Now, if u is the second corresponding controller of the 
switch v, then the first corresponding controller of the switch can be another one 
except u (e.g., u )). Also, regarding the validity of the assignments, the assign-
ment of switches is not allowed to u when no controllers is deployed in location u 
in the two-dimensional array A ( y[u] is zero); thus, in other words, both the deci-
sion variables AP1

[v][u]
 and AP2

[v][u]
 are equal to zero. The latency between each pair 

of active controllers in the network (first or second column of the two-dimen-
sional array A for network switches) should be less than the maximum or bound 
of latency between the controllers CCLBmax (allowable maximum inter-controller 
latency), which is met by constraint (13). If both the decision variables y[u] and 
y[

u
] are equal to one, the variable w

[u]
[

u
] is equal to one. Given the term 

w
[u]

[

u
] = y[u]y

[

u
] , we use the constraint (14) to assign switches to the controllers in 

(17)

∑

v∈N

load[v]AP
1

[v][u]
+
∑

v∈N

load[v]AP
2

[v]
[

u

]

≤ U[u].y[u]∀u, u ∈ M

(18)

AP
[v]

[u]

�

u
�

=

⎧

⎪

⎨

⎪

⎩

0, u ≠ u(if there is no duplicate number in first column and second column of v row for array A)

1, Otherwise

(19)LATtotal ≥

(

l[v][u] + l
[v]

[

u
]

)

(

AP1
[v][u]

+ AP2

[v]
[

u
] − 1

)

∀v ∈ N,∀u, u ∈ M

(20)y[u] ∈ {0, 1}∀u ∈ M

(21)AP1
[v][u]

,AP2
[v][u]

∈ {0, 1}∀v ∈ N,∀u ∈ M

(22)w
[u]

[

u
] ∈ {0, 1}∀u, u ∈ M
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star form. In other words, in this formulation, the linear assignment of the 
switches to the controllers is excluded. Given the constraint (14), it is guaranteed 
that the variable w

[u]
[

u
] is equal to one when both decision variables y[u] and y[

u
]  

are equal to one.
In the proposed formulation, we are inspired by the closest assignment con-

straint introduced by Wagner and Falkson [26] for switches v in the intended 
topology so that failure occurs at the nearest controller of switch v or it does not 
occur; therefore, we use constraint (15) to ensure that the first controller of for-
warding device v is the controller nearest to it. We also embed a constraint to 
ensure that switch v is assigned to the second nearest corresponding controller in 
star form in case of failure of the first nearest reference controller of switchv . The 
constraints related to (15) operate as follows: If a controller is installed in u ( y[u] 
is equal to one), then assignment of forwarding device v to any controller away 
from v (i.e., u ) instead of u is not allowed (i.e.,∑

u ∈ M

l
[v]

�

u

�

> l[v][u]

AP
1

[v]
�

u

� = 0 ). Also, in 

constraint (16), the same conditions prevail to ensure the nearest assignment 
between a forwarding device and its second controller in star form in case of fail-
ure of the first controller of the switch, explicitly by correcting the problem of the 
linear next k-center to the star next k-center. In other words, assigning switch v to 
any second controller away from v (i.e.,u ) instead of u is not allowed 
(i.e.,

∑

u ∈ M

l
[v]

�

u

�

< l[v][u]

AP
2

[v][u]
= 0 ). The demand constraint (17) ensures that the 

total request of the forwarding devices managed by a controller u does not exceed 
the capacity Uu of that controller in the two-dimensional arrayA . Constraint (18) 
guarantees that the first reference controller u and the second reference controller 
u  in the two-dimensional array A must be different. According to constraint (18), 
if there is no repetitious number in v row of the two-dimensional arrayA , the 
value of AP[v]

[u]
[

u
] is equal to zero, otherwise it is equal to one. According to con-

straint (19), for each switch v , the objective value must be greater than or equal to 
the sum of the latency from forwarding device v to the first controller u and the 
latency from the same switch to the second nearest controller u . The term 
AP1

[v][u]
+ AP2

[v]
[

u
] − 1 becomes positive in the left-hand side of the constraint (19) 

when both decision variables AP1
[v][u]

 and AP2

[v]
[

u
] are equal to one; finally, the 

right-hand side of the constraint (19) is reduced to l[v][u] + l
[v]

[

u
] if the previous 

terms are met, which is equipollent to the sum of the latency from forwarding 
device v to its first controller u and latency from the same switch to its second 
closest controller  u . The right-hand side of the constraint (19) is negative in other 
cases. The decision variables defined in numerical constraints (20) and (22) 
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accept values of zero or one. Constraint (21) is an array numerical constraint that 
accepts values of zero or one.

4 � A heuristic solution for solving problem

The mathematical formulation with two-indexed array decision variables presented 
in the previous section consists of a quadratic number of constraints and variables. 
As the network size increases, so does the number of constraints; and as a result, 
the running time also increases. In order to converge to the optimal and faster solu-
tions, we present a heuristic algorithm in this section. Unlike the heuristic algo-
rithms used to solve controller placement problems in [2, 5, 7, 14, 15] and [16], the 
simulated annealing algorithm [7] is well-known for finding global optimum of the 
problems that have a large search space and many local optimums. The main feature 
of this algorithm is that it accepts solutions that are worse than the current solution 
with some probability to avoid getting stuck in a local optimum. In order to signifi-
cantly improve the performance of the simulated annealing algorithm, we inject the 
population concept into the simulated annealing algorithm. Therefore, in addition 
to solving the SCLNCPP with mathematical formulation in CPLEX optimizer, we 
use the population-based stimulated annealing algorithm [27]. However, the simu-
lated annealing algorithm suffers from two main drawbacks of being trapped in local 
minimum and spending high computation time to find an optimal solution; there-
fore, any bad luck affects the nature of the results and a local minimum may be 
obtained instead of the global minimum. In addition to the above disadvantages, it 
works with one point and it is not possible to provide much variety with one point. 
The main feature of the population-based version is the same as that of the nor-
mal version of the algorithm. Another distinctive feature of the algorithm is that 
several simulated annealing algorithms work in parallel, that is, apparently several 
algorithms work with one member of the population, while this is not the case. Each 
of the algorithms takes a member of the population and each generates a solution 
in turn. Therefore, each algorithm selects the best solutions according to the origi-
nal population from these solutions. In addition, in the intended algorithm, several 
neighbors are generated simultaneously for each member of the main population, 
and the best neighbors are selected according to the size of the main population to 
be compared with each member of the main population; thus, with the paralleliza-
tion of several simulated annealing algorithms, comparing one member of the main 
population with the neighbors of another member of the main population creates 
interaction. In other words, the concept of the population-based simulated annealing 
algorithm is quite similar to the simulated annealing algorithm as follows: Assum-
ing a population size equal to nPop , if in each iteration, each member of the current 
population simultaneously generates a, nNeighbour , neighbor, then, we will have 
nPop × nNeighbour new solutions. All generated neighbors are in one set. Then, 
the members of this set are compared with each other according to the rules of the 
algorithm and the best nPop members are selected according to the number of the 
main member population. This method ensures that each member of the population 
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interacts with all the neighbors generated by the other members of the main popula-
tion, instead of just comparing it with its neighbors. Also, generated nNeighbour 
neighbors must be generated for each of the best selected nPop members, and the 
same process of generating nNeighbour-sized neighbors by the winning neighbors 
from among nPop × nNeighbour solution is repeated until the termination condition 
is met; thus, the pseudocode related to the population-based simulated annealing 
algorithm to solve the SCLNCPP is shown in Algorithm 1.

In Algorithm 1, in step 1, the temperature value (i.e., Temp ) is set to T  initial as the 
initial temperature. In this algorithm, we set the starting temperature (Tinitial) and the 
end temperature (Tend) to 15 and 4.99, respectively. Also, a geometric cooling func-
tion is used to reduce the temperature so that the function Temp(t) = � .Temp(t − 1)

, 1 < 𝛾 < 0 , (γ denotes rate of temperature reduction) is assumed. Also, a certain 
number of iterations ( It0 ) is considered for the initial temperature to achieve ther-
mal equilibrium. A fully incremental function is used to determine the number of 
iterations at each temperature; therefore, the intended function It(t) = It(t − 1).� , 
1 < 𝛽 < 0 , is considered assuming β as the iteration growth rate at each tempera-
ture. Also, the initial main population ( nPop ) is set to n and the initial population of 
neighbors generated by each major member of the population ( nNeighbour ) is set 
to m . We generate the initial population in step 2 (and then in step 3, we estimate 
the objective value of the initial population one by one. We determine the best solu-
tion found from the main population. The condition for stopping the algorithm is to 
achieve a predetermined number of iterations proportional to the size of the problem 
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and to reach the end temperature. Steps 7–9 keep the best possible solutions and 
its objective value up in memory to this phase (if a solution ensures the constraints 
(10), (11), (12), and (17), then the solution is called a feasible solution. ‌Neighbors 
are generated for each member of the SOL current population according to step 12, 
and the objective value of the generated neighbors for each i and j is calculated 
in step 13. In accordance with step 14, i member (in fact, i and j are counters that 
represent a member of the main population and a member of the neighbour popula-
tion, respectively) is selected from among the best members of the newly created 
solutions according to the size of the main population. Also, a relative comparison 
of each member of the main population with one of the selectable neighbors from 
the new solutions generated is performed according to step 15. According to step 
16, if the value of Δ is smaller or equal to zero, then the neighboring solutions win 
and are accepted, and even if the condition is violated, the neighboring solution is 
reaccepted with probability e−

Δ

Temp according to step 19 because the end temperature 
is not set to zero and worse solutions are also accepted. The process of generation of 
other neighbors by the winning neighbors is continued until the completion condi-
tions of steps 4 and 5 (the maximum number of iteration proportional to the size of 
the problem and reaching the end temperature) are met. The temperature and the 
number of iterations at each temperature are updated according to steps 24 and 25, 
respectively. The coefficients γ and β are set in the range between [0.8, 0.99] and 
[0.8, 0.99], respectively, to update the temperature value and the maximum number 
of iterations per temperature. Also, typical number of iterations at each temperature 
level are in [100, 500]. For example, we initialize the population-based simulated 
annealing algorithm parameters as follows: Itermax = 100, subItermax = 10, T0 = 15, 
Tend = 4.99, � = 0.99 and � = 0.8 . Also, if we set the number of the main population, 
n, equal to 5, and the number of the generated neighbors, m, equal to 3, the total 
number of neighbors generated by the 5 members of the main population will be 
15 neighbors. This neighbor generation operation and comparison operation takes 
place until 15 leads to 4.99. We evaluate 15 members of the generated neighbor 
population and arrange 15 members of the neighbor population, and thus a com-
petition is created between 15 neighbors. Also, out of the 15 neighbors produced, 
the best members win according to the number of members of the main population 
(n = 5). Each member of the main population is compared to one member of the 
winning neighbor population according to population-based SA rule (Step 15). First, 
we update the best solution found. Then, we reduce the temperature according to 
Step 24 (15*0.99 = 14.85). Next, we update the number of iterations at each tem-
perature according to Step 25 (10/0.8 = 12.5). Finally, we check the condition of the 
loop (14.85 ≥ 4.99). This process continues until the final temperature is less than 
4.99. In this case, when the final temperature is lower than 4.99, the best locations to 
place the controllers are selected.
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5 � Estimation of results

5.1 � Experimental settings

The proposed SCLNCPP approach on different topologies (small, medium, large, 
and very large topologies) has been estimated using the Internet Topology Zoo [28], 
and its performance has been compared with CNCP and RCCPP formulations. The 
various topologies we have used include state/regional networks and continental net-
works. Topologies are divided into four categories based on their size: the first cat-
egory: small-scale networks ( N < 20 ), the second category: medium-scale networks 
( 20 ≤ N < 50 ), the third category: large-scale networks ( 50 ≤ N < 100 ), and the 
fourth category: very large-scale networks ( N ≥ 100 ). Despite the choice of differ-
ent types of topologies (e.g., mesh, linear, circular, and hub-and-spoke), we use the 
latest available version of the topology from the available versions. Topologies used 
include Sago (18 nodes) from the first category, palmetto (45 nodes) from the sec-
ond category, uninett (74 nodes) from the third category, and deltacom (112 nodes) 
from the fourth category.

Latitude and longitude information of the topologies used are available so that 
we can estimate the delay between nodes. We also use the Floyd-warshall algorithm 
to estimate the length of the shortest path between nodes. Assuming a maximum 
access bandwidth of 10Gbps for the server on which the controller software is run-
ning, we consider the heterogeneous traffic load generated by the switches to be 
between 100 and 400 kilo request per second in accordance with [29]. The capacity 
of each controller is set at 6000 kilo request per second. The size of the intended 
array is also considered according to the selected network topology. The MIP code 
and the proposed algorithms are written in MATLAB software R2019b version [30], 
and we use MATLAB optimization engine and CPLEX IBM ILOG optimizer [31] 
to obtain the optimal solutions. Also, the system on which all the simulations are 
performed is as follows: Intel® Core™ i5-4200U CPU @2.30GH and 24 GB RAM 
with Windows 10 64-bit Enterprise installed on the hard disk.

5.2 � Performance metrics

In this paper, we define two performance metrics for comparing the proposed 
SCLNCPP approach with the CNCP and RCCPP approaches in controller failure 
case and failure free case, with or without constraints. These two metrics are sum-
marized as worst-case latency in Formula (22) and maximum worst-case latency 
in Formula (23). Maximum, for all forwarding devices, in other words, the latency 
from the forwarding device to its closest controller is called the worst-case latency 
which is mentioned in (22). The maximum latency among the worst-case latencies, 
for all the different failures, is called the maximum worst-case latency, given in (23).

(22)WCL = max
v∈N

{

min
u∈M

l[v][u]

}
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Here, S is a set of all the different failure scenarios and ls
[v][u]

 is delay from switch 
v to controller u under a failure scenario s . Definition of ls

[v][u]
 in the proposed 

SCLNCPP approach differs from that of CNCP and RCCPP in (24), (25), and (26), 
respectively.

In the CNCP approach, in case of controller failures, ls
[v][u]

 is obtained as the sum 
of the latency from forwarding device v to the first nearest controller (i.e., u ) and the 
latency from the first nearest controller u to the second nearest controller (i.e., u ), 
while in the RCCPP approach, the objective function is different from the CNCP 
and corresponds to minimizing the number of controllers. By changing the objective 
function, the metric ls

[v][u]
 in RCCPP is achieved according to the mathematical for-

mulation in star form from the sum of the latency from forwarding device v to the 
first controller (not necessarily its closest controller) and the latency from the same 
switch v to the second controller (not necessarily its closest controller). In the pro-
posed approach, the defined metric is similar to the RCCPP metric, except that we 
assign the switch v to the first and second nearest controllers in star form to mini-
mize latency. In other words, the metric ls

[v][u]
 in SCLNCPP corresponds to the sum 

of the latency from forwarding device v to its first closest controller and the latency 
from the same forwarding device v to its second closest controller.

5.3 � Estimation of performance metrics in proposed approach and its comparison 
with CNCP and RCCPP approaches

The comparison of the worst-case latency and maximum worst-case latency metrics 
of the proposed SCLNCPP approach with that of the CCNP and RCCPP approaches, 
taking into account the failure free and one failure scenarios in network, is shown 
in Fig.  4. Based on the evaluations performed on different topologies, we have 
experimentally concluded that on average one controller can manage 28 switches; 
thus, for topologies with 28 nodes or less in all three approaches, CCNP, RCCPP, 
and SCLNCPP, in failure free and one failure scenarios, at least 2 controllers are 
enough; but for topologies with more than 28 nodes, two controllers do not seem 
enough to manage network switches. Even in the evaluations performed, in topolo-
gies with more than 100 nodes, even three controllers are not enough; therefore, we 

(23)MWCLS = max
s∈S

{

max
v∈N

{

min
u∈M

ls
[v][u]

}}

(24)ls
[v][u]

= l[v][u] + l[v][u]

(25)ls
[v][u]

= l[v][u] + l[u][u]

(26)ls
[v][u]

= l[v][u] + l[v][u]
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consider the number of controllers for the sago and pameltto topologies to be varied 
from two to 11. The values obtained from the simulation are shown in Fig. 4a and b. 
According to estimates, at least three controllers are enough for the CNCP, RCCPP 
and SCLNCPP approaches when the number of network nodes is between 28 and 
84 nodes; therefore, the estimates made for the evaluation of the worst-case latency 
and the maximum worst-case latency metrics on the uninett topology are presented 
in Fig. 4c with the number of controllers varying from 3 to 11; however, according 
to the results obtained, the SCLNCPP approach for topologies with more than 84 
nodes with 3 controllers cannot manage the switches in the network. For this reason, 
we considered the number of controllers for deltacom topology to be varied from 4 
to 11, and the results are presented in Fig. 4d.

In Formula (23), we define a metric called worst-case latency to compare the 
performance of the SCLNCPP, CCNP and RCCPP approaches, which is actu-
ally intended for failure free case of the network. As shown in Fig.  4, if there 
is no failure in the network, the proposed SCLNCPP approach leads to the less 
worst-case latency compared to both the CCNP and RCCPP approaches, because 
SCLNCPP with its array approach has significantly reduced the network search 

(a) (b)

(c) (d)

Fig. 4   Worst-case latency and maximum worst-case latency of SCLNCPP, RCCPP and CNCP on vari-
ous network topologies from small, medium and large scales a Sago (18 nodes), b Pameltto (45 nodes), c 
Uninett (74 nodes), and d Deltacom (112 nodes)
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space (in other words, controllers in the network are placed in a compact NC
2

 bit 
search space, instead of being placed in 2NC bits or NC bit space). Also, CNCP 
is better than RCCPP in terms of the above metric because in RCCPP, due to its 
formulation, there is no need to assign the switches of the failed controllers of the 
network to the second nearest controller, which increases the worst-case latency 
shown in Fig. 4b, c, and d. Only in Fig. 4a at Nc = 6 , RCCPP performed better 
than CNCP because of the type of the Sago topology, which is a linear topology 
with closely related nodes.

In Formula (23), we defined the maximum worst-case latency metric to com-
pare the said approaches in the case of different controller failure scenarios. 
According to Fig.  4, it can be seen that SCLNCPP performs better than CCNP 
and RCCPP because in case of controller failures, in addition to reducing the net-
work search space, the type of the planning of assignment of switches to the con-
trollers is star, and for reassignment, it considers the second nearest controller to 
the switch itself in case of failure. Although the CNCP also considers the second 
nearest controller (the second nearest controller is the controller closest to the 
first controller) for reassignment in case of failure, the type of the planning is 
linear.

Maximum worst-case latency of CNCP increases with the number of controllers 
in the network when we have controller failure in the network, because their purpose 
is to minimize the worst-case latency. This is also true for the SCLNCPP approach, 
but the worst-case latency of CNCP, in failure free case, violates this process, as 
shown in Fig. 4c and d; therefore, it can be concluded that the placement of the con-
trollers in the locations where the maximum worst-case latency metric is minimized 
does not guarantee that the worst-case latency decrease as the number of controllers 
increases, because the way the switches are assigned to the controllers is linear. In 
the star assignment models of SCLNCPP and RCCPP, the above cases are violated, 
that is, minimizing the maximum worst-case latency metric ensures minimizing the 
worst-case latency due to an increase in the number of controllers in failure free 
case.

In order to ensure the proper operation and maintain the consistent global view 
of the distributed SD-WAN, the controllers deployed in the network must commu-
nicate with each other. In fact, the latency between the farthest controllers in the 
network is called the worst-case inter-controller latency. In the following, the results 
of the comparison of the simulations of this metric are shown in Fig. 5. In the CNCP 
approach, the purpose is to minimize the worst-case latency between the forwarding 
devices and their second controllers (the second controller assigned to the forward-
ing device is the controller closest to the first controller of the forwarding device), if 
the first nearest reference controller of switches is failed. Because of this, the CNCP 
does not force the first and second controllers of a forwarding device to be placed 
near to each other. In RCCPP, first, the switch is assigned to the first and second 
controllers in star form by the SMC-RCCPP and AMC-RCCPP algorithms; second, 
it is not necessary to assign the switch to its second nearest controller, but by using 
a constraint on the ccmax parameter, the switch is randomly assigned to the first and 
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Fig. 5   Maximum inter-controller latency of SCLNCPP, RCCPP and CNCP on various network topol-
ogies from small, medium and large scales a Sago (18 nodes), b Pameltto (45 nodes), c Uninett (74 
nodes), and d Deltacom (112 nodes)
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second controllers. Also, in RCCPP, the controllers of different forwarding devices 
are not forced to be placed close to each other.

In the proposed SCLNCPP approach, the approach of assignment of the switch 
to the first and second controllers is performed in star form, but in this case, if the 
first controller of the switch is failed, the switch is assigned to its second near-
est controller (not to the second nearest controller of the first controller linearly). 
Therefore, in CNCP and RCCPP approaches, the inter-controller latency increases 
with the number of controllers, but in SCLNCPP, the same increasing process is 
followed in the inter-controller latency, but it is not significant. Also, the inter-
controller latency values of SCLNCPP are much lower than that of the CNCP and 
RCCPP because this approach, with its array formulation, forces the switches of 
the different controllers to be close together. As is seen in Fig. 5, the maximum 
inter-controller latency of SCLNCPP is much less than that of the CNCP and 
RCCPP. Also, to compare CNCP and RCCPP, it can be said that the maximum 

(a) (b)

(c) (d)

Fig. 6   Worst-case latency and maximum worst-case latency of SCLNCPP, RCCPP and CNCP on various 
network topologies from small, medium and large scales, despite limiting the maximum latency between 
controllers a Sago (18 nodes), b Pameltto (45 nodes), c Uninett (74 nodes), and d Deltacom (112 nodes)
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inter-controller latency of RCCPP is better than that of CNCP when fewer con-
trollers are placed in the network and it is near to CNCP when more than the 
required number of controllers are installed in the network; this is because in the 
RCCPP approach, it is not necessary to assign the switch to the second nearest 
controller, and because the switch-controller latency and inter-controller latency 
are two competitive metrics, when the switch-controller latency increases, the 
inter-controller latency decreases. By placing more than the required number of 
controllers in the network, the cost of the network increases; therefore, in order to 
reduce the cost of the network, the network designer prevents the deployment of 
more than the required number of controllers.

To solve the problem of placing controllers more than the required number, we 
have to limit the maximum inter-controller latency using constraints (13) to (16). 
Next, we consider the effect of limiting the maximum worst-case inter-controller 

(a) (b)

(c) (d)

Fig. 7   Worst-case latency and maximum worst-case latency of the proposed SCLNCPP approach on 
various network topologies from small, medium and large scales, despite limiting the maximum latency 
between controllers as a factor of array diameter a Sago (18 nodes), b Pameltto (45 nodes), c Uninett (74 
nodes), and d Deltacom (112 nodes)
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latency as a coefficient of array diameter (i.e., CCLmax = 0.6DR ) on the worst-case 
latency and maximum worst-case latency of the SCLNCPP, RCCPP and CNCP 
approaches between the switches and second controllers in Fig. 6. Figure 6 shows 
that SCLNCPP performs better than CNCP and RCCPP in case of controller fail-
ures due to the reasons stated above. In comparing CNCP with RCCPP, it can be 
concluded that CNCP performs better than RCCPP in case of controller failures, 
and in some points the values are close to each other, as shown in Fig. 6b and d. 
In failure free case, SCLNCPP operates better than both the CNCP and RCCPP 
approaches, but in comparing CNCP with RCCPP, in failure free case, it can be 
seen that CNCP is better than RCCPP, and in some points the values are close to 
each other, which is evident in Fig. 6c and d.

The results of the comparison of the worst-case latency and maximum worst-case 
latency metrics of the proposed SCLNCPP approach are shown in Fig. 7 when the 

Fig. 8   Performance of the population-based simulated annealing algorithm in terms of objective value or 
best cost on topologies a Pameltto (45 nodes) and b Deltacom (112 nodes)
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Fig. 9   Performance of the population-based simulated annealing algorithm in terms of running time on 
topologies a Pameltto (45 nodes) and b Deltacom (112 nodes)
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maximum latency between controllers is limited to some coefficients of the network 
diameter. We see a sudden surge in the maximum worst-case latency of SCLNCPP 
when we limit the maximum latency between controllers. According to Fig.  6 on 
various topologies, it can be concluded that the values ​​of the worst-case latency and 
the maximum worst-case latency of SCLNCPP, CNCP, and RCCPP with the latency 
inter-controller limits are higher compared to that of SCLNCPP, CNCP, and RCCPP 
without these limits. The reasons for the sudden surge observed in different topolo-
gies also depend on the extent to which the latency between the controllers is limited 
as shown in Fig. 5.

5.4 � Quality of our heuristic algorithm solution and its comparison with optimal 
value

The population-based simulated annealing heuristic algorithm is implemented in 
MATLAB software and its performance is compared to MIP in terms of latency or 
objective value and running time. The starting and end temperatures are 15 and 4.99, 
respectively. The number of iterations in each temperature level, Itermax , is equal to 
100, the temperature reduction coefficient (γ) is equal to 0.99 and β as the iteration 
growth rate at each temperature is equal to 0.8. Each sample is run for 100 times 
and the average results are presented per run for statistical reliability. Figure 8 shows 

Fig. 10   Behavior of a population-based simulated annealing algorithm in terms of convergence to the 
optimal value on topologies a Pameltto (45 nodes) with 3 controllers, b Pameltto (45 nodes) with 4 con-
trollers, c Deltacom (112 nodes) with 3 controllers, and d Deltacom (112 nodes) with 4 controllers
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the performance of the population-based simulated annealing algorithm on pameltto 
and deltacom topologies for different values of the number of controllers in Fig. 8a 
and b, respectively. According to the figure, we observe that there is a very small 
gap between the optimal value and the amount of output generated by the heuristic 
algorithm unless this gap may be further reduced by increasing γ and Itermax and 
decreasing �. Also, Fig. 9 illustrates the execution time of the MIP by CPLEX, the 
simulated annealing heuristic and the population-based simulated annealing heuristic 
on pameltto and deltacom topologies. We can observe that the population-based sim-
ulated annealing heuristic algorithm takes less than the half of the time taken by MIP. 
In addition, we can show that the population-based simulated annealing heuristic 
algorithm performs better than simulated annealing heuristic in term of running time.

The behavior of the population-based simulated annealing heuristic algorithm on 
the pameltto topology for the Nc = 3 and Nc = 4 controllers is shown in Fig. 10a and 
b, respectively. It can also be seen on the deltacom topology for Nc = 3 and Nc = 4 
in Fig. 10c and d. The population-based simulated annealing algorithm, by accepting 
worse solutions with high probability at higher temperatures, leads to a gap between 
the objective value of the heuristic algorithm and the optimal value at higher tem-
peratures. As the temperature decreases, the probability of accepting worse solutions 
decreases and the algorithm converges to the optimal value. Also, whatever the size of 
the intended topology is larger, the gap between the target (objective) value of the heu-
ristic algorithm and the optimal value is smaller because the algorithm explores differ-
ent parts of the network search space using population concept (not being single point) 
and converges toward the optimal value by not getting caught up in local optimum.

5.5 � Comparison of proposed SCLNCPP approach with CNCP and RCCPP 
approaches

In the final part of the paper, we compare the proposed SCLNCPP approach with the 
two CNCP and RCCPP approaches from different aspects (such as formulation type, 
objective delay, load imbalance, approach application type, etc.). To compare 
SCLNCPP with CNCP and RCCPP approaches, we also need to calculate the optimal 
solutions. The most obvious difference between our proposed mathematical formula-
tion (i.e., SCLNCPP) and the two CNCP and RCCPP approaches is the use of array 
decision variables. In other words, in the proposed formulation, we used the decision 
variables AP2

[v][u]
 and AP1

[v][u]
, respectively, to assign the forwarding device to the first 

closest controller and assign the forwarding device to the second closest controller in 
case of one controller failure. In contrast, in the CNCP approach, considering one con-
troller failure, the two-indexed decision variable r1

ij
 and r2

ij
 is used, and in mathematical 

formulation by extending the failure to multiple controllers, the three-indexed decision 
variable  rl

ijk
 is used. In addition, RCCPP formulation, a two-indexed decision variable 

xij is used to assign a switch to multiple controllers. Another obvious difference is the 
change of the mathematical formulation of SCLNCPP from linear form to star form, 
which performs the operation of assigning static switches to controllers in star form. 
Also, we consider the maximum inter-controller latency (i.e.,CCLBmax ) as a coefficient 
of the array diameter (corresponding to a factor of the graph diameter in RCCPP 
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(similar to the SCLNCPP approach)) and corresponding to γ ​​in the CNCP (difference 
with the SCLNCPP approach). Also, we consider the number of controllers placed in 
the intended topology equal to Nc (corresponding to parameter Q in CNCP and corre-
sponding to r in RCCPP), controller capacity equal to U[u] (corresponding to uc in 
RCCPP and Uj in CNCP) and Load[v] in the form of a homogeneous traffic load. 
Finally, in the analysis of the results in the study of Killi and Rao [8], the estimates are 
not performed on the worst-case latency and maximum worst-case latency metrics for 
topologies with more than 40 nodes. Also, optimal results are not obtained in a reason-
able time by Gurobi solver in RCCPP for topologies with more than 80 nodes, but in 
the proposed approach, estimates for topologies with more than 80 nodes respond with 
either the heuristic approach or the CPLEX solver.

6 � Conclusions and future orientations

We presented a Star Capacity-aware Latency-based Next Controller Placement Problem 
(called SCLNCPP) in the SD-WAN, which actually prevents a lack of connections and 
a dramatic increase in the worst-case delay in case of controller failures. The purpose 
of this approach is to minimize the maximum, for all forwarding devices, of the sum 
of the latency from the forwarding device to the first nearest controller and the latency 
from the same switch to the second nearest controller. We provided the proposed 
approach formulation as a MIP with array decision variables for a controller failure. 
We also extended it to multiple controller failures. Also, we even present a population-
based simulated annealing heuristic algorithm to solve the problem optimally. In addi-
tion, evaluations of the various Internet Zoo topologies were estimated, and the result 
is that the proposed SCLNCPP approach performs better than CNCP and RCCPP in 
both case of failure and failure free case. Table 4 shows the rate of improvement of 
the SCLNCPP approach in terms of latency metric compared to the two approaches of 
CNCP and RCCPP in case of failure and free failure case with Considering 11 control-
lers in the network topology. According to Table 4, it is evident that the rate of latency 
in large-scale topologies for the proposed approach compared to CNCP and RRCCPP 
approaches is improved. The results show that the heuristic algorithm converges faster 
to an optimal value in large-scale topologies due to not being single point and explor-
ing different parts of the network search space using the population concept. In future 
work, we will use partitioning-based heuristic algorithms such as BBO and EADUC to 
solve the problem optimally. In our orientation, we will also look at the dynamics of the 
SCLNCPP approach to change switch-controller assignments based on variable traffic 
loads over time. Finally, we will try to use this approach to reduce the network search 
space on hybrid networks (such as IOT/SDN or 5G/SDN), and even we will apply the 
mobility on mobile networks that require network dynamics control.
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