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Abstract—With the widespread use of IoT devices in safety-
critical applications, new constraints should be addressed in
designing IoT infrastructures. Reliability is one of the most
important characteristics of an IoT system which should be
satisfied with high consideration. The way how IoT devices
communicate with each other in different layers of architecture,
plays an important role in building a reliable IoT infrastructure.
Maintaining the desired level of reliability in IoT applications
through application layer protocols, imposes a noticeable amount
of overhead to different characteristics of IoT systems. In this
paper, we are going to investigate these overheads through
practical evaluations on a conventional IoT infrastructure. To
this end, we will compare two well-known application layer
protocols, i.e., MQTT with many reliable features and CoAP with
fewer reliability mechanisms, from different aspects. Conducted
experiments in Arduino test-beds illustrate while MQTT provides
more reliable and predictable infrastructure for IoT devices, on
average, it imposes 364uW of more power consumption than
CoAP for delivering the same amount of data. Furthermore,
utilizing MQTT as a reliable application layer protocol, imposes
4.99x of more latency in comparison with CoAP.

Keywords—Internet of Things, Reliability, Power Consumption,
Performance, Protocol, Application, CoAP, MQTT.

I. INTRODUCTION

Internet of Things (IoT) is a system comprising a commu-
nicative infrastructure which connects an enormous amounts of
identified, low-power embedded devices through exploitation
of Internet and communication technologies without human
intervention. The potential applications of IoT are widespread,
starting from smart homes to smart cities, many of them
require real-time and low power communications, e.g., health
care applications.

McKinsey Global Institute R© has estimated that the finan-
cial impact of the IoT market on the global economy may reach
as much as $11.1 trillion by 2025 [1]. On the other hand the
total number of smart connected devices around the world is
rising rapidly, that many institutions such as IHS R© reported
20.3 Billion connected “Things” will Be in Use in 2017 which
would rise up to more than 75 billion at the end of 2025. As
it has been illustrated in Fig. 1, based on the informations on
population and total number of connected devices [2], [3], we
have anticipated that there will be more than 9 smart devices
per person at the end of 2025. This amount of interconnected
devices would raise many challenges.

Considering the rapid growth in number of connected IoT
devices, different international standardization bodies such as

Internet Engineering Task Force (IETF), IEEE, The 3rd Gener-
ation Partnership Project (3GPP) standardized new protocols
to meet the requirements and emerging applications of IoT.
Reliability is one of the most important requirements in IoT
communication protocols. In other words, data transmission in
harsh environments via dynamic and lossy links is inherently
unreliable, leading to excessive re-transmissions, large amount
of energy consumption and long latency in the shared wired
and wireless medium. Therefore, reliability plays an important
role not only in delivering data in IoT infrastructures, but also
due to its side-effects on performance and energy consumption
of IoT devices. To this end, reliable and energy-efficient data
delivery has to be considered as two important aspects of IoT
applications.

The primary goal of an IoT infrastructure is to ensure
effective communication between objects and build a reliable
bond among them using different types of applications. Inter-
connecting billions of smart devices throughout the internet,
necessitates a flexible layered architecture for IoT infrastruc-
tures [4]. Nevertheless, a vast number of provided architectures
has not yet converged to a standard model. However, three
layers i.e., Objects (also known as perception), Network, and
Application Layers are in common among all of the provided
architectures. Indeed, more complicated architectures has just
expanded each of the mentioned three layers in to more layers
to provide more accuracy.

Among these three layers, the application layer is respon-
sible for providing services and determines a set of protocols
for message passing at the application level. These protocols
could reliably transfer data between nodes through exchanging
acknowledgement packets (Ack) or simply refusing Acks to
save other resources, e.g., power and bandwidth with the cost
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of lower reliability.

Message Queue Telemetry Transport (MQTT) [5] and
Constrained Application Protocol (CoAP) [6] are two major
IoT application layer protocols which recently gained atten-
tion. These open source protocols have been designed for
lightweight devices to specifically address the difficult require-
ments of real-world IoT deployment scenarios. These protocols
employ “publish-subscribe” and “client-server” architectures
respectively to transfer data between nodes.

In this paper we are going to investigate the side-effects
of reliability on IoT communication protocols. To this end,
we consider MQTT as our reliable protocol, since it utilizes
acknowledge policy in its transmissions. As our baseline,
we consider CoAP communication protocol which utilizes a
poor level of reliability approaches in its transmissions. We
implement both of these communication protocols in real test-
bed, i.e., Arduino [7]. To evaluate the side effects of providing
reliability on communication protocols, we measure power
consumption and performance of our test-beds during the
transmissions.

In this study, we are going to clarify the existing trade-
offs between reliability and resource constraints in a real IoT
infrastructure. The evaluation results of this study would pave
the way for selecting an appropriate application layer protocol
for a specified IoT application. For example, although MQTT
is a reliable protocol, our evaluation results show that it may
not be an appropriate choice for IoT applications where timing
and power constraints are more important than reliability.
Indeed, for these kinds of applications it has been shown that
CoAP would be a much better choice by providing less power
consumption and node to node latency.

The rest of this paper is organized as follows: Section II
represents a background on the application layer protocols and
their structure in IoT, concentrating on MQTT and CoAP. In
Section III, the system setup and experiment methodology has
been discussed. Experimental results are stated in Section IV.
Finally, this paper is concluded in Section V.

II. IOT APPLICATION PROTOCOLS

Delivered services by IoT infrastructures cover a broad
range of applications from non-critical applications like in-
forming the level of humidity or brightness in a smart green-
house to critical applications like monitoring and analyzing
biological data from patients in real-time health-care services.
In each of these application, there are a number of customers
which require desired services. The way how IoT devices
connect to each other, plays an important role in satisfying
the services. Basically, the IoT architecture consists of three
layers, i.e., object layer, network layer, and application layer.
Among them, the last one is responsible for managing the
IoT connections in level of application via applied protocols.
As it is illustrated in Table I, in a typical IoT architecture,
application protocols act as an interface between network layer
and the services in the application layer. The most widespread
application protocols used in IoT infrastructures are MQTT,
CoAP, Extensible Messaging and Presence Protocol (XMPP)
[8], Advanced Message Queuing Protocol (AMQP) [9] and
Data Distribution Service (DDS) [10].

According to the estimated market share of IoT appli-
cations in 2025, health care, manufacturing and electricity
will dominate other applications with 41%, 33% and 7%
of contributions, respectively [4]. In these applications, the
required application layer connectivity which is delivered via
intended protocols, should be accompanied with reliability, low
energy consumption and low delay to prolong the lifetime of
the sensors and to minimize the probability of disconnection.
Among the mentioned conventional application layer proto-
cols, AMQP with 8 byte header size imposes high network
overhead and power consumption and XMPP does not provide
any Quality of Service (QoS). On the other hand, although
DDS provides many desirable concepts such as reliability, real-
time features and providing 23 kinds of QoS [4], its complexity
of design could make it a low priority for low cost IoT
infrastructures. Therefore MQTT and CoAP could be preferred
against the other protocols. These two protocols are somehow
the two sides of a same coin; both are an application layer
protocol but with different characteristics. In the following,
we will focus on introducing these two protocols more deeply.

A. CoAP

Due to the improperness of HyperText Transfer Protocol
(HTTP) in resource constrained systems such as embedded
devices and IoT applications, the IETF Constraint RESTful
Environment (CoRE) Working Group designed CoAP for
application layer communications [6]. CoAP is a client-server,
web transfer protocol optimized for connecting distributed
nodes in constrained environments. As HTTP, CoAP has the
responsibility to transfer documents but with a lower over-
head and taking into account the resource, power and energy
constraints. This is due to the employment of UDP protocol
instead of TCP protocol in the structure of CoAP and mapping
existing string fields of HTTP into fields with dimensions as
small as a bit. Consequently, CoAP packets are far smaller
than HTTP packets. While CoAP benefits from small packet
sizes, since it is based on UDP protocols, it suffers from
reliability challenges. Indeed, UDP based protocols such as
CoAP, provide less reliable transactions because the loss or
failure of a packet is not important for the transmitter. To over-
come this challenge, CoAP exploits a two layer approach in
its architecture: 1) Transaction Layer and 2) Request/Response
Layer. The Transaction layer is responsible for single message
exchange between end nodes and the Request/Response layer’s
duty is to handle request/response transmissions and also the
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resource management in the system [11].

To improve the reliability challenges for critical applica-
tions which exploit CoAP as their application layer protocol,
CoAP delivers a user controllable reliability flag called, “Con-
firmable”. Indeed, a poor level of reliability in CoAP could be
provided through labeling a message as Confirmable. In this
case, The transmitter tries to send the Confirmable message
up to a maximum number of times, according to a predefined
back-off algorithm for re-transmissions, until the receiver sends
back an Ack packet upon receiving the Confirmable message.
This confirms the message has been received, but still lacks
confirmation on whether its contents has been decoded cor-
rectly or not. On the other hand, there are “Non-Confirmable”
messages which have the same applicability as the “Fire and
Forget” approach in MQTT (which is going to be discussed
later). In this approach, the reception of the Ack packets does
not matter for the transmitter.

Furthermore, CoAP supports multicast features of UDP
to provide node addressing. It exploits a client-server based
architecture in which all the nodes could play as a client,
server or even both. Usually clients send their requests as GET,
POST, PUT and DELETE messages to the server nodes and
wait for them to respond. In conclusion, some of the most
promising features provided by the CoAP protocol include:
1) Resource Observation, 2) Block-wise resource transport, 3)
Resource Discovery, 4) Integration with HTTP, and 5) Security.
Considering the security in CoAP, it should be noticed that
CoAP employs Datagram Transport Layer Security (DTLS)
protocol [12] to secure its communications through message
encryption. DTLS is a protocol based on TLS [13] which
secures UDP.

B. MQTT

MQTT is an open source, application layer, publish-
subscribe messaging protocol, designed for lightweight Ma-
chine to Machine (M2M) and IoT communications. Initially,
MQTT was developed by IBM R© in 1999 and implemented
across a variety of industries. Two examples of well-known
projects which exploited MQTT as an application layer proto-
col are Smart Lab [14] and Flood Net [15]. The architecture of
MQTT is based on a publish-subscribe model and its purpose
is to exchange messages among clients through a common
broker with an inherent reliability.

In a publish-subscribe architecture, there is a UTF-8 string
which is used by the broker to filter messages for each
connected client, known as a “topic”. A client (subscriber)
sets a request with a desired topic of interest to the server
(known as the broker); Immediately after reception of this
request, the node which produces data (publisher) sends the
data (related to the specified topic) towards the broker and
afterwards the broker forwards the gathered information to
the subscriber. In this context, each message is published
under a defined topic (an address) which could be accessed by
all other nodes, subscribed to that topic. It should be noted,
there isn’t any constraints on the number of subscriptions in
defined topics for a single node in the system. All of the
nodes which are subscribed to a topic by the broker, would
be able to receive the related messages. This connection is
being established through transmitting a CONNECT message.

CONNECT messages require an acknowledgment through a
CONNACK message [11]. In publish-subscription, publishers
do not need to have any knowledge about the identity and
even the existence of subscribers and vise versa, so it’s called
a “loosely-coupled” architecture. This decoupling provides the
opportunity for better scalability than traditional clientserver
models.

Providing a reliable transaction is one of the core goals
in MQTT. MQTT provides reliable communications by em-
ploying TCP as its under layer transport protocol. This makes
MQTT a top priority for devices which want to communicate
in harsh operating environment, e.g., IoT and WSNs. Depend-
ing on how reliably messages should be delivered to their
destinations, MQTT provides three levels of QoS:

1) QoS(0): This is the simplest form of QoS provided
in MQTT. In This level of QoS, which is also called
a Fire and Forget mechanism, once the transmitter
sends the message, it will not wait to check the deliv-
ery of the message. Also, in addition to the message
delivery, the integrity of the delivered message does
not matter for the transmitter.

2) QoS(1): This level is suggesting a more reliable
communication. In this case, the sender will (re-
)transmit the packet as long as it receives the Ack
packet. In this level, it is probable for a receiver to
receive duplicates of packets. Accordingly, this QoS
is delivering the message for at least once.

3) QoS(2): The highest degree of reliability is provided
in QoS(2), which ensures not only the reception of the
packets (by receiving Ack packets from the receiver)
but also that they are delivered only once to the
destinations [16]. Delivering only one copy of the
message to the destination will reduce the bit-error-
rate (BER) over the wired or wireless media and
improve the packet delivery probability. Thus, QoS(2)
provides a more reliable communication than QoS(1).

As CoAP’s Non-Confirmable messages, the QoS(0) does
not guarantee any reliability, while MQTT’s QoS(1) could
operate in the same level as CoAP’s Confirmable messages
and guarantee an Ack-based reliability. It should be noted
that MQTT’s QoS(2), which guarantees the non reception of
duplicated packets by the receiver, does not correspond to any
similar QoS levels in the CoAP protocol [11]. The publish-
subscribe architecture in MQTT protocol enables the support
for different types of traffics mainly one-to-one, one-to-many
and many-to-one.

Besides the promising features of MQTT, a major issue
in MQTT is the concept of topic matching. Topic match-
ing will indicate its importance as a node subscribes to a
defined topic. In MQTT, topics are designed as the same
as a file system. In other words, they exploit a hierarchy,
e.g., “kitchen/oven/temperature”. In subscription, wild cards
are allowed to determine the name of the desired topics. In
Table II, a list of allowed wildcards for the topic matching has
been explained briefly with their use-cases. Topic matching
in MQTT, imposes extra processing overhead to the nodes
and thus intensifies the pace of wearing-out of nodes and
consequently reduces the reliability of the entire system.

In addition to the provided levels of reliability (QoS) for



TABLE II: Topic Matching in MQTT
ExampleWildcard Description Topic Match Not Matched

+ Employed for single-level topic matching /CE/+/Temperature /CE/Lab1/Temperature /CE/Lab2/Section3/Temperature
# Employed for multi-level topic matching /CE/GroundFloor/# /CE/GroundFloor/Lobby/Temperature /CE/1st-Floor/Room1/Temperature

transmitting messages in MQTT, this protocol also considers
some protective approaches in initializing a connection or
disconnecting the currently connected nods which makes it
a proper protocol for reliable IoT infrastructures. Indeed, at
the beginning of a communication, each of the clients which
want to be connected to the broker, specify a message known
as “Last Will and Testament (LWT)” message and send it to
the broker. This message is being employed to inform all the
other clients about an abrupt disconnection of a client, which
was subscribed to a shared topic with all of them. The LWT
includes the intended topic and is stored by the broker. This
message would not be multicasted until a sudden disconnection
of a node. On the other hand, if a client tries to disconnect
from the network in a graceful manner through transmitting a
“DISCONNECT” message, LWT will be discarded. This fea-
ture would provide a more reliable transaction, because when
a node is lost in the network and other nodes are not informed
about it, they may send data packets to a lost node while there
isn’t any receiver at the opposite side. Furthermore, security is
also another feature provided by the MQTT protocol. Infact,
as TCP is the under layer protocol for MQTT, brokers and
clients can benefit from message encryption via SSL and TLS
protocols.

III. SYSTEM SETUP

In this section, first we will provide a detailed information
about the employed hardwares for setting up the test-bed which
is later used for evaluating the efficiency of the most promising
IoT communication protocols in this study. Then, we will
introduce our experiment methodologies.

A. Test-bed Introduction

Fig. 2 includes the modules that have been used in this
study. We utilize Arduino as our main platform for con-
structing a simple IoT infrastructure. Arduino is an open-
source platform with widespread applications as a development
board. There are many variations of Arduino in the market.
Among them, Arduino Uno has the most popularity for IoT
applications due to its specifications. Fig. 2 (a) represents
the Arduino Uno platform which has been exploited in this
study. The detailed specifications of this platform could be
found in Table III. For programming the Arduino platform, the
provided Integrated Development Environment (IDE) which
comes with the device has been used. As it is illustrated in
Table III, the promising features delivered by Arduino Uno
and the cheep price of this platform, makes it an appropriate
candidate for developing many IoT applications. One of the
interesting characteristics of this platform is its ability to work
with peripheral devices through its USB port.

Wireless communications in the free space is one of the
aspects of IoT infrastructures. Hence, we are going to setup the
test-bed through the WiFi technology. To this end, the Arduino
WiFi module, i.e., ESP8266 has been employed. This module

TABLE III: Technical Specifications of Arduino Uno
Parameter Value
Microcontroller ATmega328P
Operating Voltage 5 v
Digital I/O Pins 14 (of which 6 provide PWM output)
PWM Digital I/O Pins 6
Analog Input Pins 6
DC Current per I/O Pin 20 mA
DC Current for 3.3V Pin 50 mA

Flash Memory 32 KB (ATmega328P) of which
0.5 KB used by bootloader

SRAM 2 KB (ATmega328P)
EEPROM 1 KB (ATmega328P)
Clock Speed 16 MHz
Length 68.6 mm
Width 53.4 mm
Weight 25 g
Price 22 $

TABLE IV: Technical Specifications of ESP8266
Parameter Value
Input Voltage 5 v
Frequency 2.4 GHz
Range 100 m
Communication Protocols IEEE 802.11b/g
Wake Up and Transmit Packet <2 ms
Leakage Power <1.0 mW

can be connected to the Arduino platform through its USB
port. Fig. 2 (b) shows the ESP8266 module. This module is
equipped with integrated TCP/IP protocol stack which easily
enables the connection of existing Arduino micro-controllers to
the WiFi network. ESP8266 in addition to providing the ability
to communicate with other processors which run intended
applications, could host an application itself. Table IV shows
the technical specifications of ESP8266.

B. Experiment Methodologies

To investigate the side-effects of CoAP and MQTT proto-
cols, we have established a simple scenario using the platforms
introduced in the previous sub-section. Indeed, we have em-
ployed two Arduino platforms with their WiFi module, acting
as the two end-nodes of the network, i.e., A and B. These
nodes are located at a distance of 1m from each other. We
conduct our experiments in standard room conditions. Note
that the mentioned scenario could be extended to accommodate
multiple nodes. In case of MQTT, A is generating data packets
as a publisher and simultaneously is playing as a subscriber to

(a)

in the measurement science (e.g., MISSENARD index monitoring).
The remainder of the paper is organized as follows. Section 2 pro-
vides related works done so far in this field. Section 3 presents the
materials used for this experiment. Section 4 shows layered archi-
tecture, experimental setup, and determination process which is
followed by Section 5 that illustrates results obtained from the
study, whereas Section 6 concludes this paper.

2. Related work

At the time of writing, no similar works were found that talk
about the MISSENARD index measurement and monitoring using
IoT and cloud services. But few researches have shown applications
developed to measure environmental and other parameters using
IoT and enabled clouds. Physical activity of a person can be mea-
sured and monitored using Internet of Things based cloud services.
Ray [10] has proposed an architectural framework to handle the
information about the physical activity of a human body by involv-
ing Bluetooth and IEEE 802.15.4 technologies that measures ECG,
number of steps, and dissolved oxygen into the blood. An article
presents the measurement of vitals of elder person by architecting
the H3IoT (Home Health Hub Internet of Things) at homely atmo-
sphere. It uses Bluetooth, Zig Bee, radio frequency (RF), etc. tech-
nologies to monitor ECG, EEG, EMG, tilt, movement, respiration,
blood pressure, blood glucose, thermometer, and dissolved oxygen
in blood – using cloud services [11]. A recent research has
proposed to integrate the body of sport person with the sport
equipments to the team management, coach, and even with their
fans through social networking [12]. Visualizations along with
the IoT based cloud services such as injury risk analysis, compact
analysis, and contextual awareness analysis are merged with this
solution. Sebastian and Ray [14] have gone one step above and pro-
posed to connect soccer with the footballer through the use of IoT
and cloud services. IHoH (Internet of Health of Home) architecture
is presented to monitor carbon monoxide, carbon dioxide, humid-
ity, temperature, LPG gas, air pressure, and ambient light at indoor
(home) to inform the inhabitants by alarming, digital spraying,
switch on/off of air cooler, air conditioner and exhaust fan to save
the life of occupants from threats. Here, IoT cloud services are used
to serve visualization, heat energy, and other risk analysis [13].
Few other papers do validate the integration of IoT cloud services
to monitor heat index of environment, air borne particulate matter
of 2.5 lm size, and wood equilibrium moisture content (EMC) by
[15,21,16] respectively. It is also found that IoT and cloud enabled
agriculture is currently getting its shape to be smarter in near
future [22]. Salamone et al. [9] describes a low-cost and open-

source hardware architecture which is able to detect the indoor
parametric variables necessary for the Indoor Environmental Qual-
ity (IEQ) calculation consisting of some sensors and an Arduino
board. This article presents a nano Environmental Monitoring
System (nEMoS) that is developed based on inexpensiveness and
the consistency of the detected data. AirQualityEgg [23] is a
community led sensor network that comprises of a small electronic
sensing system which sends environmental data about NO2 and CO
concentration to the internet over WiFi. The data is sent to the
Opensensors.io based IoT cloud platform which both stores and
provides free access to the data to the users. Xively supported visu-
alization and ability to generate triggers for tweets and SMS alerts
allow inhabitants to gather knowledge about their peers. Similar
solution using private IoT cloud platform has been devised by the
SpecksensorTM [24], a PM2.5 sensor system. It is designed to mea-
sure particulate matter of 2.5 lm borne in its surrounding air. It
uses WiFi to send the measured data to its private IoT cloud where
user can later on analyze the air condition. Real-time local visual-
ization support has also been provided.

3. Material used

The components of the study can be classified into four types

(a) Microcontroller system

It is based on Arduino Uno which is an open source physical
computing platform having following specifications, such as Atmel
ATmega328 microcontroller, 14 digital input/output pins, 6 analog
inputs, a 16 MHz quartz crystal oscillator, 32 kB – Flash Memory,
1 kB – EEPROM, 2 kB – SRAM. It operating voltage is 5 V DC. Ardu-
ino Uno is easily programmed by an IDE (Integrated Development
Environment) that runs on developer’s computer, and can be
uploaded into its physical board. The IDE uses a simplified version
of C++ and the programming is supported by the Wiring language.
The IDE is located on https://www.arduino.cc/en/Main/Software.
Fig. 2 shows the actual Arduino Uno (see left).

(b) Sensor

It is a DHT11 sensor which uses a capacitive relative humidity
sensor and a thermistor to measure the surrounding air (environ-
ment), and spits out a digital signal on the data pin [operating
range: temperature 0–50 �C, relative humidity 20–90%], DHT11
sensor has been considered in this study due to its compatibility
with Arduino Uno, low cost, and low power capabilities, precision

Fig. 2. Arduino Uno (left), DHT11 sensor (right).
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(b)

and accuracy rates are manageable in laboratory experimental set
up, the other specifications are as follows: 3.3–5 V power and I/O,
2.5 mA max current use during conversion, Good for 20–80%
humidity readings with 5% accuracy, Good for 0–50 �C temperature
readings ±2 �C accuracy, and 1 Hz sampling rate, Fig. 2 presents the
DHT11 sensor (See right), the library is available in GitHub repos-
itory on https://github.com/adafruit/DHT-sensor-library.

(c) Communication protocol

In this study, IEEE 802.11b/g/n protocol based Arduino WiFi
shield has been empowered in the experiment has been used for
ease of installation, compatibility, and mobility purposes. This is
a 2.4 GHz Ultra High Frequency (UHF) connectivity which is most
suitable communicating protocol which caters the connectivity to
a radius around 100 m WiFi access point or router to get accorded
to internet, Fig. 3 shows the physical Arduino WiFi shield. The fol-
lowings are the most important specifications of this shield, such
as operating voltage 5 V which is directly supplied from the Ardu-
ino Uno, supported encryption types: WEP andWPA2 Personal, on-
board micro SD slot, ICSP headers, supported by the HDG204Wire-
less LAN 802.11b/g System in-Package (SiP), AT32UC3 provides an
Internet Protocol stack which is capable of TCP/UDP, FTDI (Future
Technology Devices International) connection enables serial com-
munication with the 32U for ease of debugging, WiFi library comes
pre-built into the Arduino IDE, and

(d) IoT Cloud interaction

Two cloud platforms have been chosen for this experiment – (i)
ThingSpeak and (ii) Plotly. Both the clouds provide Application
Programming Interface (API) based interconnectivity with the
proposed system. API is a set of routines, protocols, and tools for
building software applications especially in cloud platforms. This
helps the developer to correlate the cloud services with the hard-
ware for data visualization, data storage, data analytics, and trig-
gering purposes. Plotly has made the study of graphical plotting
very easy, whereas ThingSpeak provides the plug-in based facility
to monitor the present value of MISSENARD index.

ThingSpeak (https://thingspeak.com) is an open IoT data plat-
form based on public cloud technology. ThingSpeak enables real
time data collection, analysis and actuation with an Open API. With
apps and plugins, data storage, visualization, monitoring and inte-
gration of user’s data with a variety of third party platforms,
including leading IoT platforms such as ioBridge, Arduino, Twilio,
Twitter, ThingHTTP, MATLAB have been made possible. Sensor data

is collected into each channel that has eight fields which can hold
any type of data, three location fields, and one status field. Various
apps such as, TimeControl (automatically perform actions at prede-
termined times with ThingSpeak app), TweetControl (listen to the
Twitterverse and react in real time), React (reacts when channel
data meets some certain condition), TalkBack (queue up command
for user’s device) improve the reaction measures [20].

Plotly (https://plot.ly) is a popular public data visualization
cloud service provider. Plotly provides community, professional
and enterprise data storage, visualization and analytics services
to the ordinary or IoT applications. Excel, CSV and XML data for-
mats are used to upload the data to its cloud servers. Python, R,
MATLAB and Julia based APIs are implemented in Plotly. Graphics
libraries such as, ggplot2, matplotlib, MATLAB chart conversion
techniques empower the visualization. Among many, HDF5, SAS,
SPSS, MS Access and ZIP file formats are used to temporarily store
the data before uploading to cloud. Pdf, svg and eps vector exports
facilities are incorporated into it. LDAP and directory integration
are another pillar of huge popularity behind Plotly. Node.JS sup-
ported 3D chart framing enable user data to get suitably processed
from Arduino, Raspberry Pi and Electric Imp hardware devices [20].

The system model for the experiment is presented in Fig. 4.
Initially, the microcontroller board is attached with DHT11 sensor
and WiFi shield. After giving power to the board, it is connected
via serial port of a desktop computer where Arduino IDE is pre
installed. At the same time, ThingSpeak and Plotly clouds are made
ready with specific APIs for communication with the system. Later
on, an appropriate algorithm (see Fig. 5) is coded on the IDE and
burned into the board. The rest is based on the algorithm and the
communication that is coordinated by the WiFi shield. User sitting
at the local desktop machine or remote location can access the real
time information from the board and the clouds, respectively. Fig. 6
shows the experimental design comprising a laptop, Arduino Uno,
Arduino WiFi, a DHT11 placed over a bread board connected by
wires. Fig. 6 (left) shows the program running on IDE as well as
the serial monitor output to its right side. This resembles to the user
sitting near the desktop to view serial monitor output in Fig. 4. Sim-
ilarly, Fig. 6. (right) shows the ThingSpeak output resembling the
user sitting on the terminal to view the IoT cloud output in Fig. 4.

4. Determination process

The overall system architecture is shown in Fig. 7, which is
based on a five-layered architecture. The layers have specific tasks
to do;

Fig. 3. Arduino WiFi module.
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Fig. 2: Test-bed modules, (a) Arduino Uno, and (b) ESP8266
WiFi module



receive required data packets according to the intended topic.
On the other hand, B is acting as a broker which receives
the produced data from the publisher and forwards it to the
subscriber.

In case of CoAP, A is acting as a client which is setting a
request or transmitting data packets, and B is serving the node
A through accomplishing the required task. In this paper, in
order to fairly compare MQTT and CoAP, we have limited the
MQTT evaluations to the communication between the Broker
and the subscriber. More over, in both cases of evaluations
(MQTT and CoAP), the size of the payloads in the packets
has been set to 14 bytes of data.

IV. RESULTS AND DISCUSSION

In this section, we will discuss the observations which
have been made through the experiments and compare the
performance of MQTT and CoAP in terms of communication
power consumption, latency and the level of predictability
provided by them to determine the costs of their deployment
in real-time IoT applications. Their efficiency has been also
studied. In the following subsections, we have investigated the
side-effects of utilizing a reliable application layer protocol on
power consumption, latency, efficiency and predictability.

A. Power Consumption

Due to the nature of IoT systems, power consumption
plays an important role for the node and in general, for the
system’s life time. Many activities in an IoT system would lead
to power and energy consumption. These activities could be
related to different operating layers, e.g., transceiver modules,
CPU processes, routing functionalities and communication
protocols. In this part, the amount of power consumed in a
communication by the MQTT as a reliable application protocol
and CoAP as a less reliable protocol, has been compared. As
it has been illustrated in Fig. 3, on average, MQTT consumes
nearly 364uW of more power than CoAP. This issue comes
from the reliable nature of MQTT protocol which imposes
extra overhead to the network. Indeed, utilizing TCP as an
under-layer protocol in MQTT, adds flow control mechanism to
the communication. Flow control provides reliable and ordered
delivery of data packets as well as congestion control. Flow
control enables the receiver to advertise its available buffer size
to the transmitter. To this end, in the initialization phase of a
socket connection and before sending any data, TCP requires
three packets to set up the connection. These flow control
transactions impose longer strings of data and consequently
more power consumption to the communication. On the other
hand, CoAP has been built on top of UDP and does not
support any flow control mechanism. In addition, the inherent
acknowledgement and handshaking mechanisms utilized in
MQTT will lead in to more power consumption in MQTT.

B. Latency

According to the observations been made, as it has been
depicted in Fig.4, it takes about 4.99x more time for a client
to receive the contents through MQTT protocol. However
CoAP is serving the requests more quickly. Experiments show
that on average, CoAP is serving the request after 70.4ms
while it takes 351.8ms for MQTT to accomplish the same
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Fig. 3: Evaluated power consumption in different experiments
for MQTT and CoAP

mission. One of the major reasons for this difference in the
latency of packet delivery in MQTT and CoAP, is the sliding
window mechanism employed by the TCP flow control and
also the three-way handshaking required for initializing the
communication in MQTT. According to the sliding window
characteristics, the transmitting side of a TCP based connec-
tion, must stop sending further packets, until all the packets in
the current sending window are acknowledged by the receiving
system. After reception of data, the receiver should send an
acknowledge accompanied by a new receiving window which
informs the available number of bytes in its buffer. This
mechanism would prevent congestion on the receiving side
and accordingly avoids dropping packets by the receiver. This
will lead to more reliability but with a cost of consuming more
power, and longer response time.

C. Predictability

In IoT systems, the quality of the infrastructures behaviour
not only depends on the functionality of them, but also depends
on how quickly they react to the environment alterations.
Therefore timing and predictability could play an essential
role specially for the IoT applications with timing constraints.
Indeed, in addition to reliability, there are a quite number
of IoT applications which need to be predictable. A suitable
example for such applications is Health-care and avionic ser-
vices. The term predictable refers to systems which guarantee
to provide the output values with the certain amount of delay.
While to the best of our knowledge, communication protocol’s
predictability has not been considered in the previous literature,
we were motivated to compare MQTT and CoAP protocols
from predictability point of view. To this end, the information
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Fig. 4: Evaluated latency in different experiments for MQTT
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gathered by the latency analysis has been exploited to measure
the variance of response times for all the experiments. Ac-
cording to the outcomes, MQTT outperforms CoAP by 80%
improvement in variance of latencies.

D. Efficiency

In addition to the existing trade-off among reliability and
power consumption, there is also a trade-off between latency
and power consumption. How quickly the system acts and
the consumed power, are two building blocks of a systems
efficiency. Hence, in IoT and embedded systems with high
efficiency requirements, both features are equally important
and have to be considered simultaneously. To distinguish such
systems and technologies from their efficiency point of view,
a single parameter known as the power-delay product (PDP),
impressed by both, the power and the latency is being used
for many decades [17]. The goal of minimizing the PDP is to
reach an optimal energy utilization for a system. To this end,
we have conducted experiments to compare the communication
efficiency of the intended application layer protocols via PDP.
In this context, observations illustrated in Fig.5 unveiled that,
on average, CoAP is more efficient with 7.87uJ while MQTT
requires 145.67uJ for its communications.

V. CONCLUSION AND FUTURE WORKS

The impact of IoT applications on different aspects of
human’s daily life is getting bolder. According to estimations,
there will be more than 9 devices per person at the end of
2025. Collaboration of these devices enables IoT to serve
the clients in different applications, including safety-critical
applications. Accordingly, new constraints such as reliability
should be considered in such systems. Providing reliability
in IoT systems could be achieved by employing reliable
mechanisms at different layers of its architecture, including
application layer protocols. Maintaining the desired level of
reliability in IoT applications via application layer protocols,
imposes a noticeable amount of overheads. In this paper,
we have investigated the side-effects of providing such a
reliable application layer connection, by evaluating two well-
known application layer protocols, i.e., MQTT with many
reliable features and CoAP with less reliability mechanisms.
We have conducted our evaluations on a real-world test-bed
composing of reputed Arduino platforms. Our observations
illustrated while MQTT provides more reliable and predictable
infrastructure for IoT devices, on average, it imposes 364uW of
more power consumption than CoAP for delivering the same
amount of data. Furthermore, utilizing MQTT as a reliable

application layer protocol, imposes 4.99x of more latency in
comparison with CoAP. Overall, MQTT protocol is suitable
for IoT systems with substantial reliability requirements were
power and performance issues are not a consideration while
CoAP protocol is an appropriate choice for real-time IoT
systems with high power and performance constraints.

As a future work, due to the nature of IoT which constraint
devices mainly operate on a wireless medium with high loss
rates and low reliability, the concept of Low Power and Lossy
Networks (LLN) is getting more attraction among academic
societies. In this context, the Routing Protocol for Low power
and Lossy Networks (RPL) has emerged as an appropriate
routing mechanism for LLNs. Our goal is to implement RPL
on real-world test beds and evaluate its performance in future
studies.
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