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Abstract—The prediction of protein secondary structure is the
method of finding the way in which an amino acid sequence
causes the protein structure to fold and bend into alpha helices,
beta strands and other shapes. Until today, the problem of finding
protein secondary structure is not fully resolved. Classification
or clusterization based methods have an accuracy rate of circa
80 percent and they mainly work on a reduced set of shapes and
folds. It is very difficult to predict how a local sequence of amino
acids is going to behave and in which way it is going to affect the
future of protein structure. Based upon the predicted secondary
structure of the protein, the tertiary and quaternary predictions
show the real nature and function of the protein as a whole. In
this paper, we address the problem of the secondary structure
prediction of protein and propose a new hybrid method based on
the usage of multiple neural networks with the use of a consensus
function and compare our approach with other efficient methods.

Keywords—Bioinformatics, Protein Secondary Structure Pre-
diction, Hybrid Method, Neural Networks, Machine Learning

I. INTRODUCTION

Bioinformatics is an important interdisciplinary field in
which information technologies are used to successfully solve
existing biological problems in the world today. Usually, the
most accurate ways to solve these kinds of problems are
through experimental methods. Some of those approaches are
described in [1]–[3]. The main obstacle, which undermines the
significant progress of experimental methods, is the high cost
of the entire process. One of the reasons for the high cost is the
high amount of pure protein required to perform experiments
on, not to mention the required amount of computational
power. On the other hand, information technologies are rapidly
improving and spreading over various fields, which opens up
the space for new approaches in solving biology problems.
These kinds of approaches are typically referred to as ab
initio approaches since they usually focus on solving problems
”from scratch” rather than using existing structures obtained
through experimental methods. According to [4], some of
those methods can achieve up to 75% to 80% accurate results,
while the theoretically highest possible accuracy lies at 90%.

The problem that has proven difficult to solve efficiently
is the prediction of protein structures. Predicting the protein
structure and function does not solely include predicting

classes and structures, but also predicting the environmental
and other potential influences, protein-protein interactions etc.
The problem is rather complicated to be precisely deter-
mined only with machine learning and other mathematical-
based methods. However, a combination of different algo-
rithms merged together and combined with some biology
field knowledge might just give good results. This fusion of
different experimental and mathematical approaches represents
the domain of hybrid algorithms and it is proven to be an
efficient way to improve existing algorithms.

In this paper, we focus on the improvement of the machine
learning algorithms which are typically referred to as in silico
methods, especially neural network approaches. The accuracy
of neural network based methods is around 60% [5] and the
results largely depend on the protein that is being analyzed.
We try to increase this accuracy and also overcome the large
oscillations that can occur if the input datasets which contain
a large number of differently structured proteins. Our focus is
the identification and exact classification of the two most com-
mon secondary structural classes, alpha helices and beta sheets
(Fig.1). Other structures that can form during the process are
aggregated in the coil class. We present a new hybrid method
based on multiple neural networks combined together through
a census function. The networks that compose the ensemble
are trained with different parameters which are determined
empirically, through analysis of benchmarking results. The
local results obtained from the neural networks are analyzed
and, through a majority voting process, combined into a global
ensemble result. This ensures the higher consistency and
accuracy of the method in comparison to the single network
approach, regardless of the diversity of the input dataset. The
accuracy of our method is 65% for all the datasets used.

This paper is organized as follows: Related work regarding
different machine learning approaches is briefly reviewed in
section II. In section III a new, neural network based, hybrid
method for protein secondary structure prediction is proposed.
The implementation of the proposed method and discussion of
the achieved results are stated in section IV. We conclude the
paper in section V with appropriate remarks.
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Fig. 1: Two of the most common protein secondary structure
elements: alpha helices and beta sheets.

II. RELATED WORK

In the early development stages of secondary structure
prediction methods, amino acids had been mostly observed
statistically, one residue at a time. Those methods were also
constrained by the small amount of predetermined protein
structures available at the time. As more secondary structures
were acquired through experimental methods, the in silico
methods also advanced in consistency and accuracy as they
had much more example data to work with. One of the first
fairly consistent methods for secondary structure prediction
was the Chou-Fasman method [6] which combined different
statistical and heuristic rules. The main problem with this
method was the mentioned inspection of isolated amino acids
in the chain which couldn’t exactly reflect the real state of the
protein as a whole. This issue was resolved in the GOR [7]
[8] method where the surrounding of the amino acids was also
included in the secondary structure prediction.

After the initial simple approaches, the algorithms began
to improve drastically as higher degree interactions between
elements were observed. More advanced statistical approaches
were implemented and elements of machine learning were
integrated in the methods. Advanced methods make use of
nearest neighbor approaches and fuzzy logic [9]–[11], hidden
Markov models [12] [13], support vector machines [14] [15],
neural networks etc. Today, approaches that only predict
protein structure from a single organism are getting more
popular since they avoid the need for generalization and
therefore offer higher accuracy in prediction. One example is
the specified structure protein interaction for the yeast species
Saccharomyces Cerevisiae is described in [16].

One of the more interesting approaches is the usage of neu-
ral networks. The network is trained with a primary structure
and the corresponding secondary structure later predicts sec-
ondary structural classes for protein with unknown secondary
structure. There are many different ways to tackle the defined
problem using different types of neural networks, sometimes
in a combination with other algorithms as described in [17]–
[20]. The deep learning algorithms are also gaining popularity
as described in [21]–[24]. They emphasize the learning process
of the networks and achieve more accurate results.

III. NEW HYBRID METHOD

The problem of the secondary structure prediction is one of
the most challenging problems in bioinformatics. The neural
networks ”style” of problem solving is a one way of solving
this problem. We formalize the main steps of the modeling
process for our method as:

(A) Window length selection
(B) Binarization of inputs and outputs
(C) Construction of the neural network as a classifier
(D) Ensemble construction
The first two steps offer a detailed description of the

data preparation process with focus on the inclusion of the
immediate surroundings of each residue. After the input and
output data format is established, available datasets are pre-
processed and divided into appropriate training, validation
and test sets. The main contribution of our method is in the
next two steps, where we introduce network selection and
ensemble construction. Based on achieved results for different
parameters, the best performing networks are chosen and a
diversified ensemble is constructed. The voting process which
unifies single neural network results is implemented. In the
end, a series of tests containing data from different datasets
than the ones used in the training process are carried out to
measure performance of the algorithm. The next subsections
offer detailed description of all individual steps of the process.

A. Window Length Selection

Looking at a single amino acids individually does not get
good results. The interaction between residues in the chain
needs to be preserved in some way. For example, if the window
size is 11 and an amino acid at the nth position in the chain
is in focus, elements at positions {n-5, ..., n, ..., n+5} also
need to be taken into consideration as depicted in Fig. 2. In
[25], it is shown that there are many factors in successfully
determining the optimal window size, but it largely depends
on the protein in focus. Many protein secondary structures
depend on factors such as hydrophobicity, motifs, b-factors
etc. and that makes it difficult to find the general optimal
sliding window size for all the protein in existence. For
example, the transmembrane proteins have the average of one
transmembrane alpha helix spanning through the membrane
so the optimal size should be around 20 residues. The only
way to determine the optimal window size is empirical and
thus multiple neural networks with different windows must be
constructed, trained and evaluated.

Fig. 2: Sliding window size.

B. Binarization of Inputs and Outputs

The string representation of the amino acid chain is simple
for people to understand, but difficult for machines to process.
Because of that, we need a fitting transformation of the input in
order to model a neural network and gain efficiency in terms of
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processing speed. Generally speaking, one of the easier types
of data for machines to process is the binary format. If the
amino acid chain is composed from a total of 20 different
amino acid types, the matching binary form will contain 20
positions, where only one position is set to 1 and the other to
0 to represent the type of amino acid as annotated in Table I.

TABLE I: Binary codes for each of the 20 amino acids.

Ala [10000 .. 0 .. 0 .. 0] Met [0 .. 0 .. 10000 .. 0]
Arg [01000 .. 0 .. 0 .. 0] Phe [0 .. 0 .. 01000 .. 0]
Asn [00100 .. 0 .. 0 .. 0] Pro [0 .. 0 .. 00100 .. 0]
Asp [00010 .. 0 .. 0 .. 0] Ser [0 .. 0 .. 00010 .. 0]
Cys [00001 .. 0 .. 0 .. 0] Thr [0 .. 0 .. 00001 .. 0]
Gln [0 .. 10000 .. 0 .. 0] Trp [0 .. 0 .. 0 .. 10000]
Glu [0 .. 01000 .. 0 .. 0] Tyr [0 .. 0 .. 0 .. 01000]
Gly [0 .. 00100 .. 0 .. 0] Val [0 .. 0 .. 0 .. 00100]
His [0 .. 00010 .. 0 .. 0] Asx [0 .. 0 .. 0 .. 00010]
Ile [0 .. 00001 .. 0 .. 0] Glx [0 .. 0 .. 0 .. 00001]

This indicates that the input needs to be at least a 20xm
matrix where m is the number of amino acids in the chain.
Because of the sliding window size that needs to be incorpo-
rated into the input, the matrix also needs to have n residues on
each side of the current amino acids. Therefore, the final input
matrix needs to be a (20*ws)xm matrix where ws represents
the sliding window size. For example, if we use a window with
a size of 17, the final input matrix will be 340x(n – 16). The 16
elements that are subtracted are the first and last 8 elements of
the amino acid sequence, that are ignored because the window
size can be applied only at the 9th position. That leads to the
conclusion that some of the elements of the primary structure
will not be included in the prediction of the secondary structure
which is one of the disadvantages of this surrounding-inclusive
approach. The input data has grown in dimensionality since
it went from a simple string to a fairly big matrix but in this
format it is much easier for the computers to process and also
an excellent fit for the input of a neural network.

The same principle of binarization can also be applied for
the output. The main difference is that there are only three
classes to represent. The alpha helix labeled A, the beta sheet
labeled B and the coil labeled C.

bout(c) =


[1 0 0]T if c is alpha helix
[0 1 0]T if c is beta strand
[0 0 1]T if c is coil

The c represents the resulting structural class, and bout(c)
represents the output binarization function which translates the
three structural classes from the string into the binary format.

C. Construction of the Neural Network

Multilayer feed-forward neural networks with backpropaga-
tion learning algorithm are suitable for advanced classification
problems [26] as the one that is being treated in this paper.

1) Neural Network Architecture: In a feed-forward network
the output of a node y is described as a function of the input
x. The input to a given node is a sum of previous nodes and
their associated weights:

X =
n∑

i=1

xiwi (1)

where n is the number of neurons and wi is the associated
weight. This value is then passed through a sigmoid activation
function:

Y sigmoid =
1

1 + e−X
(2)

which guarantees that the neuron output is bounded between 0
and 1. If we consider equation (1), the activation of the nodes
yi can be defined as:

yi = fi(X) = fi(
n∑

i=1

xiwi) (3)

For any dataset given as input and the corresponding weights,
there is a certain error measured by an error function. Since
the backpropagation learning rule is applied, there are two
contrary directions of information flowing across the network.
Input signals (x1, x2, ..., xn) are propagated from the left to
right and the error signals (e1, e2, ..., en) from right to left.
Error signals are calculated for the output of each neuron
and the general error function for one epoch is defined as
the sum of the squares of the differences between all target
node outputs and actual node outputs:

Ep =
1

2

∑
n

(tjn − wjn)
2 (4)

where tjn is the target activation value for the node n and p
marks the current epoch. Given the equation (4), the networks
overall error is simply calculated by summing all of the Ep

values for a given set of training patterns. The respective
formula and the standardized version, the MSE (abbr. Mean
Squared Error) equation are shown below.

E =
∑
p

Ep =
∑
p

∑
n

(tjn − wjn)
2 (5)

MSE =
1

2PN

∑
p

∑
n

(tjn − wjn)
2 (6)

The MSE shows the difference between the correct output
and what’s estimated. Since the algorithm uses the backprop-
agation learning rule, which is based on the Widrow-Hoff delta
learning rule, the main goal is to adjust the neural network
parameters in a way that the MSE is minimized below a certain
threshold. As that is not always bound to happen, an additional
maximum epoch number is given after which the algorithm
terminates regardless of the current MSE value.
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2) Important Parameters of the Neural Network: One of
the important factors in this algorithm is the configuration of
the parameters that suits the secondary structure prediction
problem. Three neurons make up the initial hidden layer. By
increasing this number, more accurate results can be achieved,
but there is also the risk of overfitting. The neural network can
get too adapted to the training data and try to memorize the
previous examples instead of learning how to generalize and
adapt its structure to successfully solve unknown structures
that show up as the input after training ends. All the different
layers and the previously described backpropagation learning
flow of data inside a neural network is depicted in Fig 3.

Fig. 3: Neural network architecture and data flow.

For the training of the networks in the ensemble the Rost-
Sander RS121 [27] and the FC699 datasets [28] are used, since
they contain a wide range of different protein primary struc-
tures and their corresponding secondary structures. This makes
the selection of datasets justifiable for the initial training.
Through the k-fold cross-validation method of determining
training, validation and test sets, the individual datasets are
split and translated into the correct input matrix format with
a split ratio of 70-15-15 for all the sets, respectively. Other
parameters that have a significant impact on the networks per-
formance are also: the training algorithm, number of neurons
in the hidden layer, number of input vectors etc.

D. Construction of the Ensemble

The idea of creating a learning ensemble is relatively
simple. Since the neural network largely depends on the
quality and diversity of the input data, it cannot provide
the correct prediction all the time. This is especially true
within the structure prediction problem since a wide range
of protein families exists. That is why multiple networks are
created and their results are combined through one of the
consensus methods. Individual networks can have different
architectures, different number of neurons in their layers,
different window sizes etc. The important aspect is that the
output is one of the structural classes. In this way, if Hn

is the hypothesis space of one of the ensemble members,
multiple hypothesis spaces narrow down the possible solution
space with their intersections as depicted in Fig. 4. This

Fig. 4: Multiple hypothesis space intersection.

limits the search space for the optimal solution marked as
hbest. Thus, the best classification rule is constructed through
approximation of multiple classification rules. One important
factor is the aggregation of multiple outputs. There are many
different approaches, however in this paper we used majority
voting method to determine the final output. If one or two
networks fail to correctly classify a structural class, other
networks with correct predictions can override the bad result.
It all depends on the way other networks are constructed
and trained. Therefore, the entire ensemble will give incorrect
results only if the majority of the networks fails to identify the
correct structural class. The ensemble approach in our method
can add some additional security to the classification that is
sometimes needed to provide satisfactory results.

The complete pseudo code for our hybrid method, based on
multiple neural networks working together within an ensem-
ble, can be formulated as in Algorithm 1. The method requires
certain parameters which are usually determined empirically
as described in the previous sections. The first two lines of
the for loop represent on of the advantages of the method as
pre-processed datasets with diversified data are given as inputs
to neural networks to ensure the stability of the ensemble.

Algorithm 1 Hybrid Method based on an Ensemble of Mul-
tiple Artificial Neural Networks

function PREDICTPROTEINSECONDARYSTRUCTURE
Require:
size - Size of the ensemble;
ws - Sliding window size;
datasets[] - Datasets used for training;
annParameters[] - Network parameters;
inputSequence - Amino acid chain;
k - k-fold cross-validation parameter;

for i < size; i← i+ 1 do
binIn = binarizeInputs(datasets[n], ws);
binOut = binarizeOutputs(datasets[n]);
dataset = combine(binIn, binOut);
[tr,te,val] = crossValidation(dataset, k);
ann = constructANN([tr,te,val], annParameters[i]);
results[i] = ann.predict(inputSequence);

end for

secondaryStructure = consenusMethod(results);
return secondaryStructure;
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IV. RESULTS

The algorithm described in previous chapters was im-
plemented in MATLAB version 8.5.0 (R2015a) using the
Neural Network Toolbox. The datasets used for training were
the RS121 and FC699. The dataset used for testing was a
combined dataset containing parts from the 25PDB [28] and
CB513 [29] datasets and other proteins and their respective
secondary structures which did not occur in the training sets.
The standard Q3 or Average Percentage Accuracy method was
used as the quality measurement of the results. The results
that were achieved for a single neural network with different
parameter combinations are listed in Table II. Throughout all
runs, the highest percentage achieved is at about 61% with 10
neurons in the hidden layer and a window size of 17. It is also
visible that, with these configuration parameters, the network
has big oscillations, since the accuracy for window size of 3
lies little below 35%. That makes these results not trustworthy.

TABLE II: Q3 accuracy results for a single neural network.

Train 10 15 20 [3 5 3] [5 10 5] [10 20 10]
3 35,0% 57,1% 54,3% 55,3% 53,4% 53,3%
5 58,4% 60,1% 59,7% 56,3% 54,9% 59,0%
9 60,2% 61,6% 62,3% 58,3% 52,8% 62,0%

17 61,6% 65,1% 64,1% 47,1% 61,4% 58,9%
21 64,8% 58,5% 65,6% 46,6% 46,7% 59,0%

Test 10 15 20 [3 5 3] [5 10 5] [10 20 10]
3 34,8% 55,8% 52,8% 52,9% 52,3% 54,5%
5 56,9% 58,8% 59,2% 53,9% 52,6% 55,6%
9 57,1% 59,5% 60,1% 55,4% 55,0% 60,2%

17 61,0% 59,8% 60,3% 47,9% 56,3% 59,1%
21 59,8% 57,1% 59,1% 46,8% 48,9% 56,2%

According to the measurements, the best and most con-
sistent results are achieved with a window size of 17 and
20 neurons in the hidden layer. If Table II is translated into
a percentage bar chart for the most successful parameter
configurations, the correlation between the window size and
the prediction accuracy becomes visible. That leads to the
conclusion that the optimal empirical values for the window
size are between 17 and 20, depending on the protein structure.

These results show that the isolated neural network perfor-
mance possibilities lie at around 60% as shown in Fig. 5. Of
course, these numbers can be increased by implementing some
advanced network improvements as mentioned in Section II,
but in this paper we focus is on the ensemble and integration
of methods. The described ensemble method is tested by
executing 20 runs with 20 different test sets than the ones used
to train the neural networks. The results achieved through the
whole process of testing the proposed method are as shown
in Table III. The highest and lowest accuracy is also marked.

The average accuracy lies at approximately 65,3% which
shows the improvement made by simply combining differen-
tiated neural networks together. If the datasets that caused the
two best, two worst and a near-average performance in the
ensemble are given as input in a single neural network and
Naive Bayes classificator, a good accuracy comparison can

Fig. 5: Neural network Q3 accuracy bar chart.

be made. As depicted in Fig. 6, the proposed hybrid method
solves the structural classification much more efficiently than
the single neural network approaches and the common clas-
sification methods such as the Naive Bayes classificator [30].
That is to be expected because of the lack of diversity in
network training and the previously described problems with
purely statistical approaches cannot cover all the processes
within the secondary structure formation process.

TABLE III: Q3 accuracy results for a network ensemble.

1 2 3 4 5
Q3 Accuracy 64,5% 68,9% 64,9% 64,8% 65,4%

6 7 8 9 10
Q3 Accuracy 68,7% 65,2% 65,0% 65,5% 64,2%

11 12 13 14 15
Q3 Accuracy 64,2% 64,0% 66,1% 64,4% 64,3%

16 17 18 19 20
Q3 Accuracy 65,1% 65,0% 64,6% 66,5% 64,9%

It is also worth noting that the isolated neural networks
work well under the additional pressure of differentiating
datasets. That means that, for all the individual neural net-
works, a good parameter configuration is chosen and that the
networks are capable of good generalization. The common
problems that can arise, such as overfitting and underfitting,
are thereby successfully avoided.

Fig. 6: Accuracy comparison for different approaches.
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V. CONCLUSION

The search for a universal algorithm for the protein sec-
ondary structure prediction is not an easy problem to solve.
However, in this paper, a hybrid, multiple neural network
ensemble approach is proposed which shows promising results
of improving the accuracy of existing algorithms. Through
a simple aggregation of different prediction methods, this
approach narrows down the possible hypothesis space in which
the optimal solution is located and therefore increases the time
that is needed to find the optimal solution. That also makes it
more likely that the optimal solution will be found, i.e. that
the MSE parameter will drop down below the given accuracy
threshold within the set number of epochs.

The proposed method, based on multiple differently trained
neural networks achieves around 65% accuracy of success-
fully predicted secondary structures. The final evaluation was
based upon creations of different smaller datasets partially
derived from the 25PDB and CB513 datasets and other protein
structures gathered for the purpose of testing. The input data
was formed by combining data from different sources, which
proves that our method, along with the accuracy increase, is
stable in prediction of diverse protein structures. Since the
accuracy of methods based solely on neural networks lies
around 60% [5], and those methods can have oscillations
for differently structured protein than those used for training,
our proposed method is suitable for classification of protein
secondary structures. Also, it offers a good example on how
to combine different methods and, more importantly, how to
properly train and incorporate these elements into a bigger,
more advanced algorithm for secondary structure prediction.
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