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Abstract—Microarray data can be used to detect diseases and predict responses to therapies through classification models. However, the high dimensionality and low sample size of such data results in many computational problems such as reduced prediction accuracy and slow classification speed. In this paper, we propose a novel family of non-negative-least-squares classifiers for high dimensional microarray gene expression and comparative genomic hybridization data. Our approaches are based on combining the advantages of using local learning, transductive learning and ensemble learning, for better prediction performance. To study the performances of our methods, we performed computational experiments on seventeen well-known data sets with diverse characteristics. We have also performed statistical comparisons with many classification techniques including the well-performing SVM approach and two related but recent methods proposed in literature. Experimental results show that our approaches are faster and achieve generally a better prediction performance over compared methods.
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1 INTRODUCTION

Microarray gene-sample data [1] comprise the expression levels of genes measured at given experimental conditions and for a given number of samples of different classes. They has been extensively studied to detect diseases associated to gene mutations and genomic disorder, to predict responses to drug treatments, or to discover genomic etiology using supervised or unsupervised machine learning methods. Alternatively, array-based comparative genomic hybridization (aCGH) techniques [2] directly measure the DNA copy numbers, which in turn can be used to analyze biological samples. It has been attracting some researchers to combine gene expression and DNA copy numbers in cancer study.

Due to the expensive cost of microarray experiments, the number of samples is usually in the order of tens or hundreds while the number of genes (or probe sets) is in the order of thousands or even tens of thousands. Such low sample size and high dimensionality of such data lead to inaccurate prediction results and slow classification performance. Classifiers such as Gaussian-distribution-based Bayesian classifier, and linear discriminant analysis (LDA) may fail because the correlation or covariance matrix may be singular due to the high dimensionality of the data. Artificial neural network (ANN) will contain a large number of parameters, and hence, leading to overfitting issues and slow learning time. Some probabilistic graphical models such Bayesian network classifier will have difficulty to learn the reliable dependencies since the data are sparse, due to the limited number of samples for estimating the parameters. Another issue with microarray data arises from the inclusion of technical or artificial noise as well as the existence of irrelevant or redundant information within the data. Tree-based classifiers, for example, are sensitive to such problem and therefore may generalize poorly. Methods ranging from feature selection or extraction, outlier detection, and noise removal, to the design of new classifiers, to name a few, have been devised to improve a classifier’s performance on such data. Without loss of generality, we represent a gene-sample data set by a matrix with the samples on the columns.

The weighted random subspace method was proposed in [3] for high dimensional data. This method is computationally expensive since it require thousands classifiers or more to learn a model with acceptable performance. Furthermore, the constrained quadratic programming devised to select among the given classifiers is too large to optimize efficiently. A hierarchical classifier (PCAHiER) was introduced by [4] to classify short prokaryotic metagenomic DNA fragments. Principal component analysis (PCA) is applied as dimension reduction method and then four layers of LDA classifiers are applied, based on the fact that a fragment has four hierarchical class labels. The advantage is that PCAHiER makes use of the hierarchical structure of the class labels. PCAHiER approach is, however, computationally costly since (1) many local classifiers are learned at each level, and (2) binary LDA classifiers are used in an one-versus-all strategy for learning multiple-class data. [5] used Partial least squares (PLS) approaches in order to reduce the dimension of microarray data. [6] proposed Sparse PLS discriminant analysis (SPLSDA) and Sparse generalized PLS (SGPLS) to simultaneously extract and
select features for classifying microarray data. However, it is time-consuming to estimate the parameters of these PLS models. A class of sparse approaches, the non-negative matrix factorization (NMF) method and its variants [7], have been applied to cluster either the genes or the samples given a microarray data [8] [9]. Studies have shown that NMF clustering approaches perform better than k-mean clustering methods [10]. NMF techniques are easy to implement, and are very fast when using alternative non-negative least squares optimization method (see Section 3.4). In addition, unlike the other clustering methods, NMF can be viewed as both crisp and fuzzy clustering method. NMF has also been used as dimension reduction model for classifying microarray data [11].

In this paper, we propose a family of fast non-negative least squares (NNLS) methods to classify high dimensional microarray data. Our methods combine the advantages of NMF, local learning, transductive learning, and ensemble learning. We then analyze in terms of predictive accuracy and learning time, the performance of our methods by applying them on a number of low-sample-size high dimensional microarray data sets. Our techniques can also be used on many types of data other than microarray data.

We give a brief review of related approaches in Section 2. The NNLS classifier coupled with two sparsity interpreters is given in Section 3.1. The local and transductive NNLS classifier is presented in Section 3.2. In Section 3.3, we introduce the repetitive local NNLS classifier. The optimization algorithms are given in Section 3.4. In Section 3.5 we reveal that the optimization and prediction are dimension-free, and our methods can be extended to kernel versions. The experimental comparison with the latest classification techniques for high dimensional biological data and local classifiers is reported in Section 4. Finally, we draw our conclusions and suggest avenues for further research.

2 RELATED WORK AND INSIGHTS

In this section, we review the concepts of sample selection, local learning, transductive learning, as well as ensemble learning. We also give further insights about them which contribute to our idea presented in Section 3.

2.1 Sample Selection and Local Learning

Learning on the whole training data might be too complicated due to the unknown distribution of data and the presence of noise or outliers. Therefore sample selection has been studied to select a meaningful portion from the whole sample set. Given labeled training data, inductive learning aims to learn a “ubiquitous” model from these training data and make prediction on future unknown samples. Readers are referred to [12] for a detailed discussion as well as its interaction with feature selection. In an inductive learning, the idea of sample selection is that some samples are more important for (or, relevant to) the classification problem at hand than other samples. For example, Support vector machine (SVM) has been utilized to keep only the samples corresponding to the support vectors (that is, the hard samples) and then select the features given only these hard samples [13]. Alternatively, sample weighting scheme is used in ensemble learning [14] for selecting important samples. Unsupervised learning can also be performed to explore portions of the sample space. For example, kd-tree has been used to cluster the training data, such that feature selection is subsequently applied on subset of samples from the resulting clusters [15].

Similar with sample selection, local learning [16] [17] provides a much clearer confidence of learning on parts of data. In addition to the reason for sample selection, local learning is a divide-and-conquer scheme when the size of the data is too large to compute a model from. Discrete or smooth kernels are often used to select local samples. Discrete kernels select k samples within the kernel width. Smooth kernels, for instance radial basis function (RBF), give more weights to the neighbors in the vicinity of a sample. In fact, k-nearest neighbors (k-NN) and decision tree are the first-generation of local learning methods [18], and SVM using a RBF kernel is of the second generation of local learning approaches. In [16], a linear classifier is trained using only k nearest neighbors. Local SVM (LSVM) combines both local and transductive learning ideas [19] in which the similarity between an unknown sample and the training samples are computed by using RBF, so that the training phase pays more attention to samples closer to the unknown sample.

Many local learning methods have been devised following its introduction in [16]: see for example [20], [21], and [22]. The partitioning scheme is a crucial step in local learning, in which a recursive tree or kernel is used to cluster the samples. Generally (but not strictly) speaking, if two data points are mutually closest to each other then they are expected to fall into the same cluster. Profile SVM (PSVM) [19] uses a supervised grouping method to split the data such that each subgroup equally includes data from both classes before training a linear SVM. Any clustering method can be used in the sample partitioning phase.

2.2 Transductive Learning

Local learners such as the k-NN based algorithm [16], LSVM [19], and PSVM [19], are transductive methods since unlabeled samples are involved in the partitioning phase before learning a model in each local region. Take the k-NN based algorithm for example, since each unlabeled but unknown sample is used to select a subset of the training set, the subsequent linear classifiers will makes use of the information contained in the unlabeled samples in order to learn a model. Given a set of labeled data X and a set of unlabeled data S, transductive learning learns over the union of X and S in order to predict the correct class labels of the unlabeled samples S [23]. In inductive learning, supervised algorithm is performed only on the labeled data X in order to predicts the class labels of S and any unknown future sample. Transductive learning uses both labeled data X and unlabeled data S, and it is also called semi-supervised learning [24] [25] since it makes use of both supervised and unsupervised methods.
The advantage of transductive learning is that unlabeled samples contribute to the classification, therefore more information is utilized. This is beneficial for increasing the prediction accuracy, particularly when there are few labeled training data and many unlabeled data available. The objective of transductive learning is different from that of inductive learning. Transductive learning aims to only classify the unlabeled data $S$ and does not predict unlabeled samples not included in $S$. Inductive learning learns a general model from $X$ which is then used to predict the classes of $S$ and any future unknown sample. One shortcoming of transductive learning is that it is time-consuming since it is performed again for every subset of never before seen unlabeled sample; unless an online update method can be devised to update the learned model quickly. Since inductive learning obtains a general model on the labeled training data, it is thus convenient for predicting any unknown samples. On the other hand, if the task is only to predict the available unlabeled samples once, and if the mixture of labeled and unlabeled data can be clustered well, transductive learning should be better than inductive learning. However, another drawback of transductive learning is that the incorrect prediction of the unlabeled data or ill clustering may propagate and then amplify mistakes in the subsequent prediction phase.

We can relax the single-class constraint in transductive learning, by applying state-of-the-art clustering algorithms, and then allow each resulting cluster to contain samples from more than one classes. This is because it is possible that the distributions of some classes may overlap while still being separable. However, clusters with single class label are still the most welcome. This relaxation can be viewed as a median between the partitioning and the agglomerative approaches. Since a cluster may have more than one unique class label, a classifier must be used in each such cluster.

### 2.3 Ensemble Learning

Local learning is also often combined with ensemble learning [26] which is composed of a committee of classifiers and a voting scheme for deciding the final prediction. In [3], each classifier is trained in a random subspace, and the class label of an unknown sample is decided by the weighted vote of many classifiers. As mentioned above, local learning is a divide-and-conquer scheme, and essentially ensemble learning often provides a necessary summary after local learning. Mixtures of local experts (MLE) proposed in [27] applies some neural networks, as local experts, each learning on different subregion of the learning space, and then a gating network decides which expert to switch to given a unknown sample. This gating network actually implicitly plays the role of a crisp kernel. Since competitive learning is used in MLE, each expert is actually expected to learn on a subgroup of the complete training data.

### 3 Methods

In this section, we shall describe our non-negative least-squares (NNLS), local NNLS, and repetitive local NNLS approaches sequentially, and then discuss the related optimization algorithms. Finally we devise the kernel extensions of our approaches.

#### 3.1 NNLS Classifier

Sound performance of NMF has been reported in image processing and bioinformatics as clustering and dimension reduction methods [7] [11]. Suppose the training data and the unlabeled but unknown data are represented by $X \in \mathbb{R}^{m \times n}$ and $S \in \mathbb{R}^{m \times p}$, respectively, where each column is a sample, and each row corresponds to a feature. The class labels of these $n$ training samples are in the vector $c \in \{0, 1, \ldots, C - 1\}^n$ where $C$ is the number of classes. We can formulate NMF in the following equation

$$
\min_{A, Y} \frac{1}{2} \|X - AY\|_F^2, \text{ s.t. } A, Y \geq 0,
$$

(1)

where, $X$ must be non-negative and $\|\cdot\|_F$ is the Frobenius norm. Semi-NMF is expressed in the equation below

$$
\min_{A, Y} \frac{1}{2} \|X - AY\|_F^2, \text{ s.t. } Y \geq 0,
$$

(2)

where negative values are allowed in $X$ and $A$. Based on the fact that each sample (a column of $X$ or $S$) is approximated by a non-negative (and probably sparse) superposition of basis vectors (columns of $A$), that is $x_i \approx Ay_i$, our idea is that, first, the basis matrix is replaced with the training data, and an unknown sample is therefore approximated by a non-negative and sparse combination of the training samples, that is $s_i \approx Xy_i$; then a sparsity interpreter is used to predict the class label through interpreting the sparse coefficient vector $y_i$.

#### Algorithm 1 NNLS Classifier

**Input:** $X_{m \times n}$: training set with $m$ features and $n$ samples $S_{m \times p}$: $p$ unknown samples without labels

**Output:** $p$: predicted class labels of the $p$ unknown samples

1. Solve the NNLS optimization problem:

$$
\min_{Y} \frac{1}{2} \|S - XY\|_F^2, \text{ s.t. } Y \geq 0;
$$

(3)

2. Predict the class label using a sparsity interpreter:

$p_i \leftarrow \text{MAX}(y_i)$, or

$p_i \leftarrow \text{NS}(y_i)$;

3. return $p$.

Our approach is described in Algorithm 1. The non-negative coding step is essentially a multiple-columns non-negative least-squares problem. We therefore call our method non-negative least squares (NNLS) classification approach. Its optimization is introduced in Section 3.4. Now, we give an example to explain how this step works in Equation (4) where $X \in \mathbb{R}^{8 \times 6}$ and $S \in \mathbb{R}^{8 \times 4}$, and $c = [0, 0, 0, 1, 1, 1]^T$. This example is represented in the form of $S \approx XY$. The first two unknown samples are actually from class 0, and the last two from class 1. The
Finally, a class label \( q \) where \( \mathbf{y} \) obtaining its coefficient vector to noise than the MAX rule. Their experimental comparison recognition. NS rule takes advantage of the discriminating which is proposed in [28] to interpret sparse coding in face

feature. It can be seen that the coefficient matrix is non-Gaussian noise. The fifth and sixth features are redundant features. For a given new sample \( s \), after obtaining its coefficient vector \( \mathbf{y} \), the regression residual corresponding to class \( i \) is computed as

\[
r_i(s) = \frac{1}{2} \| s - X \delta_i(y) \|_2^2,
\]

where \( \delta_i(s) : \mathbb{R}^n \rightarrow \mathbb{R}^n \) returns the coefficients for class \( i \). Its \( j \)-th element is defined by

\[
(\delta_i(s))_j = \begin{cases} y_j & \text{if } x_j \text{ in class } i, \\ 0 & \text{otherwise}. \end{cases}
\]

Finally, a class label \( q \) is assigned to \( s \), where

\[
q = \min_{0 \leq i \leq C-1} r_i(s).
\]

For instance, the residuals of \( \mathbf{S} \) in Equation (4) is shown in Table 1. According to the residuals, the first two samples are predicted to be in Class 0, and the last two samples are in Class 1. Hereafter, we denote the NNLS approach using MAX rule as NNLS-MAX, and that using NS rule as NNLS-NS.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Class 0</th>
<th>Class 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s_1 )</td>
<td>2.5370</td>
<td>8.3597</td>
</tr>
<tr>
<td>( s_2 )</td>
<td>1.7087</td>
<td>10.4016</td>
</tr>
<tr>
<td>( s_3 )</td>
<td>4.4854</td>
<td>2.2324</td>
</tr>
<tr>
<td>( s_4 )</td>
<td>5.2291</td>
<td>3.0576</td>
</tr>
</tbody>
</table>

From the above example we can see that the NNLS classifier is suitable for classifying data where the number of features is greater than the number of samples, and is robust to noise and redundancy. Also, our approach is a non-parametric multi-class classifier, unlike SVM which needs to find the optimal hyperplane and the support vectors between two classes. Furthermore, our NNLS method is essentially a local learner since only the training samples with non-zero coefficients contribute to the prediction. However, it is very different from \( k \)-NN. \( k \)-NN obtains its \( k \) nearest neighbors based on a distance metric, whereas NNLS finds its local regressors based on the contribution of a sample to the reduction of the current regression residual. Suppose \( x_1 \) and \( x_2 \) are very similar training samples and both are the closest to a unknown sample \( s \) in Euclidean space. \( k \)-NN (\( k \geq 2 \)) will choose both, while NNLS only selects one of them, since including another one additionally does not contribute to reducing the residual. Instead, NNLS would further search other samples according to the residual. Additionally, \( k \) has to be pre-specified before running \( k \)-NN, but NNLS adaptively finds its local regressors according to the sparse coefficient vector.

### 3.2 Local NNLS Classifier

Interesting but complicated patterns may be hidden within microarray data. Local learners may approximate this complexity by learning in local regions. In order to emphasize the advantages of local learning, we propose a generalized local version of NNLS which is described in Algorithm 2. Please note that the NNLS classifier given in the previous section is a special case of this approach, because its cluster number can be viewed as one. Given \( X \) containing training samples in columns, the classification task is to categorize the unknown samples \( \mathbf{S} \). Our idea of solving this task is the following. First, the union of \( X \) and \( \mathbf{S} \) is clustered by NMF (if it is non-negative) or semi-NMF (if it is of mixed signs). Then, for each cluster, if there are no unknown samples in this cluster, simply skip this iteration; if this cluster does not contain any training sample, a NNLS classifier is applied over the whole training set \( X \) to classify the unknown samples in this cluster; if there are both training samples and unknown samples in this cluster, then a NNLS classifier learns on these training samples.
and predict the classes of these unknown samples. This approach is also transductive as unlabeled but unknown samples are involved in the partitioning phase. This method is named local NLNS (LNNLS) classification approach. We denote it as LNNLS-MAX and LNNLS-NS for MAX and NS rules, respectively.

The main differences between this approach and PSVM are that i) PSVM has to conduct a supervised partitioning as the learning of a linear SVM in a subgroup require (balanced) samples from both classes, while LNNLS uses unsupervised clustering which neither deteriorate the natural structure of the data, nor require classifiers for some pure clusters; and ii) PSVM is a binary approach and hence computationally costly in the case of many classes, whereas LNNLS is appropriate for multi-class data.

Due to the relatively small sample size of microarray data, some readers might be concerned that learning in local regions may worsen the learning performance since the size of a cluster is smaller. We address this concern with the following three points. First, the optimization of NMF and NNLS needs only the inner products of the samples rather than the original high dimensional vectors, and thus, the classification is in fact dimension-free. Replacing the inner products with kernel matrices, we can obtain kernel NMF and kernel NNLS, though we have only investigated linear kernel so far. Please see Section 3.5 for details on this point. Second, our LNNLS method does not simply cluster and classify. Applying a classifier in a non-homogeneous cluster (i.e., a cluster containing labeled samples from different classes) is the final step of prediction. For homogeneous clusters, that is when all labeled samples are from the same class c, we can directly assign the class c as the label of the unlabeled samples contained in such clusters. For clusters in which all samples are unlabeled, the all training samples will be required for classifying the unlabeled samples. Third, whether the sample size is sufficient or not is a statistical question, it also depends on the biological and experimental complexity (please see [29] and [30] and references therein). Despite their small sample size, microarray data may still contain enough information needed for discovering the hidden patterns with a statistical learning model. In Section 4.3 we will empirically show that the minimum number of training samples required by NNLS to obtain significant accuracy is generally very small on microarray data.

### 3.3 Repetitive LNNLS Classifier

The performance of the LNNLS classifier depends on the clustering algorithm (NMF or semi-NMF). Due to the non-convexity of NMF optimization and to the random initializations, different executions of NMF may result in different factors and therefore we may obtain different clustering results. We thus propose the repetitive LNNLS (RLNNLS) classification approach, in Algorithm 3, in which we perform LNNLS learning on the data $maxR$ times. The final class labels of the unlabeled samples are then decided through a voting process on the decisions returned by the $maxR$ LNNLS classifiers. Majority rule is used as our voting method. Thus, this technique falls in the domain of ensemble learning [26]. From now on, RLNNLS coupled with MAX and NS rules are denoted as RLNNLS-MAX and RLNNLS-NS, respectively.

#### Algorithm 2 LNNLS Classifier

**Input:** $X_{m \times n}$: training set with $m$ features and $n$ samples $c$: class labels of the training samples $S_{m \times p}$: $p$ unknown samples without labels

**Clust Method:** clustering method; NMF, semi-NMF

**Output:** $p$: predicted class labels of the $p$ unknown samples

```
[X_i, S_i]_{i=1}^{k} ← Clustering([X, S], Clust Method);
{X_i : set of labeled samples in i-th cluster}
{S_i : set of unlabeled samples in i-th cluster}

for $i ← 1$ to $k$ do
    if $S_i = \emptyset$ then
        continue;
    end if
    if $X_i = \emptyset$ then
        $p_i ← \text{NNLS}(X, c, S_i);
        \{p_i : predicted labels of samples in $S_i$\}
        continue;
    end if
    if Homogeneous($X_i$) then
        $p_i ← c_i;
        \{c_i is the unique class label appearing in $X_i$\}
        continue;
    end if
    $p_i ← \text{NNLS}(X_i, c_i, S_i);
end for
return $p$.
```

3.4 Algorithms

The core optimization method in the above approaches is that of NMF. For NNLS classifier, we only need to set the basis matrix as the training data, and update the coefficient
matrix. For LNNLS, NMF is required as a clustering algorithm. The NMF clustering algorithm is summarized in the below:

1) Each column of $X$ is a sample, and its rows correspond to features, these samples will be clustered into $k \leq n$ clusters.
2) Each column of $A$ is called a meta-sample, and corresponds to a cluster.
3) The $i$-th sample $x_i$ is approximated by a non-negative linear combination of the meta-samples, and the coefficients are in the $i$-th column of $Y$, that is
   $$x_i = [a_1, a_2, \ldots, a_k] [y_{1i}, y_{2i}, \ldots, y_{ki}]^T.$$
4) $x_i$ is assigned to the $q$-th cluster, where $q = \arg \max_{1 \leq j \leq k} y_{ji}$.

The optimization task expressed in Equation (1) uses the Euclidean distance, other objectives corresponding to other distance metrics are discussed in the literature [31]. This optimization is not convex, thus block-coordinate-decent algorithms are proposed in literature. There are mainly three iterative algorithms to optimize this task: multiple-update rule (MUR) [7] [32], alternating least squares (ALS) [33], and alternating non-negative least squares (ANLS) [34]. In each iteration of ANLS, fixing $A$ (or $Y$) and solving $Y$ (or $A$) is a NNLS subproblem. Optimal solution of this subproblem can be found by the standard NNLS algorithm [35] which is an active-set algorithm. The convergence properties of these methods have been discussed in [34]. It has been shown that the MUR algorithm does not always converge to a stationary point within a realistic number of iterations, that the convergence of the ALS algorithm is hard to analyze, and that the ANLS algorithm converges to a stationary point since an optimal solution for each subproblem at each iteration can be found. It has also been proven that the ANLS algorithm takes much less amount of iterations and computing time than MUR. In this paper, we use the ANLS-based NMF algorithm, which is shown in Algorithm 4. This ANLS approach is based on the fast computational NNLS (FCNNLS) optimization algorithm of [36], which in turns dramatically improves the speed of the standard NNLS algorithm.

An alternating update rule using pseudo-inverse has been proposed in [10] for solving the semi-NMF problem of in Equation (2), that is when $A$ is allowed to contain negative values. Although the fitting residual does monotonically decrease under the update rule of $Y$, the optimal solution to the subproblem is not guaranteed. Therefore, if we follow the same theory as in [34], the algorithm in [10] is not even guaranteed to converge to a stationary point. Another drawback of this algorithm is that the update rule based methods take larger number of iterations and longer time than ANLS algorithm to meet the same termination criteria. The FCNNLS algorithm can find an optimal solution to this subproblem at each iteration, and hence, we propose to replace the update rule of $Y$ with FCNNLS, so that our solver as described in Algorithm 5 can converge to a stationary point.

### Algorithm 4 NMF Algorithm

**Input:** $X_{m \times n}$: a non-negative matrix
$k$: the number of basis vectors

**Output:** $A_{m \times k}$: the non-negative basis matrix
$Y_{k \times n}$: the non-negative coefficient matrix

1. $Y \leftarrow \text{rand}(k, n)$;
2. \{Randomly initialize $Y$, $(0, 1)$-uniform distribution\}

**repeat**

1. $A \leftarrow \text{FCNNLS}(Y, X)$;
2. $Y \leftarrow \text{FCNNLS}(A, X)$;
3. **until** $\frac{1}{2} \|X - AY\|^2_F \leq \varepsilon$

**return** $A$ and $Y$.

### Algorithm 5 Semi-NMF Algorithm

**Input:** $X_{m \times n}$: a non-negative matrix
$k$: the number of basis vectors

**Output:** $A_{m \times k}$: the non-negative basis matrix
$Y_{k \times n}$: the non-negative coefficient matrix

1. $Y \leftarrow \text{rand}(k, n)$;
2. \{Randomly initialize $Y$, $(0, 1)$-uniform distribution\}

**repeat**

1. $A \leftarrow X Y^\dagger$;
2. \{${Y}^\dagger$: Moore-Penrose pseudo-inverse of $Y$\}
3. $Y \leftarrow \text{FCNNLS}(A, X)$;
4. **until** $\frac{1}{2} \|X - AY\|^2_F \leq \varepsilon$

**return** $A$ and $Y$.

### 3.5 Kernel Extensions

In this section, we show that NNLS and the NMF methods need only the inner products of the samples rather the high-dimensional sample data set itself. Two benefits can be achieved using the inner products. First, classification and clustering become dimension-free, and second, corresponding kernel extensions can be obtained through replacing the inner products with kernel matrices.

The non-negative least squares is essentially a non-negative quadratic programming. To see this, we rewrite Equation (3) as follows:

$$\min_Y \sum_{i=1}^p \frac{1}{2} y_i^T H y_i + c_i^T y_i, \quad \text{s.t. } Y \geq 0,$$

where, $H = X^T X$ and $c_i = -X^T s_i$. Vector $s_i$ is the $i$-th column of $S$ in Equation (3). From Equation (5), we find that the optimization and the classification tasks only need the inner products of training and test samples. If we replace the inner products with kernel matrices then we obtain kernel versions of our NNLS classifiers.

NMF clustering is employed in the LNNLS approaches, in which the inner products of samples are also used in Algorithm 5 as well. This is proven in the following.
To obtain the clustering results, only $Y$ is required as output. $A^T A$ and $A^T X$ are needed to update $Y$. We have $A^T A = (Y^T)^2 X^T Y^T$ and $A^T X = (Y^T)^2 X^T$. Therefore, to obtain the new $Y$ in the current iteration, we need only the inner products $X^T X$ and the matrix $Y$ obtained from previous iteration. If $A$ is not directly needed in the post-analysis, we can return $A^T A$ and $Y$ in the output. Therefore, we can obtain the kernel NMF version by replacing these inner products with kernel matrices.

4 Experiment

### Table 2
High Dimensional Microarray Data Sets.

<table>
<thead>
<tr>
<th>Data</th>
<th>+/-</th>
<th>#Classes</th>
<th>#Features</th>
<th>#Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adenoma [37]</td>
<td>±</td>
<td>2</td>
<td>7457</td>
<td>18+18=36</td>
</tr>
<tr>
<td>Breast [38]</td>
<td>+</td>
<td>2</td>
<td>24481</td>
<td>44+34=74</td>
</tr>
<tr>
<td>Colon [39]</td>
<td>+</td>
<td>2</td>
<td>2000</td>
<td>40+22=62</td>
</tr>
<tr>
<td>DLBCL-NIH [40]</td>
<td>±</td>
<td>2</td>
<td>7399</td>
<td>102+138=240</td>
</tr>
<tr>
<td>Leukemia [41]</td>
<td>±</td>
<td>2</td>
<td>7129</td>
<td>47+25=72</td>
</tr>
<tr>
<td>Lung [42]</td>
<td>±</td>
<td>2</td>
<td>7129</td>
<td>10+86=96</td>
</tr>
<tr>
<td>Medulloblastoma [43] [8]</td>
<td>±</td>
<td>2</td>
<td>5893</td>
<td>25+2=34</td>
</tr>
<tr>
<td>Prostate [44]</td>
<td>±</td>
<td>2</td>
<td>12600</td>
<td>59+77=136</td>
</tr>
<tr>
<td>ALL [45]</td>
<td>±</td>
<td>6</td>
<td>12625</td>
<td>15+27+64+20+43+79=248</td>
</tr>
<tr>
<td>ALLAML [41]</td>
<td>+</td>
<td>3</td>
<td>5000</td>
<td>19+8+13=38</td>
</tr>
<tr>
<td>Breast5 [46]</td>
<td>±</td>
<td>5</td>
<td>13582</td>
<td>39+22+53+31+13=158</td>
</tr>
<tr>
<td>CNS [47]</td>
<td>±</td>
<td>5</td>
<td>7129</td>
<td>10+10+10+68+42</td>
</tr>
<tr>
<td>MLI [48]</td>
<td>±</td>
<td>3</td>
<td>12582</td>
<td>24+20+26=72</td>
</tr>
<tr>
<td>SRBCT [49]</td>
<td>+</td>
<td>4</td>
<td>2308</td>
<td>23+8+12+20=63</td>
</tr>
<tr>
<td>Bladder [50]</td>
<td>±</td>
<td>2</td>
<td>2143</td>
<td>32+16=48</td>
</tr>
<tr>
<td>BreastBerkeley [51]</td>
<td>±</td>
<td>2</td>
<td>2149</td>
<td>72+69=141</td>
</tr>
<tr>
<td>Melanoma [52]</td>
<td>±</td>
<td>2</td>
<td>3649</td>
<td>35+43=78</td>
</tr>
</tbody>
</table>

In order to investigate the classification performance of our family of NNLS classifiers for high dimensional biological data, we ran it on 14 microarray gene expression data sets (including 8 binary-class and 6 multi-class data sets) and 3 binary-class array-based comparative genomic hybridization (aCGH) data sets. The aCGH technique is used to identify DNA copy numbers. These data are summarized in Table 2. The aCGH data sets are in the last block of the table. The numbers of features vary from 2000 to 24481 among these 17 data sets. The numbers of samples vary from 34 to 248. The gene expression intensities should be naturally non-negative. However, due to preprocessing when producing the data, some data have negative components. 5 out of these 14 data sets, are therefore have both positive and negative values. In this study, for non-negative data, NMF is used to cluster the data; otherwise, semi-NMF is employed to do the same task. The optimal number of clusters was obtained by linear search, though a model selection method proposed in [8] is widely used. This is because we observed that the optimal number of clusters suggested by that model selection method does not always results in the highest classification accuracy. We used linear kernel in our NNLS family. We compared our NNLS family with three classical local learners, namely, k-NN, SVM with RBF kernel, and LSVM. We implemented all these methods in MATLAB.

The recently proposed SPLSDA and SGPLS were also compared with our methods. We use the SPLS package (version 2.1-1) in R which is available from [6]. Parameters of all methods were selected by linear or grid search. 4-fold cross-validation (CV) was used to split a whole data set into labeled training set and unlabeled test set. We defined the accuracy of a given classifier as the ratio of the number of correctly predicted test samples to the total number of test samples. For each data set, 4-fold CV was 20 times, and the averages and standard deviations over the 20 runs were computed. Fig. 1 shows the results on six data sets: Breast, Colon, Prostate, ALL, Breast5, and BreastBerkeley. SGPLS fails on the ALL data set which has a very large number of features. LSVM gives better performance compared with SVM on Breast, ALL, and BreastBerkeley, and gives very poor performance on Colon and Prostate. From all six groups of results, it can be seen that medium performance was obtained by k-NN. It can also be seen that our NNLS classifiers generally perform very well. We can also see that NNLS-NS has better accuracies than NNLS-MAX on Prostate and Breast5. We can observe that LNNLS-NNLS obtained better results than NNLS-NS. Furthermore, the RLNNLS-NS classifier has better accuracies than LNNLS-NS on Breast, Prostate, and ALL; meanwhile comparable results were obtained by both of them over the remaining three data sets.

4.1 Statistical Comparison

We used the Friedman test with post-hoc Nemenyi test to further statistically compare all the classifiers over their mean accuracies on the 17 data sets. Friedman test is a non-parametric approach which compares multiple classifiers on multiple data sets [53]. It was recommended by [53] because it is simple, safe, and robust. The null hypothesis of our Friedman test is that all classifiers are equivalent in term of error rate. Once it is rejected, Nemenyi test is used to find the difference among the classifiers. In Nemenyi test, if the distance between the average ranks of a pair of classifiers is larger than the \textit{crucial difference} (CD), then we say that they are significantly different. The significance level was set to $\alpha = 0.05$ in our experiment. The null hypothesis was rejected in our test, and thus the post-hoc Nemenyi test was conducted. According to the test results, we have the following interpretations which are consistent with our above observations from Fig. 1.

NNLS using NS rule is significantly better than the one using MAX rule. NNLS-NS is significantly better than k-NN. There is a large difference between the average ranks of NNLS-NS and SVM, though the difference is not significant at the current significance level. If we increase $\alpha$ slightly, then NNLS-NS and SVM will be significantly different. The average rank of LNLS is not worse than NNLS. RLNNLS-NS obtained the best average rank. It is significantly different from LNNLS-NS, SVM, k-NN, and NNLS-MAX. Finally, the average ranks of SPLSDA and SGPLS are between those of RLNNLS-NS.
Fig. 1. Classification Performance on Six Data Sets. 1) SGPLS fails on ALL which has multiple classes and a very large number of features. 2) LSVM perform better than SVM on Breast, ALL, and BreastBerkeley, and performs very poor on Colon and Prostate. 3) Medium performance was obtained by \(k\)-NN. 4) NNLS classifiers generally perform very well. 5) NNLS-NS performs better than NNLS-MAX on Prostate and Breast5. 6) LNNS-LNNLS obtains better results than NNLS-NS. 7) The RLNNLS-NS gives better accuracies than LNNS-NS on Breast, Prostate, and ALL; comparable results were obtained by both over the rest.

4.2 Computing Time

The averaged elapsed execution time in seconds of each method was also recorded as a measure of performance. All experiments were performed on an Intel machine (Core TM i7-2600, 3.400 GHz, CPU with 8 GB RAM, with 64-bit Windows 7 Professional operation system). All methods, except the SPLS methods, were implemented in the language MATLAB, 64-bit version 7.11. The SPLS methods was implemented in the language R, 64-bit version 2.12. The computing times of LNNLS and RLNNLS do not include the time of clustering, because clustering can be done only once and then the results can be saved in memory or hard drive. During CV and the iterations of CV, the same clustering results can be reused through simply changing the roles (training or test) of the samples. In real-world applications, to predict the class labels of new but unlabeled samples, the computing times may increase since clustering must be redone. Online updating methods can be investigated to reduce the computing time of NMF clustering; see [54] for an example of an online NMF. Fig. 2 shows the computing times of the methods on the six data sets; log\(_2\) times are given for a better visual comparison.

First, it can be clearly seen that our NNLS approaches are much more efficient than the PLS methods over large or multi-class data. For instance on ALL, the computing time of SGPLS is as \(2^{10}\) and \(2^7\) times as NNLS-NS and RLNNLS-NS, respectively. Second, our inductive and local NNLS methods are also consistently faster than local SVM. Local SVM becomes computationally costly when the number of classes is large. For example over Breast5 and ALL, it performs slower than our RLNNLS methods. One of the reason for the efficiency of our methods, compared with PLS and LSVM, is because our techniques are naturally multi-class methods, while the supervised PLS and LSVM are binary models which have to use one-against-all or other strategies for multi-class task. Therefore their computing time is significantly increased in the multi-class case.

4.3 Estimation of Data-Size Requirement

We estimated the minimum data size (that is, the number of training samples) required to obtain significant accuracy, in order to explore the practical reason for the high performance of our approaches. We implemented the permutation-test-based method proposed in [29]. We set the significance level to \(\alpha = 0.05\) in these experiments. The minimum data size of NNLS-NS and SVM for each data set is listed in Table 3. In the experiments above, all classifiers obtained poor performance on DLBCL-NIH. Through investigating the data-size requirements, we found that the sample size provided in this data set was not sufficient to obtain a significant accuracy. In Table 3, we can see that NNLS-NS generally needs very few training samples in order to achieve significant accuracy. This also is a possible reason of why LNLS methods obtained good accuracies, in practice, as they perform prediction via clustering.
Fig. 2. Computing Times on Six Data Sets. 1) PLS methods are inefficient on large or multi-class data, such as Prostate, ALL, and Breast5. 2) LSVM is also slow. 3) NNLS techniques are generally more efficient than the PLS and LSVM classifiers.

TABLE 3 The Minimum Data Size Required to Obtain Significant Accuracy ($\alpha = 0.05$). NNLS-NS method only requires a very small number of training samples in order to obtain significant accuracy.

<table>
<thead>
<tr>
<th>Data</th>
<th>NNLS-NS</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adenoma</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>Breast</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>Colon</td>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td>DLBCL-NIH</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Leukemia</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>Lung</td>
<td>15</td>
<td>11</td>
</tr>
<tr>
<td>Medulloblastoma</td>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>Prostate</td>
<td>9</td>
<td>11</td>
</tr>
<tr>
<td>ALL</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>ALLAML</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Breast5</td>
<td>5</td>
<td>11</td>
</tr>
<tr>
<td>CNS</td>
<td>5</td>
<td>14</td>
</tr>
<tr>
<td>MLL</td>
<td>4</td>
<td>18</td>
</tr>
<tr>
<td>SRBCT</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>Bladder</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>BreastBerkeley</td>
<td>20</td>
<td>11</td>
</tr>
<tr>
<td>Melanoma</td>
<td>6</td>
<td>4</td>
</tr>
</tbody>
</table>

5 CONCLUSION

In this study, we propose a family of NNLS approaches to classify high dimensional biological data. Our methods take advantages of local learning, transductive learning, and ensemble learning principles. Statistical tests on the experimental results shows that our inductive NNLS classifier outperforms $k$-NN. Our transductive and local NNLS methods can obtain performance comparable with their corresponding inductive versions. The repetitive LNNLS-NS obtained the best rank and outperforms SVM and $k$-NN. NNLS-NS methods also achieve accuracies comparable to those of the latest sparse PLS method while being much faster. We have shown that our NNLS approaches need only the inner products of the samples, and therefore, their optimization and prediction tasks are dimension-free. Hence, our methods can be kernelized. We estimated the minimum number of samples required to obtain a significant accuracy, and our results imply that NNLS-NS only needs a very small number of training samples for significant accuracy.

Our main motivation was also to highlight the advantages of combining the principles of local learning, transductive learning, and ensemble learning, when learning on (large) high-dimensional data. The idea of cluster-wise classification can also be used in any learning task in which the data sets are high-dimensional and contain un-labeled data. Our future work is to improve the accuracies and computing time of the clustering algorithms. In particular, we plan to devise online clustering approaches in order to avoid re-clustering the data whenever new un-labeled data are given. Simultaneous feature selection and clustering will also be investigated for better performance, in terms of both accuracy and computing times.
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