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Abstract

Multi-channel IEEE WAVE 1609.4 protocol has been proposed to guarantee the
co-existence of safety and non-safety applications over the same Vehicular Ad
hoc NETwok (VANET) scenario. While the usage of multi-channel avoids the
risk of collisions between applications allocated on different frequencies, its im-
plementation on a single-radio transceiver poses some major concerns about the
effective utilization of the channel resources. In this paper, we study the perfor-
mance of safety applications over multi-channel single-radio VANETs, and we
present three novel contributions in this regard. First, we propose an analytical
analysis and a simulation study of IEEE 1609.4. We show the harmful impact of
synchronous channel switching on the message delay and delivery ratio. Second,
we investigate the problem of dissemination of safety broadcast messages over
multi-channel VANETs, where the network is intermittently disconnected, due to
the alternation of control and service intervals. Finally, we propose a WAVE-
enhanced Safety message Delivery (WSD) scheme to enable fast dissemination
of safety messages over multichannel VANETs, while guaranteeing compatibility
with existing WAVE stack. To this aim, we formulate the dissemination problem
as a multi-channel scheduling problem. We further introduce cooperation among
vehicles to reduce the dissemination latency. Simulation study shows the ability of
the WSD scheme to enhance the performance of IEEE 1609.4 in terms of message
delay and delivery ratio under different topologies and various applications.
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1. Introduction

In the last years, the potentials of Vehicular Ad Hoc NETworks (VANETs)
as technological enablers of a wide range of novel applications based on inter-
vehicular communication have attracted considerable attention from both academia
and industries. Most of these applications are focused on safety issues, in order
to reduce the risk of casualties on the roads [3] and to assist the drivers’ with
real-time information about road and traffic conditions [14]. However, we also
notice an increasing interest towards applications related to enhanced drivers’
comfort and entertainment, and towards urban sensing scenarios [28], based on
”social” and collaborative behaviors among users. How to guarantee the coex-
istence of safety and non-safety vehicular applications operating over the same
scenario constitutes an important issue, that has been recently addressed by spec-
trum regulation agencies and by international standardization committees. On
the one hand, a specific portion of the spectrum has been reserved for Dedicated
Short-Range Communication (DSRC) among vehicles in both the US and Eu-
rope. The DSRC band is divided into 7 channels, classified into 1 common con-
trol channel (CCH) for safety-related information, and 6 service channels (SCH)
for generic non-safety applications. On the other hand, the IEEE P1609 Work-
ing Group in charge of the standardization of the Wireless Access in Vehicular
Environment (WAVE) stack has released several protocols that take into account
the co-existence problem of vehicular applications with different classes and QoS
requirements. At the MAC Layer, service differentiation among Traffic Classes
(TCs) is achieved through the utilization of the Enhanced Differentiated Channel
Access (EDCA) functionalities [42] inherited from the IEEE 802.11e protocol. At
the upper MAC layer, the WAVE 1609.4 protocol [23] has been proposed to enable
multi-channel operations on the DSRC band with single-radio transceivers. Based
on this scheme, each vehicle periodically switches between the Control CHannel
Interval (CCH) and Service CHannel Interval (SCH). During CCH intervals, each
vehicle is tuned to the DSRC control channel and exchanges data of safety-related
applications. During SCH intervals, vehicles might be tuned to any of the 6 ser-
vice channels, and exchange infotainment information. A clear advantage of the
time and frequency diversity introduced by the WAVE 1609.4 protocol is the co-
existence of different TCs that might operate on the same scenario without experi-
encing mutual interferences. However, several recent studies revealed that halving
the available bandwidth might seriously compromise the performance of safety
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and non-safety vehicular applications over realistic scenarios [9, 10, 7, 25, 31].
In this paper, we focus on safety-related applications, since they are recognized to
have more stringent QoS requirements in terms of delivery delay and ratio, and we
attempt to answer the following key questions: how is the 1609.4 environment af-
fecting the performance of event-driven safety-applications? and more generally:
how can we guarantee fast and efficient dissemination of safety-related messages
on multi-channel VANET environments?
In order to address these key questions, we propose a threefold contribution on
the study and evaluation of multi-channel VANETs in this paper. First, we ana-
lyze through analytical models and simulation results the performance of safety-
related applications on 1609.4 multi-channel VANETs, and we demonstrate that
on single-radio configurations the synchronous channel switching operations en-
forced by the WAVE 1609.4 protocol might have a harmful impact on the deliv-
ery delay and ratio of safety-related broadcast applications. Second, we study
the problem of minimizing the delivery delay of broadcast communication on
single-radio multi-channel environments, where the network might be fragmented
into multiple cliques of connectivity on different channels. Finally, we propose
a WAVE-enhanced Safety message Delivery scheme (WSD) that is designed to
enable fast dissemination of safety messages over multichannel VANETs. The
proposed scheme works by enabling the dissemination of safety messages during
SCH intervals, and can benefit form cooperative channel scheduling approach to
guarantee the dissemination of the message over all the service channels. Simula-
tion results confirm the effectiveness of the WSD scheme in greatly reducing the
average delivery delay when compared to the legacy WAVE 1609.4 standard over
realistic multi-lane VANET topologies.
The rest of the paper is organized as follows. In Section 2.1, we provide a brief
description of the WAVE stack while focusing on the WAVE 1609.4 standard. We
review in Section 2.2 the existing enhancements proposed in the literature. In
Section 3, we introduce the system model used in this paper. In Section 4, we
propose an analytical study (validated through simulations) of the performance of
safety-related applications over multi-channel VANETs. Based on this result, we
introduce in Section 5 the WSD scheme, and address the channel scheduling prob-
lem. Section 6 extends WSD in the presence of cooperative nodes and describes
the heuristic used to solve the multi-machine scheduling problem. Section 7 eval-
uates the performance of the WSD and the legacy WAVE 1609.4 protocols using
the Ns-2 extension for multi-channel VANETs [18]. Section 8 concludes the paper
and discusses future extensions.
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Figure 1: The WAVE stack architecture [11].

2. Related Works

2.1. The IEEE 802.11p/WAVE standards
The IEEE Working Groups are actively working on the development of the

Wireless Access in Vehicular Environments (WAVE) family of standards. WAVE
provides automobile manufactures with a complete and coherent ground for wire-
less vehicular communication that copes with the problems incurred by car mobil-
ity. Several IEEE trial-use standards have been published in 2006-2007, including
1609.1 (remote management services), 1609.2 (security services), 1609.3 (net-
working services) and 1609.4 (multi-channel operation). These standards were
used to support a series of field trials. With the lessons learned from the field
trials, “full use” standards are being published to replace the trial-use ones. New
versions of 1609.3 and 1609.4 were published in 2010, along with two new stan-
dards 1609.11 (electronic fee collection) and 1609.12 (provider service identifier
allocations). Two new standards are now in progress which are 1609.0 (archi-
tecture) and 1609.6 (remote management). On the other hand 1609.1 did not get
enough support in the trials, and it was no more maintained. Medium Access
Control (MAC) and PHYsical (PHY) operations on a single logical channel are
regulated by the IEEE 802.11p WAVE standard, which is mainly based on pre-
vious IEEE 802.11 standards. The PHY layer is derived from the IEEE 802.11a
protocol, while the MAC layer implements the Enhanced Distributed Channel Ac-
cess (EDCA) mechanism originally provided by the IEEE 802.11e scheme. In this
paper, we are mainly interested in the IEEE 1609.4 standard. Figure 1 shows the
WAVE stack architecture.
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At the early stages of the VANET deployment, cars are expected to be equipped
with a single radio device. Multiple radios technology still suffers from techni-
cal problems and will incur additional costs for manufacturers. The IEEE 1609.4
Multi-Channel Operation Standard [23] has been proposed in 2010 (as a revi-
sion of the previous IEEE 1609.4-2006 standard) to enhance the underlying IEEE
802.11p [42] MAC protocol with multi-channel operations over a single-radio
transceiver. The IEEE 1609.4 employs both time and frequency division access
schemes. The channels used by the IEEE 1609.4 standard are allocated in the
DSRC band which has been reserved for vehicular communications in both the
US and Europe. Seven 10 MHz channels are available, divided into one control
channel and six service channels. Figure 2 shows the current frequencies used in
the US, where the DSRC band is also known as Intelligent Transportation Systems
(ITS) Radio. It is assumed that all vehicles maintain strict synchronization with
the Coordinated Universal Time (UTC) that can be acquired from Global Position-
ing System (GPS) devices or from other vehicles. Based on this time information,
vehicles continuously alternate between the following two time intervals:

• Control CHannel Interval (CCHI): during CCHI, all vehicles should be
tuned to the Control CHannel (CCH, also known as channel 178) and ex-
change safety information. The WAVE Short Message Protocol (WSMP)
is the only acceptable message exchange protocol at the CCH. WSMP is
designed to deliver low latency in fast varying environments [24]. Usage
of the CCH has been limited to safety messages exchange and WAVE Ser-
vice Advertisements (WSA) to minimize traffic at that channel. WSA are
exchanged to publicize services to be offered during the next interval.

• Service CHannel Interval (SCHI): during SCHI, vehicles can switch to a
Service CHannel (SCH) to be involved in a service of interest. Needed in-
formation about offered services can be fetched from WSA where a Provider
Service Identifier (PSID) octet string is used to identify a specific service.
PSIDs are being allocated and recorded in the IEEE 1609.12 draft stan-
dard [12].

To summarize, all devices are required to monitor the control channel dur-
ing CCH intervals. The SYNChronization (SYNC) interval is the summation
of the CCH interval and SCH interval. The SYNC Interval is 100 ms in length
and equally divided between control and service channel intervals (in the default
values) [23]. Guard intervals are introduced at the start of each interval to min-
imize the effect of timing inaccuracies and Radio Frequency (RF) switching de-
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Figure 2: The DSRC spectrum frequencies and the IEEE 1609.4 WAVE protocol operations.

lays. Typical values for the Guard interval ranges from 4 to 6 ms [25]. During
the Guard interval, all ongoing transmissions are aborted and the MAC layer is
flagged as busy. At the beginning of each interval, previous MAC activities are
suspended and the corresponding ones are started or resumed, thus ensuring that
each packet is transmitted on the correct channel. For instance, a vehicle inter-
ested in an audio file transfer service will switch to the corresponding service
channel to start receiving the file. If the transfer takes too long to complete, the
vehicle must switch to the control channel to receive safety messages and then
switch back to the service channel to resume the file transfer. Thus, using the
multi-channel coordination, a vehicle can periodically monitor the control chan-
nel for safety messages while it continues to use available infotainments services
in the network.

2.2. Multi-channel VANETs and IEEE 1609.4 protocol’s enhancements
Performance evaluation of multi-channel VANETs based on the WAVE 1609.4

protocol has been the subject of several recent works. Most of these studies fo-
cused on analyzing the impact of channel switching operations on the QoS re-
quirements of vehicular applications, assuming single-radio VANETs. Among
other works, we cite the analytical model of the IEEE MAC 802.11p presented
in [31] and the simulation studies in [25][18][9][10][13], where the authors demon-
strate that the CCH/SCH switching operations might cause synchronization of the
backoff process at the MAC layer, which increases the probability of frame colli-
sions for beacon messages transmitted on the control channels. From these stud-
ies, it emerges that the main issue of multi-channel VANETs is how to guarantee
the co-existence of safety and non-safety applications, while providing efficient
utilization of the channel resources. To this aim, several enhancements of the
WAVE protocol stack have been proposed, based on three different approaches:
(i) time-scale optimizations, (ii) frequency-scale optimizations, and (iii) MAC-
related optimizations. As an example of the first approach, the authors of [40]
propose to dynamically adjust the length of the CCH/SCH interval based on the
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traffic loads of each channel. In frequency-scale optimizations, dynamic spec-
trum management techniques are used to solve the problem of congestion on ser-
vice/control channels, that might originate due to the limited bandwidth of DSRC
channels (10 Mhz). For this, the Cognitive Radio (CR) and Dynamic Spectrum
Access (DSA) solutions [8] were found to be suitable approaches to increase the
DSRC bandwidth for safety-applications, by using vacant frequencies in the DTV
band [16][17]. Finally, works that followed the third approach investigated how
to enhance the performance of multi-channel VANETs by optimizing the trans-
mission operations at the MAC layer, but without affecting the multi-channel op-
erations enforced by the WAVE 1609.4 protocol. For instance, the authors of [25]
suggest to schedule the generation of beacon messages only during the CCH in-
terval, in order to avoid the problem of synchronous collisions at the start of the
CCH interval. Techniques to randomize the transmission of the beacons during
the CCH are proposed in [7][35]. An adaptive MAC contention control scheme is
described in [9], where the authors propose to dynamically adapt the MAC Con-
tention Window (CW) size based on the estimated contention conditions of the
CCH channel. To the best of our knowledge, few works discuss the impact of the
CCH/SCH switching on the performance of safety applications, which constitutes
the main focus of our paper. The only works that addresses a similar problem are
[30][35]. However, we remark here the distinctive and original characteristics of
our approach: (i) we provide solutions to minimize the delivery delay of safety
messages on the 802.11p/WAVE multi-channel MAC, (ii) we do not assume any
specific scheduling from the application, and (iii) we do not require any changes
to the existing IEEE WAVE standards.

3. System Model

In this paper, we consider a multi-lane vehicular environment as the one de-
picted in Figures 3(a) and 3(b). We assume that each vehicle of the scenario
is equipped with an IEEE 802.11p compliant radio device, and implements the
WAVE 1609.4 protocol for multi-channel operations as described in Section 2.1.
During the CCH interval, vehicles are tuned to the control channel, so that each
vehicle is connected to all nodes in its transmitting range (Figure 3(a)). During
the SCH interval, vehicles can be tuned to seven different DSRC channels, and as
a result, the network graph might be fragmented in up to seven different cliques
(as shown in Figure 3(b)). In our study, we do not assume any specific channel
allocations during the SCH interval, i.e., each vehicle can randomly decide to tune
its radio to any of the service channels, or remain tuned to the control channel.
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Figure 3: The vehicular connectivity at different time intervals foreseen by the WAVE 1609.4
standard: during the CCH interval (Figure 3(a)) and during the SCH interval (Figure 3(b)).

Based on the current state-of art of vehicular applications, safety messages can
be divided into two categories: event-driven emergency messages and routine sta-
tus HELLO messages [41]. Event-driven emergency messages are triggered by a
sudden change in the vehicular environment during either CCH or SCH intervals.
On the other hand, routine status HELLO messages are periodically exchanged
during control channel interval, and are used to inform neighbors about the current
status of the originating node (e.g., location, speed and direction) [21]. To enable
a DSRC system to provide safety at the road level, it is essential to ensure that both
categories of safety messages are received by neighbor vehicles in a timely fash-
ion. In this paper, we limit our research scope to high priority event-driven safety
messages (denoted as α in the following) which are considered to directly affect
human lives. To this aim, we impose that each α message generated by a vehi-
cle η must be successfully delivered to all its neighbors. Although each neighbor
might in turn re-broadcast the safety message (thus enabling multi-hop dissemi-
nation), we focus our work on single-hop dissemination, and more specifically on
the problem of minimizing the delay overhead introduced by the WAVE 1609.4
protocol on multi-channel single-radio vehicular environments. This delay might
severely affect the performance of safety-related applications, as demonstrated in
the following section.
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4. Motivations

In this section, we investigate the performance of broadcast applications over
multi-channel VANETs through analytical and simulation results, and we show
that synchronous channel switching operations enforced by the IEEE 1609.4 pro-
tocol might considerably affect the message delay and delivery ratio of safety-
related applications. These results raise concerns about WAVE capability of pro-
viding safety at the road level, and thus justify the need of protocol enhancements
that take into account the QoS requirements of vehicular applications.

Generally speaking, a event-driven safety message α can be generated at the
application layer any time during a SCH or CCH interval. In the following, we
refer to the scenarios where α is generated during a SCH and CCH interval as
Mode I and Mode II, respectively.

Mode I scenario. If generated during the SCH interval, the α message will
not be immediately transmitted, but rather, it will be queued till the next CCH
interval. As a result, the α message will experience an additional queuing delay
before being transmitted. Moreover, MAC collisions might occur at the start of
the next CCH interval as a consequence of the synchronization of backoff pro-
cesses, as discussed also in [9]. In the following, we derive an upper bound on the
message delay and delivery ratio of safety-related applications operating in Mode
I, and then validate the correctness of the analytical results using simulation tool.
We consider the system model described in Section 3, and we add the following
assumptions to make the analysis tractable: (i) each vehicle generates exactly 1
safety-related message during the SCH interval, (ii) all messages have the same
payload size S, and (iii) all vehicles are in the same transmission area, and the set
of one-hop neighbors remains the same during one SYNC interval (i.e. the num-
ber of vehicles is constant during a SYNC interval). Under these assumptions, the
average message delay required to transmit α can be expressed as the sum of the
average queuing delay (E[q]), the average contention delay (E[c]) on the control
channel, the average transmission delay (E[t]), and the average propagation delay
E[p]. If we assume the propagation delay to be negligible (i.e. E[p] = 0), then we
can express the average message delay E[d] as follows:

E[d] = E[q] + E[c] + E[t] (1)

Since we assume that each α message is generated during the SCH slot and then
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transmitted during the CCH slot, then E[q] can be computed as:

E[q] =
SCHd

2
+GId (2)

where SCHd and GId are the length of the SCH and the Guard Intervals (in sec-
onds) respectively. If we let τ be the probability to transmit in a given slot, and
if we assume a uniform probability distribution to select a slot within the current
Contention Window (CW ), then τ can be derived as in [4][6]:

τ =
1

E[CW ] + 1
=

2

CWmin + 1
(3)

Since the transmission happens in broadcast, exponential backoff and MAC ac-
knowledgments are disabled, and message are transmitted without re-transmission
by using the minimum size of the CW , i.e. CWmin. If we let pidle be the prob-
ability that a channel is idle in a given slot, and pbusy its converse, psuccess be the
probability that a slot is occupied by a successful transmission and pcoll the prob-
ability that a collision occurs during a slot, and finally assume a scenario with N
nodes, it is easy then to verify that pidle, pbusy, psuccess and pcoll can be computed
as follows:

pidle = (1− τ)N (4)
pbusy = 1− pidle (5)

psuccess = N · τ · (1− τ)N−1 (6)
pcoll = 1− pidle − psuccess (7)

The average contention delay E[c] can be expressed as a function of the average
CW size E[CW ] and the average duration of each logical slot Tslot:

E[c] = E[CW ] · Tslot =
CWmin − 1

2
· Tslot (8)

The average duration of the logical slot Tslot can be derived, as proposed in [4]:

Tslot = (1− pbusy) · σ + Tsuccess · psuccess + Tcoll · pcoll (9)

where σ is the duration of an empty slot according to the MAC 802.11p [42].
Tsuccess is the time required for a successful transmission and Tcoll is the average
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Figure 4: Mode I analysis: the average delay for the single-channel and multi-channel WAVE
schemes is shown in Figure 4(a)). The Packet Delivery Ratio (PDR) comparison is shown in
Figure 4(b).

time of a collision event. Based on the transmission delay of a message E[t], the
exact value of Tsuccess and Tcoll can be derived as:

Tsuccess = DIFS + σ + E[t] (10)
Tcoll = EIFS + σ + E[t] (11)

Finally, E[t] can be expressed as the time required to transmit an α message of size
S with data-rate R, and including the transmission time of the preamble (TPRE):

E[t] =
S

R
+ TPRE (12)

In a similar way, we can derive the Packet Delivery Ratio (PDR) metric in the
Mode I scenario described earlier. Assuming that all vehicles are in the same
interference range and each vehicle will generate only one broadcast message at
the start of the interval, PDR can be expressed as the probability of having a
successful transmission, knowing that the slot is busy, i.e.:

PDR = P (successful|busy) = psuccess
pbusy

=
N · τ · (1− τ)N−1

1− ((1− τ)N)
(13)

In Figure 4(a), we depict the average delay experienced by the α message
generated in Mode I, as a function of the number of vehicles (payload size of α
messages is set to 200 bytes in this experiment). In the same figure, we depict the
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analytical delay2 (computed through Equation 1) and the simulation results3, ob-
tained through the Ns-2 model of the 1609.4 protocol described in [18]. Results
in Figures 4(a) and 4(b) are averaged over 500 different runs. It is easy to no-
tice that analytical delay closely follows the simulation delay, thus confirming the
correctness of the analytical model described above. Moreover, to underline the
impact of periodic channel switching imposed by the IEEE 1609.4 protocol, we
simulate a scenario with single-channel Mode4, according to which all vehicles
are always tuned to CCH, and no channel switching occurs. Figure 4(a) confirms
that multi-channel WAVE scheme experiences significant extra-delay as a conse-
quence of halving the available bandwidth. Un-transmitted packets are queued
during all the SCH interval before performing any transmission attempt on the
control channel. Figure 4(b) depicts the PDR metric for the Mode I scenario. Re-
sults in Figure 4(b) validate the correctness of Equation 13, and demonstrates that
the WAVE multi-channel scheme suffers from high packet drops. In Mode I, all
vehicles will start contending for the channel only at the start of the CCH inter-
val to transmit the α message while in Mode no-switching, vehicles are offered
double this capacity. In this regard, techniques to mitigate the problem of channel
contention in IEEE 1609.4 networks are proposed in [9].

Mode II scenario. If generated during a CCH interval, the α message will
be broadcasted on the control channel. However, we might run into a situation
where α does not gain access to the medium and is not broadcasted during the
CCH interval due to specific channel conditions (such as high contention at the
control channel, or the CCH interval expiring shortly after α is generated). In that
case, α must be queued till the next CCH interval, and will witness an additional
delay before being transmitted. To study the frequency of packet un-transmitted
events and analyze their impacts on the system performance, we introduce the
notion of Packet Un-transmitted Risk Index (PURI), defined as the probability
that an α message generated randomly during a CCH interval will not get access
to the medium by the end of that same CCH interval. Again, we assume that each
vehicle will generate only one α packet to be transmitted during the CCH interval.
We can then approximate the PURI as the probability that the α message will be
generated at an instant of time t greater than CCHd − E[d], where CCHd is the

2denoted as WAVE scheme (Mode I - analytical)
3denoted as WAVE scheme (Mode I - simulation)
4denoted as WAVE scheme (Mode no-switching)
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Figure 5: Mode II analysis: the PURI metric is shown in Figure 5(a)). The average delay of the
single-channel and multi-channel WAVE schemes is shown in Figure 5(b).

duration of the CCH interval and E[d] is the upper bound on the average delay
given by Equation 1 (worst case analysis):

E[PURI] = P (t > (CCHd − E[d])) =
CCHd − E[d]

CCHd

(14)

Figure 5(a) shows the PURI as a function of the number of vehicles and for dif-
ferent payload sizes of the message. For the simulation results, we average the
results of 400 different runs, where we randomly choose the time in which α
is generated during the CCH interval. It is easy to see that PURI increases when
more traffic is introduced in the channel due to the increase in the contention level.
Similarly, Figure 5(b) depicts the average delay for the Mode II scenario, for the
WAVE single-channel, and WAVE multi-channel configurations. Figure 5(b) con-
firms that the multi-channel WAVE scheme experiences significant extra-delay as
a consequence of the un-transmitted packets that are queued during the SCH in-
terval before performing a new transmission attempt on the control channel.

From the above analysis, we conclude that to allow drivers to react appropri-
ately to emerging critical situations, it is fundamental to minimize the additional
delay posed by the WAVE multi-channel environment. In this paper, we attempt
to achieve this goal by allowing the transmission of the α message during SCH
intervals. The main challenge in this approach is that vehicles can be tuned to
seven DSRC different channels during SCH intervals. However, this challenge
can be overcome by leveraging vehicles cooperation to relay a copy of α on each
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channel, and by carefully deciding the channel scheduling to use. For this aim,
we introduce the WAVE-enhanced Safety message Delivery (WSD) scheme de-
scribed next in Section 5.

5. WAVE-enhanced Safety Message Delivery (WSD) scheme

In this Section, we propose an algorithmic formulation for the problem of dis-
semination of event-driven high priority safety messages during SCH intervals. In
the next subsections, we first present a problem formulation and introduce some
notations. Then, in the next subsection, we discuss the details of our proposed al-
gorithm called WAVE-enhanced Safety message Delivery scheme
(WSD). In the last subsection, we introduce the idea of cooperation that can be
used to improve the dissemination algorithm. Finally, to provide a better reading
experience, Table 1 reports a list of acronyms and symbols used in Sections 5 and
6.

5.1. Formulation and Notations
A vehicle willing to transmit a high priority safety message during a service

channel interval has the following two objectives: (i) reach all its one-hop neigh-
bors while (ii) minimizing the average delivery delay to reach a neighbor, E[dn].
The vehicle is subject to the constraint to reach all its neighbors before the expi-
ration of the SCH interval.

First, let us denote by U the list of DSRC channels ci (with 0 ≤ i ≤ 6) where
the middle channel c3 is the control channel (also referred to as channel 178). U is
the universe under consideration in this study. We associate with each channel ci
two cost metrics at each service channel interval: (i) Ti, the channel access delay
during SCH interval and (ii) Mi, the number of nodes available at ci during that
same SCH interval. Moreover, Ti has two components: the Radio Frequency (RF)
switching delay denoted as dRF and the average message delay E[d] discussed in
Equation 1 in Section 4. We assume the value of Ti to be known by each node.

Also, we denote by η the node (vehicle) generating one event-driven safety
message α, and associate with η a set of one-hop neighbors denoted by N. We
assume that the set of one-hop neighbors remains the same during one SYNC
interval (equivalent to duration of 100ms). Moreover, each neighbor of η will
be available at a specific channel ci during the next SCH interval. We assume
that all nodes exchange their next service channel and their one-hop neighbors
set through HELLO messages broadcast during CCH intervals. The exchange of
next service channel and one-hop neighbors set induce additional traffic overhead
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Table 1: Abbreviations and Notations

SCH service channel
CCH control channel
SCHI service channel interval
CCHI control channel interval
GI guard interval
SYNC synchronization interval
WSA WAVE Service Advertisement
α high priority safety message
η vehicle generating α
ci channel i
U list of all DSRC channels ci
Ti access delay of channel ci
Mi number of nodes available at ci
N one-hop neighbors of η
L to-be-covered channels set
Ni set of neighbors of η tuned at ci
E[dn] average delivery delay to reach a neighbor
G set of cooperating nodes (including η itself)
Jj job j
pj processing time of job Jj
dj deadline of job Jj
wj weight coefficient of job Jj
Cj completion time of job Jj
Mm machine m
P identical parallel machines
Mj set of machines capable of processing job Jj
Em set of eligible jobs to be scheduled on machine Mm

Wm potential workload: cardinality of the set Em
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in the network. HELLO messages size can exceed 500 bytes with the security
overhead foresee in [33]. We require only 3 additional bits to exchange the next
service channel. The size of the one-hop neighbors set varies from sparse ru-
ral scenarios to congested highway scenarios. We consider an average 2-lanes
scenario where following distance between vehicles is 20 meters. With a trans-
mission range of 300 meters, each vehicle has an average of 30 neighbors. Thus,
maximum overhead in the depicted scenario does not exceed 30 bytes or 6% of the
HELLO message size. It is worthy to mention that the real overhead value dynam-
ically changes with the traffic density. Moreover, we will show in the subsequent
sections that this overhead is justified by the improvement achieved in the terms
of reduced safety message delivery delay.

Hence, η has full knowledge of its one-hop and two-hop neighbors. Moreover,
using collected next service channel entries, η builds the to-be-covered channels
set denoted as L, with L ⊆ U. L includes the channels ci where η one-hop
neighbors will be available during the next SCH interval. The message α has to
be broadcasted in all the channels in the set L. Furthermore, η decomposes its one-
hop neighbors set N into i different subsets Ni. For each channel ci, we associate
the set Ni defined as the set of one-hop neighbors of η that will be tuned at channel
ci during the next SCH interval. Finally, E[dn] is defined as the completion time
(delay) to cover all channels in L weighted by the number of neighbors Mi at each
channel, i.e.:

E[dn] =
1

N

∑
i∈L

Ci ·Mi (15)

Completion time Ci is defined as the time elapsed until channel ci is cov-
ered. Completion time will be further discussed in Section 6.1. Note that vehicles
decide on their next service channel based on WAVE Services Advertisements
(WSA) received during the CCH interval. Exchanging the next service channel
and one-hop neighbors set might raise some privacy concerns that need to be an-
swered. However, we consider these issues to be outside the scope of this paper
and we refer interested readers to the following literature addressing privacy in
VANETs [5] [15].

Given a vehicle η and its neighbors N
Given remaining time till the end of SCH interval
F ind a schedule to broadcast message α over channels L
That minimizes average delivery delay E[dn]

Finally, The optimization problem discussed so far is summarized in the box
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above. Also, a mathematical formulation is presented based on the time-indexed
formulation presented in [36] [39] where time is divided into periods. Period t
starts at time t − 1 and ends at time t. The planning horizon is denoted by T ,
which means that all channels have to be covered by time T that represents the
remaining time till the end of the current SCH interval:

min
∑
i∈L

T−Ti+1∑
t=1

Ci ·Mi · xit

subject to
T−Ti+1∑

t=1

xit = 1 (i ∈ L),

∑
i∈L

t∑
s=t−Ti+1

xis ≤ 1 (t = 1, ..., T ),∑
i∈L

Ti ≤ T,

xit ∈ {0, 1} (i ∈ L; t = 1, ..., T − Ti + 1),

where xit = 1 if channel ci is covered at period t and 0 otherwise. The first
constraint ensures that each channel is covered exactly once while the second
constraint states that one channel can be covered at most during any time period.
The third constraint ensures that all channels are covered by the end of the SCH
interval.

5.2. WSD Proposed Algorithm
The WAVE-enhanced Safety message Delivery (WSD) algorithm

aims to broadcast the event-driven high priority safety message α at all channels ci
belonging to L while minimizing the average delivery delay to reach a neighbor.
The WSD algorithm can be described as follows:

At each CCH interval, vehicles collect HELLO messages from neighbor nodes
and construct the following sets: N, L, and all the sets Ni. These sets have small
cardinalities and thus do not impose memory overhead. We refer to this routine as
Data Collection routine.

During each SCH interval, if a safety message α is available for transmission,
then node η computes the optimal schedule for disseminating α as follows:
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1. If the set L is not empty, sort its elements in increasing order of Ti

Mi
.

2. Tune to the channel with the smallest Ti

Mi
, transmit α and remove this chan-

nel from the set L.
3. Repeat this step until L becomes empty.

This problem is known as the weighted shortest processing time rule in the
area of machine scheduling. It is also known as Smith’s ratio rule. Smith had
shown in [34] that weighted shortest processing time rule provides optimal solu-
tion for total weighted completion time.

If the SCH interval expires and L is not empty yet, then vehicle η decides to re-
broadcast α at the next CCH interval to ensure its reception by all neighbors. This
step ensures message dissemination to all neighbors. The overall WSD algorithm
is described in Algorithm 1.

Algorithm 1: WAVE-enhanced Safety message Delivery scheme (WSD)
1. At each CCH interval, use HELLO messages to run Data Collection routine.
2. During each SCH Interval, upon receiving an α message:
repeat

2.a Schedule the channel from the set L with the smallest fraction Ti
Mi

.
2.b Remove the scheduled channel from L.

until L = ∅
3. At the end of the SCH Interval:

if (L = ∅) then
Terminate

else
η re-broadcasts a copy of α at the start of the next CCH interval.

end if

5.3. Enhancing WSD with vehicles’ cooperation
The WSD algorithm can be extended by introducing the assumption that some

nodes are willing to cooperate with η to disseminate the safety message α. Co-
operating nodes are motivated by the fact that the quick dissemination of α will
help avoiding potential dangerous situations on the road that these nodes might be
involved in. We refer to the scheme where η’s neighbors cooperate to propagate
the safety message as Cooperative WSD.

For the scope of Cooperative WSD, we safely assume that all nodes avail-
able at the control channel c3 during the SCH interval (and thus not engaged in any
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service exchange) will cooperate with η. The set of cooperating nodes (including
η itself) during the next SCH interval is referred to as G. The scheduling prob-
lem for Cooperative WSD becomes more complicated since it involves multiple
nodes. Cooperative WSD is discussed in details in the next section.

6. Cooperative WSD

6.1. Survey: Multi-Purpose Machines scheduling
The scheduling problem in Cooperative WSD can be formulated as a par-

allel multi-purpose machines (MPM ) scheduling problem with deadline[37]. In
MPM problems, n jobs J1, .., Jn are to be processed using m identical paral-
lel machines M1, ..,Mm. Each job Jj has a processing time of length pj and a
deadline dj . Only a subset of machines Mj ⊆ {M1, ..,Mm} are capable of pro-
cessing job Jj . The problem is to schedule each job Jj on a single machine from

Mj in order to minimize
n∑

j=1

wjCj , the total weighted completion time. wj and

Cj are respectively the weight coefficient and completion time of job Jj . The
three-field notation suggested in [20] is used to represent this problem as follows:

P |Mj, dj|
n∑

j=1

wjCj where P refers to identical parallel machines.

In our problem, the cooperating nodes G represent the m machines (m =
card(G)). Channels ci belonging to L to be covered represent the n jobs (i.e.
n = card(L). To explain how the set Mj is obtained for each job Jj , we should
define first the concept of equivalent nodes at a specific channel ci. Two nodes
η, δ ∈ G are said to be equivalent at channel ci, i.e. η ≡ci δ, if and only if they
share the same subset Ni of one-hop neighbors at channel ci. In that case, δ can
cooperate with η to disseminate the safety message at channel ci. In the special
case where G = {η} which means none of the nodes are cooperating with η, the
problem is reduced to a single machine scheduling problem and can be modeled

as 1|dj|
n∑

j=1

wjCj as described in the previous section.

Moreover, let’s assume that job Jj is to schedule channel ci at one of the machines
in Mj. Then, the set Mj is the subset of nodes in G that are equivalent to node η at
channel ci. The processing time pj and the job weight wj are set respectively to Ti

(channel access delay) and Mi (number of neighbors nodes) which were defined

in the previous section. Thus, the optimization function
n∑

j=1

wjCj incorporates the
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access delay per channel weighted by the number of nodes available at the chan-

nel. It can be easily shown that
n∑

j=1

wjCj normalized by the number of neighbors

(card(N)) represents the average delay to reach a neighbor. This function will
be used to minimize the average delivery delay to disseminate the message to a
neighbor.

6.2. Workload-balanced Shortest Processing Time first
The MPM problem is strongly NP -hard [29] and thus no Fully Polynomial

Time Approximation Scheme (FPTAS) exists unless P = NP . In our particular
problem, we have a constant upper limit on the number of jobs n since the num-
ber of channels in DSRC is constant. The number of cooperating nodes m is not
bounded but is expected to take small values, since we do not need more cooper-
ating vehicles than the number of service channels (i.e. 6 ). For small values of m
and n, the problem can be solved efficiently using heuristics, as discussed in [38].

The P |Mj, dj|
n∑

j=1

wjCj problem involves two decisions [37]: (i) choosing the

next job Jj ∈ L and (ii) deciding on which machine from Mj to schedule the
chosen job. A feasible schedule allows the scheduling of all jobs while respecting
both deadlines dj and machine eligibility Mj constraints. Job deadline dj is the
same for all jobs and is equal to the remaining time till the end of the current ser-
vice channel interval. Since all jobs in our problem have the same deadline, we
do not focus on the deadline constraint in our heuristic. If the adopted schedule
does not meet the end of SCH interval deadline, α is re-broadcasted at the start of
the next CCH interval to guarantee its reception by all neighbors, as it happens in
the current IEEE 1609.4 standard [23].

Due to tight time constraints, we need the processing time of the scheduling
algorithm to be close to zero. Thus, we need to keep our heuristic simple and
fast to execute in negligible time with current processing capabilities available in
target vehicles. Let us define Em as the set of eligible jobs to be scheduled on
machine Mm. Sets Em are easily obtained from sets Mj discussed earlier.

The first step of the heuristic is to choose from the set G, the available (non-
busy) machine Mm with the smallest potential workload. Potential workload Wm

is defined as the cardinality of the set Em. Ties are broken in an arbitrary manner.
Then we schedule on the chosen machine in the previous step, the job from the set
Em with the smallest fraction pj

wj
. Also in this case, ties are broken in an arbitrary

manner. After this, we remove the scheduled job from the jobs list and declare the
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used machine as busy for the amount of time needed to process the scheduled job.
We repeat the above mentioned steps until the job list is empty, which means all
channels have been scheduled.

Our suggested heuristic referred to as Workload-balanced Shortest
Processing Time first (WSPT) is illustrated in Algorithm 2.

Algorithm 2: Workload-balanced Shortest Processing Time first (WSPT)
repeat

1. Choose the available machine (i.e. the cooperating vehicle) from the set G with
the smallest potential workload Wm.
2. Schedule the job (i.e. the channel) from the set Em with the smallest fraction pj

wj
.

3. Remove the scheduled job from L and declare the used machine as busy for pj .
until L = ∅

6.3. Cooperation Initiation
The proposed WSPT heuristic distributes the available jobs among the coop-

erating nodes in order to minimize the average delivery delay to disseminate the
message to a neighbor as described in the previous sub-section. The cooperative
nodes need to have a copy of the safety message α and a schedule to follow to
distribute this message. Thus, to enable cooperation, node η needs to transmit the
safety message at the CCH and piggy-backs the schedule that each cooperating
node has to adopt. We refer to the time instant when node η transmits at CCH
by the discrete time index tcoop where tcoop ∈ [1, T − Ti + 1] (see optimization
function proposed in section 5.1). tcoop is an important parameter in the Coop-
erative WSD scheme and we present in the following an algorithm to compute
the optimal tcoop value. A possible answer is to start cooperation at the earliest
possible and thus set tcoop = 1. In such a case, whenever η has a safety message
to transmit, it tunes its RF to the CCH and transmit the safety message along with
the cooperation schedule that is generated using the WSPT heuristic.
However, we can foresee a scenario where most of η’s neighbors are tuned to a
specific channel ci. Under that scenario, it will be better decision to transmit first at
ci before initiating cooperation. If we revert to the case where no cooperation was
assumed, Algorithm 1 provides the schedule to follow based on channels weights.
Let’s denote by tWSD the time instant to transmit at the CCH according to Algo-
rithm 1. It is easy to show that tWSD constitutes an upper bound on the time
to initiate cooperation and thus the following bounds hold: 1 ≤ tcoop ≤ tWSD.
Vehicle η should not delay transmitting at c3 later than tWSD. However, does
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transmitting in the interval [1, tWSD] provide additional gain in terms of minimiz-
ing average delay? We propose a simple search algorithm to find the optimal value
of tcoop. First, set tcoop = tWSD and compute the resultant average delivery de-
lay. Decrement tcoop by 1 and swap c3 with the preceding channel in the schedule
to check the effect of initiating cooperation earlier in time. If the new schedule
provides an improvement in terms of minimizing average delay, then update the
value of tcoop and repeat this step, else terminate. This algorithm is basically an
exhaustive search algorithm, however it is efficient due to the limited size of the
search space. The proposed search algorithm is illustrated in Algorithm 3.

Algorithm 3: Search Algorithm
1. Generate single machine schedule using WSD algorithm.
2. Set tcoop = tWSD.
3. Vary tcoop from tWSD − 1 to 1.
3.a Execute WSPT and record average delay.
3.b If E[dn] improves then continue else terminate.

6.4. Algorithm Illustration
At this stage, we will present an example that illustrates the functioning of

the Cooperative WSD algorithm. Assume a highway scenario with a node η sur-
rounded by several neighbors. At each CCH interval, η collects HELLO messages
and builds the sets mentioned in step (1) of the Cooperative WSD algorithm. In
this example, cη = c6 and η has two collaborating nodes B and C, and thus
G = {η,B,C}. L = {c1, c2, c3, c4, c5, c6} and then all channels have to be
covered except c0. We assume that the search algorithm instructs η to broadcast
first at its current channel and then initiate cooperation by transmitting at chan-
nel c3. Then, the update set of remaining jobs as input to the WSPT heuristics is
L = {c1, c2, c4, c5}. Moreover, assume EB = {1}, EC = {1, 5} and obviously
Eη = L = {c1, c2, c4, c5}. At the start of the SCH interval, it turns out that η
has an α message in its queue. It starts by broadcasting α at its current channel
(c6 in this case). Then, η switches to c3 and broadcast α while picky-backing
the scheduling assignment identified by WSPT. The cooperating nodes parse the
message and retrieve the schedule and act accordingly. Node B has the smallest
potential load Wm, and therefore, it is assigned to broadcast at channel c1 which
is removed from L. Node C has the next smallest Wm and it is assigned to broad-
cast at channel c5. Two jobs c2 and c4 remains in L with η being the only eligible
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Figure 6: Gantt Chart of the distributed channel scheduler.

machine. We assume that p2
w2

< p4
w4

and thus c2 is scheduled followed by c4 on η.
The Gantt chart in Figure 6 illustrates the resultant jobs scheduling.

7. Performance Evaluation

In the following two sub-sections, we evaluate the performance of the pro-
posed WSD and Cooperative WSD algorithms through a simulation study. To this
aim, we use the Network Simulator 2 (Ns-2) extension described in [18] to model
multi-channel VANETs. The tool proposed in [18] provides a complete imple-
mentation of the IEEE 1609.4 scheme, that can be used on top of the existing ns-2
models of the MAC 802.11p.

7.1. Algorithms Evaluation
We consider the scenario depicted in Figure 3(a), composed by N+1 vehicles

distributed on a 4-lanes highway. A single vehicle η generates only one event-
driven high priority safety message (denoted as α) at a random instant of the
SYNC interval. All the remaining N vehicles generate background traffic on both
service and control channels. During the CCH interval, all the N + 1 vehicles
are tuned to the control channel and broadcasts HELLO messages. During the
SCH interval, the vehicles might tune their RF to one of the service channels or
remain at the control channel. In our simulation model and during SCH interval,
each vehicle chooses randomly with an uniform probability distribution to which
channel ci ∈ L to tune its RF circuit from the seven DSRC channels. We assume
traffic saturation conditions on both control and service channels. We introduce
this assumption since we are interested in investigating the performance of safety
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Table 2: Simulation Parameters

Number of runs 500
Scenario type 4-lanes highway
Number of vehicles [4-100]
Vehicle Speed 25 m/s
SCHI length 50 ms
CCHI length 50 ms
Number of channels 7
Packet size 600 bytes
Tx range 300 meters

applications under high load conditions that might compromise the timely delivery
of safety messages. Table 2 contains the list of parameters used in our simulation.

In the following, we implement and compare the performance of three differ-
ent schemes:

• WAVE Scheme: Legacy IEEE 1609.4 scheme considered in the analysis
presented in section 4, in which vehicles perform synchronous switching
between CCH and SCH intervals. Message α can be broadcasted only dur-
ing the CCH interval on the control channel.

• WSD Scheme: WAVE-enhanced Safety message Delivery scheme (WSD)
described in Section 5. Set G = {η} which means none of the nodes are
cooperating with η to disseminate the message α during SCH interval.

• Cooperative WSD Scheme: Cooperative WAVE-enhanced Safety message
Delivery scheme described in section 6 in which the vehicle η tries to de-
liver the α message during the SCH interval and relies on cooperation with
other vehicles tuned to the control channel during SCH interval.

We investigate the performance of safety-related applications using these two met-
rics: (i) end-to-end Delay defined as the average time from the α message gen-
eration at the application layer at vehicle η to when it is received by a neighbor
vehicle, and (ii) Probability of Successful Delivery (PSD) defined as the probabil-
ity that a neighbor vehicle will successfully receive the α message from vehicle η.
Also similar to section 4, we distinguish between two modes in the performance
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Figure 7: The average delay and the delay percentile (using 40 active vehicles) when the message
is generated during the SCH interval (Mode I) are shown in Figures 7(a) and 7(b) respectively.

evaluation, Mode I and Mode II, based on the interval (SCH and CCH respec-
tively) during which the α message is generated.

Mode I. Vehicle η generates the α message at the start of the SCH interval.
Figure 7(a) shows the average delivery delay as a function of the number of ve-
hicles for the three different schemes we are considering in our analysis. WAVE
Scheme(Mode I) introduces high delay overhead since we always buffer α till the
start of the next CCH interval and then contend for the medium to transmit. Both
WSD Scheme(Mode I) and Cooperative WSD Scheme(Mode I) overcome this
limitation by transmitting α directly during the SCH interval on different service
channels. Figure 7(a) shows that Cooperative WSD Scheme(Mode I) is able to
provide a delay reduction of more than 30% compared to the WSD Scheme, and
more than 50% compared to the legacy WAVE Scheme. Figure 7(b) provides a
complementary view of the system performance, by showing the delay percentile
in a configuration with 40 active vehicles. Figure 8(a) shows the PSD as a function
of the number of vehicles for the three evaluated schemes. Results in Figure 8(a)
reveal that both WSD and Cooperative WSD Schemes provide higher probability
of successful delivery of the α message than the standard WAVE Scheme. The
performance improvement increases with the number of vehicles. This can be
justified considering the characteristics of the channel allocation enforced by the
1609.4 scheme. During the CCH interval, all the vehicles contend on the same
channel, while during the SCH interval the number of active nodes on the same
channel is (on average) divided by seven. As a result, vehicle η witnesses higher
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Figure 8: The PSD metric when the message is generated during the SCH interval (Mode I) and
during the CCH interval (Mode II) are shown in Figures 8(a) and 8(b) respectively.

successful packet delivery probability using both WSD and Cooperative WSD
Schemes. Cooperation gains are evident under increasing traffic density condi-
tions, since more vehicles are tuned to channel c3 during the SCH interval, and
thus contribute to the dissemination process described in Algorithm 2

Mode II. Vehicle η generates the α message at a random interval during the
CCH interval. Figure 9(a) shows the average delivery delay as a function of
the number of vehicles for the three different schemes described above. WAVE
Scheme(Mode II) might suffer from significant delay overhead due to the high
Packet Un-transmitted Risk Index (PURI). Un-transmitted packets are buffered
and transmitted at the start of the next CCH interval. In both WSD Scheme(Mode
II) and Cooperative WSD Scheme(Mode II), we alleviate the delay problem by
allowing the delivery of un-transmitted packets during the next SCH interval di-
rectly. Figure 9(a) reveals that Cooperative WSD Scheme can provide a delay
reduction of more than 30% when compared to the standard WAVE Scheme. Fig-
ure 9(b) completes the delay analysis by depicting the percentile delay in the con-
figuration with 40 active vehicles. Finally, Figure 8(b) confirms the improvement
provided by the WSD Scheme in terms of PSD using Mode II.

In Figures 10(a) and 10(b) we further investigate the performance of the Co-
operative WSD Scheme(ModeI), in terms of cooperation percentage and coopera-
tion initiation time. We assumed so far that all the vehicles available at the control
channel c3 during the SCH interval (and thus not engaged in any service exchange)
will cooperate with the transmitting vehicle η. However, this might not be the
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Figure 9: The average delay and the delay percentile (using 40 active vehicles) when the message
is generated during the CCH interval (Mode II) are shown in Figures 9(a) and 9(b) respectively.

case in presence of selfish behaviours. We model this situation in Figure 10(a), in
which we depict the average delay of Cooperative WSD Scheme(Mode I) when
considering different probability of cooperation (pcoop) from neighbouring vehi-
cles of η. The configuration with pcoop=1.0 corresponds to the default setting used
so far. It is easy to see that the dissemination delay is reduced for higher values
of pcoop. Moreover, for pcoop > 0.25, the performance difference among differ-
ent configurations of the Cooperative WSD Scheme decreases under moderate
and high vehicular density conditions, since enough vehicles are found on the c3
channel to disseminate the message over the remaining SCH channels. In Fig-
ure 10(b) we investigate the impact of cooperation initiation time (i.e. the tcoop
parameter discussed in Algorithm 3) on the average delay. We consider three dif-
ferent configurations: (i) tcoop=1, i.e. cooperation is used as first step by vehicle
η, (ii) tcoop=tWSD, i.e. cooperation is delayed till the upper bound specified by
WSD scheme, and (iii) dynamic tcoop, i.e. cooperation initiation time is decided
dynamically according to Algorithm 3. Figure 10(b) reveals that the dynamic ap-
proach provides the best performance in terms of dissemination delay, since it
allows the transmitting vehicle η to determine the best trade-off between coop-
eration exploitation and overhead mitigation, by taking into account the current
distribution of vehicles on the service channels.

7.2. WSPT Heuristic Evaluation
All analysis performed in the previous subsection use the WSPT heuristic de-

scribed in Algorithm 2. In this subsection, we introduce two different heuristics
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Figure 10: The impact of pcoop and tcoop on the performance of Cooperative WSD Scheme(Mode
I) are shown in Figure 10(a) and 10(b), respectively.

and compare its performance with WSPT to show the superiority of the latter.
The Workload-balanced Shortest Processing Time first (WSPT) heuristic de-

scribed in Algorithm 2 takes into account both the number of neighbors card(Nci)
tuned to each channel as well as the channel access time Ti. As a result, it is able
to greatly reduce the average delay to disseminate the safety message to a neigh-
bor when compared with other policies that do not take into account the specific
load conditions on each channel. We introduce here two heuristics refereed to
as Random Selection and Largest Neighbors First and defined as
follows:

• Random Selection: Vehicle η randomly picks up a service channel, and
assigns it randomly to one of the nodes in set G.

• Largest Neighbors First: Vehicle η starts by scheduling the channel with
the largest number of neighbors tuned to it. Then, assign it to the set of
cooperating vehicles (including η itself) in a round robin way.

Figure 11 shows the average delay experienced by each of the three different
heuristics defined above. We can see that WSPT outperforms the other heuristics
and leads to smaller delay as expected.

8. Conclusions

In this paper, we investigated the performance of safety applications over
multi-channel VANETs. Through a combination of analytical analysis and sim-
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Figure 11: Comparison of the average delay of WSPT heuristic with two other suggested heuris-
tics.

ulation results, we revealed some drawbacks of the current IEEE 1609.4 WAVE
standard that might compromise the practical realization of vehicular applications
with strict delay requirements. For this purpose, we investigated the problem
of guaranteeing efficient broadcast communication on multi-channel single-radio
VANET environment. Then, we proposed a WAVE-enhanced Safety message
Delivery scheme (WSD) that provides fast dissemination of safety message in
1609.4-based VANETs, while preserving compatibility with the existing WAVE
standard. The proposed scheme attempts to minimize the delivery delay of safety
message through a novel forwarding paradigm and a distributed channel schedul-
ing. We then extend WSD by enabling cooperation between nodes to disseminate
safety messages. Future works include the extension of the proposed paradigm to
multi-hop environment and its implementation on small-scale vehicular testbed.
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