Optimal-flow minimum-cost correspondence assignment in particle flow tracking
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ABSTRACT

A diversity of tracking problems exists in which cohorts of densely packed particles move in an organized fashion, however the stability of individual particles within the cohort is low. Moreover, the flows of cohorts can regionally overlap. Together, these conditions yield a complex tracking scenario that cannot be addressed by optical flow techniques that assume piecewise coherent flows, or by multi-particle tracking techniques that suffer from the local ambiguity in particle assignment. Here, we propose a graph-based assignment of particles in three consecutive frames to recover from image sequences the instantaneous organized motion of groups of particles, i.e. flows. The algorithm makes no a priori assumptions on the fraction of particles participating in organized movement, as this number continuously alters with the evolution of the flow fields in time. Graph-based assignment methods generally maximize the number of acceptable particles assignments between consecutive frames and only then minimize the association cost. In dense and unstable particle flow fields this approach produces many false positives. The here proposed approach avoids this via solution of a multi-objective optimization problem in which the number of assignments is maximized while their total association cost is minimized. The method is validated on standard benchmark data for particle tracking. In addition, we demonstrate its application to live cell microscopy where several large molecular populations with different behaviors are tracked.

© 2011 Elsevier Inc. All rights reserved.

1. Introduction

Computer vision algorithms for tracking particle flow have applications in fields as diverse as machine and stereo vision [1,2], perceptual grouping [3], video surveillance [4,5], meteorology [6], and astronomy. Recent reviews of particle tracking methods can be found in [7]. Experimental fluid dynamics is another field with extensive tracking applications [8]. Here, particle-based analyses of flow fields are often complemented with texture-based approaches that do not rely on image segmentation [9], yet assume piecewise coherent flow conditions [10]. Less known by the computer vision community, particle tracking is also a very prominent field in biophysics, where the goal is to follow the motion of single molecules and molecular complexes [11–13]. It is in this context that we have begun to develop particle tracking methods.

Particle-based tracking requires the formulation of a motion model that defines an explicit or implicit cost of particle correspondences between frames and an assignment process. Multi-hypothesis tracking (MHT) computes the most probable particle path by achieving globally optimal assignments both in space and time [14,15]. However, this approach leads to a combinatorial explosion in cases where many particles move in close proximity. Greedy optimization schemes have been proposed as alternatives. They reduce the computational cost by compromising temporal globality [16–19].

In live cell microscopy particles generally originate from fluorescently labeled molecules incorporated in sub-cellular structures. They have low stability and move in very dense, complex motion patterns, rendering the application of MHT and most of its approximations impossible. Thus, we sought to develop a method that captures the instantaneous state of particle flows from a minimal number of consecutive frames. We require particles to be present for a minimum of three time points and assume that between three time points they move at constant speed and preserve directionality. This permits definition of a local motion model similar to those in [16,20]. Additionally, very often sub-populations of particles undergo organized movements, while others perform a random walk. The relative size of the populations and the number of sub-populations with distinct directions of organized motion are not known a priori. To extract these populations, we complement the local motion model with a motion model that accounts for regional coherence among particle movements.

Like other particle tracking methods [16,21–24], we employ graph-based approaches to assign corresponding particles between...
frames. In general, these methods maximize the number of assignments and only then minimize the assignment cost. However, when particles are dense and unstable, maximizing the number of assignments tends to generate a large number of false positives. The risk of over-assignment is further increased in data with a substantial portion of particles present for only one frame, and where multiple particle flow fields interpenetrate, both leading to high particle clutter. Under such conditions it is advantageous to identify a subset of particles with high confidence correspondences while leaving out uncertain links. On the other hand, to capture the spatial details of the particle motion field the number of assignments should still be maximized. Balancing the rejection of false positive assignments without generating a high number of false negative assignments is one of the key challenges in real-world tracking problems. The main contribution of this paper is the proposition of a multi-objective optimization method that determines the trade-off between the two competing requirements to establish robust particle correspondences over short time windows and thus extracts on-the-fly information on the instantaneous organization of particle flows in complex scenes. We compare the performance of this approach to related work on standard benchmark examples for particle tracking. We then introduce measures for the complexity of a tracking problem and demonstrate the performance of the proposed optimal-flow minimum-cost particle assignment on significantly more difficult problems, including a particle-image velocimetry example with ground truth and fluorescence microscopy sequences capturing multi-directional, unstable flows in the foreground of a background population of particles with unorganized movements.

2. Tracking problem statement

Consider a set of $N_f$ particles $P_f = \{p_1, \ldots, p_{N_f}\}$ detected in frame $f$. Our goal is to define a particle flow field in this frame with instantaneously smooth motion that is represented by a set of tracks connecting each one of a subset of particles in $P_f$ to one and only one particle in the set $P_{f-1}$ of $N_{f-1}$ particles detected in frame $f-1$ and to one and only particle in the set $P_{f+1}$ of $N_{f+1}$ particles detected in frame $f+1$. To identify these tracks we assemble a graph $G(V, E)$ with a source $s \in V$, a sink $r \in V$, vertices $V(V) \in V$ comprising the union of particles detected in the three consecutive frames, i.e. $V_f = P_{f-1} \cup P_f \cup P_{f+1} = \{p_1, \ldots, p_{N_f}\}$ with $N = N_{f-1} + N_f + N_{f+1}$, and vertices $V_e \in V$ comprising $M$ candidate triplets $V_t = \{t_1, \ldots, t_M\}$ (Fig. 1a and b). Each candidate triplet $t_i$ consists of one particle in $P_{f-1}$, one particle in $P_f$, and one particle in $P_{f+1}$, thus defining a candidate particle track over three consecutive frames. The construction of candidate particle tracks requires that particle displacements between frames are less than a prior estimate of the maximal particle velocity times the time interval between frames (Fig. 1a; see also Section 3). The graph contains three types of edges. First, edges $(s, t_i) \in E$ between source and any one of the triplets. They have a capacity $c(s, t_i) = 3$ and a cost $c(s, t_i)$. The cost is derived from the motion smoothness of the three-frame track associated with triplet $t_i$. Second, edges $(t_i, p_{f}) \in E$ connect triplets to the three contributing particles. Third, edges $(p_{f}, r) \in E$ connect particles to the sink. Flow conservation throughout the graph requires that $c(s, t_i) = X_{p_{f} \in P_{f}} a(t_i, p_{f}) = 3$ and $a(t_i, p_{f}) = c(p_{f}, r) = 1$. The cost values associated with the second and the third type of edges are null, i.e. $c(t_i, p_{f}) = c(p_{f}, r) = 0$.

The first question is how many triplets $M \leq M$ with mutually exclusive particles exist in the set $\{t_1, \ldots, t_M\}$. Given the graph $G(V, E)$, answering this is equivalent to solving the maximum source-to-sink flow problem [25], which yields one or multiple subgraphs $G_i$. Each subgraph contains a subset of edges and vertices (i.e. triplets and particles) carrying a maximum flow $3M$. The second question is, which of the subgraphs $G_i$ with $G_i \in \{G_1, \ldots, G_k\}$, has overall minimal cost. This is equivalent to solving the minimum-cost flow problem [25]. Under conditions of dense and unstable particle fields enforcing maximum flow tends to select many false positive triplets at the expense of a smaller set of true positive triplets. Whereas false positives could be eliminated posterior to the track identification by criteria of motion smoothness, this data cleaning would not allow the recovery of true positives that were missed in fulfilling the condition that the triplet selection is comprised of mutually exclusive particles.

To increase the robustness of particle track selection, we propose to relax the maximum-flow condition to find a flow $3M^*$ with $M^* < M$ triplets. We refer to this procedure as an optimal-flow minimum-cost particle assignment. Specifically, the objective is to identify a subgraph $G^*$ with a minimal overall cost carrying a reduced (less than the maximum) flow so that low confidence triplets are eliminated. Evidently, this problem has a trivial solution $M^* = 0$. Thus, we introduce as the second objective the maximization of the source-to-sink flow carried by $G^*$:

$$G^* = \arg \min_{G \subseteq E} \left( \sum_{(s, t_i)} c(s, t_i) \right) \& \arg \max_{G \subseteq E} \left( \sum_{(t_i, p_{f})} a(t_i, p_{f}) \right)$$

where $\sum_{(s, t_i)} a(s, t_i) = 3M^*$.

By formulating the multi-objective problem Eq. (1) the sequential procedure of the maximum-flow minimum-cost computation is replaced by a competition of selecting only high-confidence assignments against generating as many assignments as possible. The triplets in $G^*$ are then defining the particle tracks that represent the instantaneous particle flow in the three-frame sequence.

3. Construction of particle triplets

To build the triplets $\{t_1, \ldots, t_M\}$ we apply the following three steps:

1. Build a set of candidate assignments between particles in frame $f$ and frame $f-1$ for which $|x(f) - x(f-1)| \leq r_0$ and a set of candidate assignments between particles in frame $f$ and frame $f+1$ for which $|x(f+1) - x(f)| \leq r_0$. The search radius $r_0$ defines the largest particle displacement allowed between consecutive frames.

2. Construct candidate triplets by pairing all candidate assignments from the first and from the second set that share the same particle in frame $f$. Unpaired candidate assignments are ignored in the graph construction.

3. For each candidate triplet, compute a cost function that penalizes changes of track direction and speed.

3.1. Selection of the search radius

We introduce a search radius $r_0$ to limit the search space for triplet construction. Values for $r_0$ can be derived from prior knowledge of the maximum speed of particles. If this information is unavailable, we define the radius so that the number of candidate triplets is approximately one order of magnitude greater than the average number of particles per frame. Accordingly, a large majority of particles participates in more than one triplet. Increasing the search radius beyond this point has virtually no effect on the cost distribution of the triplets selected by a maximum-flow minimum-cost computation (Fig. 1c). At this point it is likely that all true three-frame tracks are included in the set of candidate triplets and the triplet selection is sufficiently constrained by the condition of mutual exclusivity. Any larger search radii generate additional
candidate triplets that merely increase computational cost of the solution without contributing true positives.

3.2. Cost computation

We apply a local and regional motion model to define the cost of a triplet. The cost function iteratively weights the influences of the two models based on the posterior distribution of model variables that is generated by the selected candidate tracks (see below). The iterative updating of model weights is terminated when the population of selected triplets varies less than 5% between iterations. For most tracking problems with a few hundred particles 3–4 iterations are sufficient for convergence because stable statistics can be drawn from the large number of selected triplets.

3.2.1. Local motion model

The angle \( \beta_i \) between the first and the second segment of each triplet and the difference between their respective lengths \( \delta_i \) define the variables of the local motion model, analogous to the motion model proposed by Sethi and Jain [20] (Fig. 1d). In large particle fields both variables have a zero mean and are normally distributed. The latter requirement can be further relaxed to unskewed distributions. In our implementation deviations from these conditions are monitored during the iterations and tracking solutions are rejected in case these assumptions are not fulfilled. To initiate the tracking, values of the distribution variances, \( \sigma_{\beta_i}^2 \) and \( \sigma_{\delta_i}^2 \), are defined by an initial assumption of the particle behavior. Subsequently, the values are updated based on the distributions of the selected triplets, see below.

3.2.2. Model of regional flow organization

After a first selection of triplets by optimal-flow minimum-cost computation (see Section 4) the preferential direction of particle flow is determined in each location of the image by anisotropic vector field filtering of the resulting particle displacements between frames \( f-1 \) and \( f+1 \) [26]. If the data contains interpenetrating flow fields, the filtering step is preceded by directional clustering and classification of particles into subfields (see Section 4.3). The filtered particle flow fields are employed in subsequent iterations to define an additional term in the cost function that penalizes regional flow incoherence. For each triplet the alignment of the corresponding three-frame track with the filtered particle flow field is determined by the angle \( \beta_i \) between local flow direction and the vector from the start to the end of the track (Fig. 1d). By construction of the filtered particle flow, \( \beta_i \) is a random variable with zero mean and a symmetric distribution.

3.2.3. Cost defined by local and regional motion models

We then assume that the three variables characterizing the local and regional motion models are mutually independent random variables. Thus, the cost of a triplet is expressed as the Mahalanobis distance between \( [x_i, \delta_i, \beta_i] \) and the zero mean average of each of the distributions:

\[
C_i(s, t) = \frac{1}{\sigma_{\beta_i}^2} x_i^2 + \frac{1}{\sigma_{\delta_i}^2} \delta_i^2 + \frac{1}{\sigma_{\beta_i}^2} \beta_i^2
\]  

(2)

Importantly, the balancing of the weights between the three components of the cost function is entirely data-driven and requires no user-adjustment between different data sets.
4. Optimal-flow minimum-cost computation

To select from the candidate triplets those fulfilling the optimal-flow minimum-cost condition in Eq. (1) we perform six steps:

1. Calculate the maximum source-to-sink flow that can be carried by the graph defined in Fig. 1b.
2. Compute the maximum-flow minimum-cost solution.
3. Construct the Pareto optimal front (POF) [27] to the bi-objective problem Eq. (1) with equidistant spacing on both objective axes.
4. Define the optimal-flow from the location on the POF closest to the utopia point and recompute the minimum-cost solution enforcing optimal-flow.
5. Cluster the track vectors associated with the selected triplets into multiple flow fields and/or filter the tracks to calculate particle flow fields.
6. Recompute the cost of the triplets in the graph, taking into account the updated particle flow field for computing the cost contribution of the regional motion model and the updated contributions of \( \{x, \phi, \beta\} \) for computing the relative weights between the components in Eq. (2).

Steps 2–6 are repeated iteratively until the change in selected triplets is <5%. At each iteration, the maximum-flow minimum-cost solution is recomputed using the updated costs for the triplets and a new POF is constructed. Of note, the set of candidate triplets depends only on the search radius and thus is not affected by cost updates. As discussed in the following sections steps 2–4 can be accomplished at near real-time speed on a standard PC, even for several thousand triplets, using linear programming and an approximation of the POF. Generally, three iterations suffice to obtain a solution for which over 95% of the selected triplets are identical to the selection of the previous iteration.

4.1. Maximum-flow minimum-cost computation to initialize optimal-flow minimum-cost computation

To ensure that the maximum-flow minimum-cost computation in the graph of Fig. 1b does not generate residual capacity in any of the vertices linking the source to the selected triplet, we reformulate the underlying minimum-cost flow problem as a binary programming problem [25]:

\[
\hat{x} = \arg \min_{x \in \{0, 1\}} \langle c^T x \rangle \\
\text{subject to :} \\
x A = b
\]

The definition of the sparse adjacency matrix \( A \) and of the supply–demand vector \( b \) are given in Table 1. The first \( M \) elements of the binary solution vector \( \hat{x} \) indicate the minimum cost selection of \( M \) triplets for any given source-to-sink flow \( 3M \leq \sum b \) through the graph, with \( \hat{x}_i = 1 \) if the triplet is selected and \( \hat{x}_i = 0 \) if it is excluded from the solution. Importantly, by the definition of \( A \) each selected triplet receives three flow units from the source and passes one unit onto each of its three associated particles. Flow conservation is maintained for vertices representing individual particles in the three consecutive frames. To supply the graph with sufficient flow for the selection of \( M \) triplets, we set \( b_s = 3M \). To enforce flow conservation in all vertices, the graph must be drained completely at the sink, hence the last element \( b_{N+2} = -3M \), while all other entries of \( b \) are zero. Flow conservation in all vertices implies that triplets are never split up.

To determine \( M \), i.e. the maximum number of mutually exclusive triplets in the graph, Eq. (3) is first solved with equal cost for all edges and an inequality constraint \( b_s < Ax < b_s \) with \( b_s = 0, b_{N+2} = 3M \) and \( b_{M,N+2} = -3M, b_{N,M+2} = 0 \) defining the upper bound for supply and demand in source and sink. Solving Eq. (3) in a second step with \( b_s = -b_{M,N+2} = -3M \) yields a maximum-flow minimum-cost selection of triplets.

4.2. Multi-objective optimization based on pareto optimality between flow and cost reduction

By maximizing the flow prior to identifying the minimum-cost configuration, solutions with a large number of triplets are favored over solutions with fewer triplets, although the additional triplets may be very costly (Fig. 2a). Slight relaxation of the maximum-flow
condition allows the solution to converge to a selection of triplets with dramatically decreased overall cost (Fig. 2b). Fig. 2c shows the cost distribution for triplets in a real-world data example (see Fig. 5) for various levels of flow reductions. Starting with the cost distribution produced by the maximum-flow minimum-cost solution, a sub-supply-demand $b_i = -b_m = 3M', M' < M$ in Eq. (3) substantially reduces the number of high-cost triplets. Critically, the removal of high-cost triplets rescues low-cost triplets, which under maximum-flow conditions are sacrificed for the benefit of selecting the largest possible number of triplets. Thus, the number of triplets in the lowest-cost bin is higher for all sub-maximum-flow conditions. The relationship between flow reduction and cost reduction is non-linear but convex. In the beginning, a slight decrease in flow results in a significant drop of the cost. Beyond a certain optimal-flow, the improvement in the total cost is insignificant vis-à-vis the loss of triplets. Removal of too many triplets can even result in elimination of low-cost triplets (Fig. 2c).

The search for the optimal-flow defines a bi-objective optimization problem with two competing goals:

$$x' = \arg \min_{x \in \{0, 1\}} (c^T x) \quad 	ext{subject to}: \quad \sum_{i=1}^{M} x_i$$

The second goal is equivalent to minimizing the number of triplets $R = \hat{M} - M'$ removed from the maximum-flow solution. Thus, Eq. (4) can be reformulated as a convex single objective problem by applying the weighted sum method [28].

$$x' = \arg \min_{x \in \{0, 1\}} (c^T x + \lambda R(x)) \quad \text{subject to}: \quad Ax = b$$

$$b_i = -b_{M+N+2} = 3(M - R)$$

where $\lambda$ defines the weight between cost reduction and loss of triplets.

We set $\lambda = E(c^T x / \hat{M})$ and estimate $E(c_i) \approx \text{median}(c_i), \forall i$ with $\hat{x} = 1$, where $\hat{x}$ denotes the solution of the initial maximum-flow minimum-cost problem; thus, $E(\hat{x}_i) = E(x_i) = 1$. Underlying the choice $E(c_i) = \text{median}(c_i)$ is the assumption that the majority of the triplets selected by maximum-flow minimum-cost computation have costs similar to the triplets to be selected by optimal-flow minimum-cost computation. Under this transformation, removal of a triplet with average cost results in equal steps on the axis of flow reduction (Fig. 2d horizontal) and on the axis of total cost reduction (Fig. 2d vertical). Removal of a high-cost triplet yields a larger cost than flow reduction, whereas removal of a low-cost triplet yields less cost than flow reduction. Thus,

$$\hat{x}(R) = \arg \min_{x \in \{0, 1\}} (c^T x) \quad \text{subject to}: \quad Ax = b$$

$$b_i = -b_{M+N+2} = 3(M - R), \forall R \in \{0, \ldots, \hat{M}\}$$

describes the convex POF for the two competing objectives in Eq. (4) (Fig. 2d, dashed line). The optimal solution requires that cost and flow reduction are equal, hence

$$\frac{\partial \hat{x}(R)}{\partial R} = 1$$

The solution to Eq. (7) is geometrically defined as the location on the POF closest to the origin, i.e. the utopia point (Fig. 2d, diamond). For large problems with thousands of particles, computation of the exact POF according to Eq. (6) would be computationally expensive. Thus, we opted to construct an approximation that avoids re-calculating the minimum-cost flow problem for every cost reduction. To achieve this we first rank all triplets in the order of ascending normalized cost. Then, the optimal flow is determined as (Fig. 2d, square)

$$M^* = \arg \min_{0 \leq M' \leq \hat{M}} \left( \sum_{i=1}^{M} \tilde{c}_i + 3(M - M') \right)$$

with $\tilde{c}_i \leq c_{i,1}, \forall i \in \{1 \ldots \hat{M}\}$

The final selection of triplets under optimal-flow minimum-cost conditions is performed by solving Eq. (3) subject to a supply-demand vector with $b_i = -b_{M+N+2} = 3M'$.

The approximation requires minimum-cost flow computation only twice. Hence, the optimal-flow minimum-cost triplet assignment is accelerated by two to three orders of magnitude. The distance between the exact and the approximate POF depends on the application. By construction, the exact front is below the approximate front. From this follows, the point on the approximate POF closest to the utopia point is always associated with a larger flow reduction than the exact solution. This means that the approximation never introduces additional false positives over the exact solution, the main objective underlying the design of our algorithm.
4.3. Filtering and mapping of particle flow fields

For graphical representations of flow fields and to enforce regional flow coherence in the computation of the cost of each triplet (see Section 3.2.2) we spatially filter the tail-to-head vectors of the selected optimal-flow minimum-cost triplets. To account for the possibility of interpenetrating flow fields we first identify clusters of vectors with distinct directionality. Initially, the number of clusters and their angular orientation is determined using an expectation–maximization algorithm [29]. For reasons of speed we omit this step for image sequences with a priori known number of flow. Subsequently, a $k$-means algorithm, modified to account for the cyclic distribution of vector directions, is used to assign triplets to a particular cluster. Each of the flow vector clusters is smoothed individually by fast anisotropic Gaussian filtering [26]. If the density of vectors per cluster and time-point is insufficient for spatial filtering, but the particle flows are quasi-stationary at the time scale of the movie, optimal-flow minimum-cost triplets from multiple consecutive three-frame tracking solutions are integrated.

5. Results

We first benchmarked the optimal-flow minimum-cost particle tracking on standard particle tracking data sets used in the computer vision literature and then analyzed particle-image velocime-
While for the sequences Fig. 3a–c particles participate in 1–6 candidate triplets, some in up to 20 triplets (histogram insets for each panel of Fig. 3). Nevertheless, optimum-flow minimum-cost tracking resolved 99.5% true positives and 0.5% false negatives, respectively (Fig. 3d). The false negatives are an inherent consequence of optimal-flow computation in noise-free sequences, where some low cost tracks may be excluded for the benefit of robust rejection of high cost tracks. Indeed, the result does not contain a single false positive.

5.2. Particle-image velocimetry data

To further investigate the breakpoint of the algorithm relative to a ground truth we analyzed simulated particle-image velocimetry data using the simulation software [30]. We generated images with more than 1300 particles with a mean particle displacement between frames of 4.5 pixels and a maximum particle displacement of 9 pixels. With this, the ratio between average particle displacement and average nearest neighbor distance between particles within a frame was >1 (Table 2), i.e. particles generally move beyond the position of their nearest neighbor particles. This renders the tracking problem significantly more challenging than any of the problems in the previous section. Moreover, to test the performance of the algorithms in rejecting true negatives, we perturbed 50% of the simulated particle positions within the range [−9,9] pixels to generate tracks that do not belong to the flow field. We set the search radius to 9 pixels. On average, particles participate in 24 candidate triplets, with some particles in as many as 120 triplets per image frame (see Videos 1 and 2). Overall, the tracking results represent well the multi-directional flow of the particle ensemble as well the particular motion of individual particles. In all scenes a small fraction of false positives (<1%) is picked up by the algorithm, associated with random triplets of very low cost, i.e. straight trajectories of constant speed. Although it is not the goal of our algorithm to reconstruct complete trajectories, the high quality of triplets permitted a seamless integration of triplets extracted from consecutive runs of the algorithm, first on frames 1–3, then on 2–4, etc. Tracks in the ‘rotating dish’ data [16] follow a ratio of particle mean displacement to nearest neighbor distance roughly three times higher than the first three sequences (Table 2, second column). While for the sequences Fig. 3a–c particles participate in 1–6 candidate triplets, 87% of the particles on the ‘rotating dish’ participate in multiple triplets, some in up to 20 triplets (histogram insets for each panel of Fig. 3). Nevertheless, optimum-flow minimum-cost tracking resolved 99.5% true positives and 0.5% false negatives, respectively (Fig. 3d). The false negatives are an inherent consequence of optimal-flow computation in noise-free sequences, where some low cost tracks may be excluded for the benefit of robust rejection of high cost tracks. Indeed, the result does not contain a single false positive.

5.2. Particle-image velocimetry data

To further investigate the breakpoint of the algorithm relative to a ground truth we analyzed simulated particle-image velocimetry data using the simulation software [30]. We generated images with more than 1300 particles with a mean particle displacement between frames of 4.5 pixels and a maximum particle displacement of 9 pixels. With this, the ratio between average particle displacement and average nearest neighbor distance between particles within a frame was >1 (Table 2), i.e. particles generally move beyond the position of their nearest neighbor particles. This renders the tracking problem significantly more challenging than any of the problems in the previous section. Moreover, to test the performance of the algorithms in rejecting true negatives, we perturbed 50% of the simulated particle positions within the range [−9,9] pixels to generate tracks that do not belong to the flow field. We set the search radius to 9 pixels. On average, particles participate in 24 candidate triplets, with some particles in as many as 120 triplets per image frame (see histogram Fig. 4b). To appreciate the difficulty of this tracking problem, the reader is encouraged to watch Video 3. Fig. 4a presents the results from optimum-flow minimum-cost tracking. True positives are shown in blue, true negatives in black. Magenta and red colors indicate false negatives and false positives, respectively. The self-adaptive weights of the cost function converged to a solution within three iterations.

The specificity, i.e. the ratio true negatives to true negatives plus false positives, is 96%. The sensitivity, i.e. the ratio true positive to true positives plus false negatives, is 75%. While this performance seems relatively low at first sight, it is inherently connected to the design of the optimum-flow minimum-cost algorithm. By construction, false positives are avoided at the expense of generating some false negatives. However, in large and dense particle fields the loss of ~20% of particle trajectories is uncritical for the reconstruction of particle flows, if few of the accepted trajectories have errors. Overall, the high specificity demonstrates a robust performance of the tracker in resolving strongly perturbed, dense particle flows.
5.3. Application in live cell imaging of sub-cellular structural dynamics

One area of tracking applications where high specificity is preferred over high sensitivity is in light microscopic imaging of sub-cellular structures. Most often, these structures generate diffraction-limited particles of very high density, i.e. the distances between particles are comparable to the particle size proper. A live cell imaging modality that generates such data is Fluorescent Speckle Microscopy (FSM) [31]. Fluorescent speckles are diffraction-limited images of fluorophore clusters that are randomly incorporated into macromolecular assemblies. Fig. 5a shows an FSM image of the microtubule polymer of a metaphase meiotic spindle [32], a molecular machine that forms during cell division for the segregation of the replicated DNA into two daughter cells. The polymers in this structure undergo bi-polar flux with areas of dense, anti-parallel sliding (see Video 4 for side-by-side comparison of the raw data (left) and the time evolution of the two anti-parallel particle flows (right)). Robust tracking and mapping of this flux is critical for cell biological analyses of the spindle architecture and the mechanisms that mediate DNA segregation. FSM imaging of the meiotic spindle yields time-lapse sequences with hundreds to thousands (>1000 in this example) of point features moving past one another at distances comparable to the size of the point feature.

5.3.1. Speckle detection

To identify speckles in each frame of the time-lapse sequence we used a three-step detection approach [33] based on scale-space theory [34]. In the first step we applied a band-pass filter to select the image frequencies associated with the speckles while attenuating frequencies associated with image noise or with longer range variations of the diffuse background. The filter was implemented as a difference of Gaussians (DoG). As speckles represent a diffraction-limited image feature the higher frequency cut-off was defined by a Gaussian $G(\sigma_1)$ with $\sigma_1 = 0.21\lambda/NA \cdot P_{\alpha}$ derived from the microscope point spread function [35]. Here, $\lambda$ denotes the emission wavelength of the fluorescent label, $NA$ the numerical aperture of the objective lens, and $P_{\alpha}$ the pixel size in object space. The lower frequency cut-off was defined empirically by a Gaussian $G(\sigma_2)$ with $\sigma_2 = 1.1 \cdot \sigma_1$. In the second step we applied unimodal thresholding [36] to the DoG image intensity histogram to remove pixels that are unlikely to belong to speckles. After thresholding candidate speckle images were collected by connected component analysis. To further eliminate from this set of image objects false positives associated with protein aggregates or out-of-focus structures, which usually have a brightness and size different from speckles, we compared in a third step the unfiltered image intensities $I(x, y)$ of individual objects against the mean speckle image $I_{\text{speckle}}(x, y)$ estimated by spatial alignment and averaging of all extracted objects. Objects that significantly deviated from this mean image were detected again by unimodal thresholding of the histogram of the sum of the squared intensity differences between the pixels of individual objects and the pixels of the mean speckle image. As a result of the feature detection procedure, a list of speckles was obtained for each frame including the position of the object centroid (example shown on the lower half of Fig. 5a).

5.3.2. Tracking of anti-parallel speckle flows

Intrinsic to the mechanism of speckle formation in the spindle these particles are unstable with an average presence in 3–4 frames [37]. Three-frame tracks produced by optimal-flow minimum-cost tracking and subsequently separated by motion direction are displayed in Fig. 5b. Fig. 5c shows the filtered vector field indicating the average local particle movement over three
frames. Of note, the displacement of these particles exceeds the distance between particles and in the mid-zone opposing flows densely interlace. In addition, the density of particles fluxing northward (red\(^1\)) increases towards the north pole of the spindle and vice versa for southward fluxing particles (yellow). Together with the low particle stability, such spatial inhomogeneity adds significant difficulty to the tracking problem.

Fig. 5d–f shows the distribution of \(z, \alpha, \beta\), and \(\beta\) from which the weights of the local and regional motion models were derived. Interestingly, the distribution of \(z\) is significantly broader than that of \(\beta\), suggesting that the directional changes between consecutive frames are higher for individual tracks than the overall deviation of a track from the general direction of the particle flow. This characteristic can be appreciated in the raw image sequence (video 4) and is related to fluctuation of individual microtubules in an overall stable polymer scaffold. While this behavior was unknown before applying the tracking, and thus could not be enforced by user inputs, the adaptive adjustment of the cost function robustly uncovered this behavior. The weights converged in three iterations.

Fig. 5h and i depict a raw image and the optimal-flow minimum-cost tracking of a tri-polar particle flow field in a sub-region of a meiotic spindle (Video 5 shows the raw images of the spindle (left), and the cropped and enlarged area of the three overlapping particle flow fields (right)). This data is included as an example to illustrate the adjustment of the local and regional motion models to an a priori unknown number of overlapping flow directions. Again, because of the strict rejection of false positives, the iterative classification of particle tracks locked in with three intertations although there is no region in this small field of view with fewer than three motion directions. This permitted the reconstruction of a complex flow configuration, allowing further biophysical analysis of this peculiar polymer dynamics.

6. Conclusion

We have developed an algorithm for the resolution of multiple intersecting and/or interlacing particle flow fields of high density and with low stability of individual particles. The approach captures the instantaneous state of particle flows by consideration of three time points at the time and a self-calibrating cost function, permitting robust tracking in a wide range of applications. The robustness of the tracking relies on (i) the use of a single user-defined control parameter, the search radius; (ii) fast convergence of an iterative solution that adjusts all other control parameters on-the-fly; and (iii) particle appearances and disappearances are handled reliably during particle assignments into tracks. The distinguishing concept of the approach is to explicitly balance the selection of false positive and false negative assignments; in contrast to most existing particle-based tracking methods which implicitly maximize the number of assignments. Generally, this introduces numerous false positive assignments, or it requires the introduction of a cost threshold beyond which assignments are rejected. By performing multi-objective optimization local and regional motion models can be imposed adaptively to ever-changing particle behaviors without over-assigning particles.

Practical applications to illustrate the performance of optimal-flow minimum-cost particle tracking were drawn from microscope image sequences capturing the dynamics of molecular machines in cells. These data pose substantial challenges in terms of robustness requirements, complexity of interrogating flow fields, and spatio-temporal variation of particle behavior within the flow field. Tracking in unstructured crowded scenes has recently gained attention in computer vision for the surveillance of human or vehicle motion in vulnerable areas such as airports, train stations or highways [38]. These problems have very similar characteristics to the cell biological applications discussed in this paper. Although it is outside the scope of this report to formally compare optimal-flow minimum-cost particle tracking in surveillance, it is worth pointing out that the presented methods will bring several strengths to these types of applications. First, in contrast to the algorithm proposed by Ali et al. [39], which is limited to one flow direction per location in a scene, our method can resolve several intermingled flows and it is robust also in presence of a large fraction of stationary or randomly-moving particles. Second, our algorithm requires as few as three frames to capture the changes in the configuration of multi-directional flow fields. If the motion models are known, for instance exact equidistant particle steps between frames, the weights of the cost function can be fixed. This will increase the speed of the solution several-fold compared to our currently iterative cost function adjustment, allowing real-time tracking of particle flow fields. Thus, it could be used to predict on the fly anomalous behaviors or congestions associated with a security alert at an airport terminal or with the arrival of a new train in a highly frequented station. On the other hand, our algorithm relies on an explicit detection of objects for tracking. This may limit its use in scenes with low granularity, a problem that has been successfully addressed by Rodriguez et al. [40] using optical flow methods. Future work will focus on testing the here proposed method on this problem and to combine it with texture segmentation that relax the requirement for discrete particle detection.
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