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Abstract—We study the design of spectrally efficient fiber-optical communication systems based on different spatially-coupled (SC) forward error correction (FEC) schemes. In particular, we optimize the allocation of the coded bits from the FEC encoder to the modulation bits of the signal constellation. Two SC code classes are considered. The codes in the first class are protograph-based low-density parity-check (LDPC) codes which are decoded using iterative soft-decision decoding. The codes in the second class are generalized LDPC codes which are decoded using iterative hard-decision decoding. For both code classes, the bit allocation is optimized for the terminated and tailbiting SC cases based on a density evolution analysis. An optimized bit allocation can significantly improve the performance of tailbiting SC codes over the baseline sequential allocation, up to the point where they have a comparable gap to capacity as their terminated counterparts, at a lower FEC overhead. For the considered terminated SC codes, the optimization only results in marginal performance improvements, suggesting that in this case a sequential allocation is close to optimal.
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I. INTRODUCTION

Designing spectrally efficient fiber-optical systems that can operate close to the capacity limits [1] has become an important research topic [2]–[4]. Such systems are often implemented according to the pragmatic bit-interleaved coded modulation (BICM) paradigm [5], where a single binary forward error correction (FEC) encoder is used in combination with a nonbinary signal constellation. A random allocation (or interleaving) [5] of the coded bits from the FEC encoder to the modulation bits of the signal constellation is commonly assumed. In this paper, we optimize the allocation to the modulation bits for a coherent long-haul polarization-multiplexed (PM) fiber-optical system. In particular, we consider different spectrally-coupled (SC) FEC schemes both with soft-decision decoding (SDD) and hard-decision decoding (HDD).

SC low-density parity-check (SC-LDPC) codes have attracted a great deal of attention in the recent years. They are considered as viable candidates for future spectrally efficient fiber-optical systems [3], [6], [7] due to their capacity-achieving performance for many communication channels [8]. SC-LDPC codes promise excellent belief propagation (BP) performance with a quasi-regular node degree distribution and low node degrees. The BP performance of SC-LDPC codes can further be improved by increasing the node degrees, whereas the decoding performance for regular LDPC codes generally worsens if the node degrees are increased [8]. While irregular LDPC codes can also perform close to capacity [9], the optimal degree distribution depends on the code rate and/or the channel [10]. High node degrees are also often required for good performance which leads to a high decoding complexity.

We consider two different SC code classes taken from the literature. The codes in the first class are protograph-based SC-LDPC codes [11], [12] which are decoded using iterative SDD in the form of BP decoding. BP is a message passing algorithm in which “soft” (i.e., real-valued) messages are exchanged between the variable nodes (VNs) and constraint nodes (CNs) in the Tanner graph representing the code. The codes in the second class are SC generalized LDPC (SC-GLDPC) codes where each coded bit is protected by two t-error correcting Bose–Chaudhuri–Hocquenghem (BCH) component codes [13]. These codes are decoded using iterative HDD with bounded-distance decoding (BDD) of the component BCH codes. Iterative HDD can be seen as a message passing algorithm with “hard” (i.e., binary) messages in the Tanner graph representing the GLDPC code and is significantly less complex than SDD [13].

The adoption of SDD is considered one of the most important factors for increasing the performance of fiber-optical systems [13]. However, SDD poses implementation challenges at very high data rates motivating the use of less complex FEC schemes [14]. The SC-GLDPC codes we consider in this paper were proposed in [13], where it is shown that they can approach the capacity of the binary symmetric channel (BSC) under iterative HDD for high code rates (i.e., low FEC overheads (OHs)). We use these codes because a density evolution (DE) analysis is readily available in [13]. This allows us to apply the optimization techniques for protograph-based SC-LDPC codes we previously presented in [16] to the
practically relevant case of SC-GLDPC codes with iterative HDD. The SC-GLDPC code ensemble in [13] is closely related to other recently proposed FEC schemes for optical transport networks, such as staircase codes [14] (which are themselves related to block-wise braided block codes [17]), and the modified construction of tightly-braded block codes proposed in [18]. For other related works on GLDPC codes for fiber-optical communications, we refer the interested reader to [19], [20] and references therein.

The outstanding performance of SC codes is due to a termination boundary effect which initiates a wave-like decoding behavior [3]. This behavior of terminated SC codes comes at the price of a rate loss, i.e., a larger FEC OH, compared to the underlying uncoupled codes. So-called tailbiting SC codes provide an interesting solution to this problem, since they do not suffer from an increased OH. However, by default, a tailbiting SC code behaves essentially the same as the underlying uncoupled code due to the absence of a termination boundary. The main aim of this paper is to demonstrate that the unequal error protection offered by the modulation bits of a nonbinary signal constellation can be exploited to create an artificial termination boundary. This significantly improves the performance of tailbiting SC codes, both in the case of SDD and HDD. With an optimized bit allocation, the capacity gap of the considered tailbiting SC codes is comparable to the gap of their terminated counterparts, at a lower FEC OH. For the considered terminated SC codes, the performance gain due to an optimized bit allocation is limited, in particular for the SC-GLDPC codes with HDD. Simulation results for both linear and nonlinear transmission scenarios confirm the DE analysis.

The remainder of the paper is organized as follows. In Section II the assumed PM transmission system is described. The two SC FEC schemes are covered in Sections III and IV, where we explain the code construction, the decoding algorithms, and the DE analysis with the help of several examples. In Section V we briefly review the optimization techniques for the bit allocation described in [16], which apply to the considered SC-LDPC codes with SDD. We also discuss how they are easily extended to the SC-GLDPC codes with HDD. Results are presented and discussed in Section VI and the paper is concluded in Section VII.

II. System Model

A block diagram of the considered PM fiber-optical transmission system is shown in Fig. 1. At each discrete time instant \( k \), the modulator \( \Phi \) takes \( m \) bits \( b_{i,k} \), \( i = 1, \ldots, m \), and maps them to a symbol \( s_k = (s_{x,k}, s_{y,k}) \) taken with uniform probabilities from a signal constellation \( \mathcal{X} \subset \mathbb{C}^2 \) (\(|\mathcal{X}| = 2^m\)) according to the binary labeling. The modulo-2 addition of the independent and uniformly distributed bits \( d_{i,k} \) (and the multiplication by \( \bar{d}_{i,k} = (-1)^{d_{i,k}} \)) at the receiver shown in Fig. 1 serves as a symmetrization technique [21].

The baseband signal in polarization \( x \) is
\[
\Phi^{-1}(s(t)) = \sum_k s_{x,k} R(t - k/R_s) \circ \rho
\]
with (real-valued) pulse shape \( p(t) \) and symbol rate \( R_s \) (and similarly for polarization \( y \)). The transmit power \( P = \lim_{T \to \infty} \frac{1}{T} \int_0^T s(t)^2 dt / (2T) \) is assumed to be equal in both polarizations. The PM signal \( s(t) = (s_x(t), s_y(t)) \) is launched into the fiber and propagates according to the Manakov equation [23]. The optical link consists of \( N_{sp} \) spans of standard single-mode fiber (SSMF) with attenuation coefficient \( \alpha \), group velocity dispersion \( \beta_2 \), nonlinear Kerr parameter \( \gamma \), length \( L_{sp} \), and a lumped amplification scheme (no optical dispersion compensation is assumed). Each erbium-doped fiber amplifier (EDFA) introduces circularly symmetric complex Gaussian noise with two-sided power spectral density \( N_{EDFA} = (e^{\alpha L_{sp}} - 1) h \nu_s n_{sp} \) per polarization [1], where \( h \) is Planck’s constant, \( \nu_s \) the carrier frequency, and \( n_{sp} \) the spontaneous emission factor. A coherent linear receiver according to \( r_{x,k} = r_x(t) \ast h(t) \ast p(-t) \mid_{t=k/R_s} \) is used in each polarization, where \( \ast \) denotes convolution and \( h(t) \) is the impulse response of an equalizer which accounts for linear distortions due to chromatic dispersion. The frequency response of the equalizer is given by \( H(j\nu) = \exp(-j\beta_2 \nu^2 / 2) N_{sp} L_{sp} \). The received symbols are denoted by \( r_k = (r_{x,k}, r_{y,k}) \).

Two different demodulators \( \Phi^{-1} \) are considered. For SDD, the demodulator computes “soft” reliability information about the bits \( b_{i,k} \) in the form of log-likelihood ratios (LLRs) \( l_{i,k} \). For HDD, the demodulator performs a minimum distance symbol-by-symbol detection of the received symbols with respect to the signal constellation \( \mathcal{X} \) and outputs the binary labeling associated with the detected symbol. Both demodulators are based on the assumption that the discrete-time channel from \( s_k \) to \( r_k \) is the additive white Gaussian noise (AWGN) channel with signal-to-noise ratio (SNR) denoted by \( \rho \). This assumption is accurate for linear transmission (i.e., \( \gamma = 0 \)) where \( \rho = P / (N_{sp} N_{EDFA} R_s) \). For the considered setup without optical inline dispersion compensation, it has been shown that this assumption is also justified, provided that dispersive effects are dominant and nonlinear effects are weak [24], [25]. For this case, \( \rho \) can be computed using [24, eq. (15)] assuming single channel transmission. Under the Gaussian Noise model assumption, see [25] and references therein, similar expressions for the SNR are also computable.

1 The symmetrization makes the bit error probability independent of the transmitted bits. This is an important requirement for the all-zero codeword assumption which is commonly made in DE [22, p. 389].
for wavelength-division multiplexing systems.

We consider a system according to the BICM paradigm, where a binary code $C \subset \{0, 1\}^{n C}$ of length $n_C$ and dimension $k_C$ is employed and each codeword $e = (c_1, \ldots, c_{n_c})$ is transmitted using $N = n_C/m$ symbols $s_k$. The allocation of the coded bits to the modulation bits is determined by a bit mapper\footnote{The bit mapper should not be confused with the modulator $\Phi$, which is sometimes also referred to as a mapper. In the literature, the term “bit interleaver” is also frequently used instead of “bit mapper”.}, as shown in Fig. 2 where $u = (u_1, \ldots, u_{k_C})$ is the information word. The bit mapper optimization is discussed in Section VI-D. The optimization is based on the AWGN channel model because a direct optimization using DE for the optical channel defined by the nonlinear Schrödinger equation is not feasible. The accuracy of this approach is verified through simulation results for a nonlinear transmission scenario in Section VI-D. To the best of our knowledge, there are no comparable works by other authors on bit mapper optimization for SC codes. Hence, as a baseline for a comparison, we use a sequential mapper according to $b_{i,k} = c_{(k-1)m+i}$ for $1 \leq i \leq m$, $1 \leq k \leq N$. For the considered codes, a sequential mapper has the same expected performance as a random mapper.

III. PROTOGRAPH-BASED SC-LDPC CODES

A. Code Construction

An LDPC code of length $n_C$ and dimension $k_C$ is defined via a sparse parity-check matrix $H = [h_{i,j}] \in \{0, 1\}^{r_C \times n_C}$, where $r_C \geq n_C - k_C$ with equality if and only if $H$ has full rank. One popular method to construct LDPC codes is by using protographs\footnote{The terminology originates from the trellis representation of convolutional codes, where the initial and final states are either determined by known bits (terminated) or forced to be identical (tailbiting).}. A protograph is a bipartite graph defined by an adjacency matrix $P = [p_{i,j}] \in \mathbb{N}_{0}^{n_C \times n_C}$, called the base matrix, where $\mathbb{N}_0$ is the set of nonnegative integers. Given $P$, the parity-check matrix $H$ is obtained by replacing each entry $p_{i,j}$ in $P$ with a random binary $M$-by-$M$ matrix which contains $p_{i,j}$ ones in each row and column. This procedure is called lifting and $M \geq \max_{i,j} p_{i,j}$ is the so-called lifting factor. The design rate of the code is given by $R = 1 - r_C/n_C = 1 - r'_C/n'_C$, where $r_C = r'_C/M$ and $n_C = n'_C/M$.

SC-LDPC codes have parity-check matrices with a band-diagonal structure and can be constructed using protographs\footnote{The bit mapper should not be confused with the modulator $\Phi$, which is sometimes also referred to as a mapper. In the literature, the term “bit interleaver” is also frequently used instead of “bit mapper”.}. The base matrix of a $(J, K)$ regular SC-LDPC code with spatial length $T$ is constructed by specifying matrices $P_i$, $0 \leq i \leq m_s$, of dimension $J'$ by $K'$, where $m_s$ is referred to as the memory. The matrices are such that $\sum_{i=0}^{m_s} P_i$ has column weight $J$ and row weight $K$ for all columns and rows. Given the matrices $P_i$ and the spatial length $T$, one can construct $P$ as shown in Fig. 3 (a) for the terminated case and in Fig. 3 (b) for the tailbiting case. Terminated and tailbiting SC-LDPC codes have design rates $R(T) = 1 - J'/K' - m_s J'/T K'$ and $R = 1 - J'/K'$, respectively. The rate loss for the terminated code with respect to the tailbiting (or the underlying uncoupled regular) code can be made arbitrary small by letting $T \to \infty$, but this also leads to very long block lengths $n_C = T K' M$ (assuming a fixed lifting factor $M$).

Example 1: Consider the $(3, 6)$ regular SC-LDPC code with $P_0 = P_1 = P_2 = (1, 1)$, $T = 5$, $J' = 1$, $K' = 2$, and $m_s = 2$. The two protographs corresponding to the terminated and tailbiting cases are shown in Fig. 4. The design rates are $R(5) = 0.3$ and $R = 0.5$, respectively.

B. Soft-Decision Decoding and Density Evolution

The protograph-based SC-LDPC codes are decoded using the standard BP decoding\footnote{The term “bit interleaver” is also frequently used instead of “bit mapper”.}. In order to alleviate the long decoding delay and high decoding complexity of SC-LDPC codes under full BP decoding, we employ the windowed decoder (WD) with a window size $W$ developed in\footnote{The terminology originates from the trellis representation of convolutional codes, where the initial and final states are either determined by known bits (terminated) or forced to be identical (tailbiting).}. The WD reduces the decoding delay for terminated SC-LDPC codes from $TMK'$ to $WMK'$ coded bits. For tailbiting SC-LDPC codes, additional memory for $(m_s + 1)
\( W - 1 \) \( MK' \) values is required compared to terminated SC-LDPC codes, in order to take the circular wrap-around of the parity-check matrix into account. In particular, assume that the decoding starts when the channel observations corresponding to spatial positions 1 to \( m_s + W \) are received and the first targeted symbols are at position \( m_s + 1 \). (Due to the circular structure, the last targeted symbols are at position \( m_s \)). Then, the observations corresponding to the first \( m_s \) positions as well as the final LLRs for the bits at positions \( m_s + 1 \) to \( m_s + W - 1 \) have to be stored. We also point the interested reader to [27], where the decoding of tailbiting SC-LDPC codes based on a pipeline decoder architecture is discussed.

The main tool for the analysis of LDPC codes under BP decoding is DE [28]. DE mimics the decoding process under a cycle-free graph assumption by tracking how the densities of the LLRs evolve with iterations. Tracking the full densities (or quantized densities in practice) is computationally demanding and extrinsic information transfer (EXIT) functions [29] are usually considered to be a good compromise between computational efficiency and accuracy. For the protograph-based codes, we employ a modified protograph EXIT (P-EXIT) analysis [30] which accounts for the different protection levels of a nonbinary signal constellation and the WD, see [16 Algorithm 1].

Example 2: Consider the \((3,6)\) regular SC-LDPC code with \( P_0 = (2,2), P_1 = (1,1), T = 20, J' = 1, K' = 2, \) and \( m_s = 1 \), with rates \( R(T) = 0.475 \) and \( R = 0.5 \), respectively. This is a slightly different construction compared to the one in Example 4 and the resulting codes are better suited for the use of a WD, see [26 Design Rule 1]. Assume that transmission takes place using PM-QPSK in the linear regime and a WD with \( W = 10 \) and \( l_{\text{max}} = 7 \) is used. In Fig. 5 (a), we show the predicted bit error rate (BER) obtained via the P-EXIT analysis (solid lines) together with the actual performance of randomly generated codes (dashed lines) for two different lifting factors \( M = 2000 \) (crosses) and \( M = 10000 \) (dots) for both the terminated (blue) and tailbiting (red) cases. Due to graph cycles, there is a mismatch between the actual performance and the DE prediction, in particular for the smaller lifting factor. However, the P-EXIT analysis accurately predicts the SNR region where the finite-length BER curves “bend” into their characteristic waterfall behavior.

In Fig. 5 (a), we also indicate the two points where the P-EXIT performance curves cross a BER of \( 10^{-5} \). We refer to the SNR value of such a point as the decoding threshold \( \rho^* \) for a target BER \( 10^{-5} \) and a given finite number of decoding iterations. The thresholds can be numerically computed using a bisection search over a given SNR range. The thresholds are given by \( \rho^* \approx 0.82 \) dB and \( \rho^* \approx 1.19 \) dB for the terminated and tailbiting codes, respectively. The better decoding thresholds and finite-length performance of the terminated code can be explained by inspecting the structure of the base matrix Fig. 5 (a). One may verify that the CN degrees corresponding to the first and last couple of rows are lower than the CN degrees corresponding to the rows in between (see also Fig. 5 (a)). The lower degree CNs lead to a locally better decoding capability, which is visualized by the colored scale (green indicates a better correction capability), at the expense of a rate loss. This termination boundary effect initiates the wave-like decoding behavior that is characteristic for terminated SC-LDPC codes [8]. On the other hand, for the tailbiting case, all CNs have the same degree \( J \), hence no rate loss is incurred and all positions are protected equally. However, this also prevents the initiation of a decoding wave.

IV. SC-GLDPC CODES WITH BCH COMPONENT CODES

A. Code Construction

We consider the \((B, m_c, T, w)\) SC-GLDPC code ensemble proposed in [13], where \( B \) is a binary linear code of length \( n_B \) and dimension \( k_B \) that can correct all error patterns of weight at most \( t \), \( m_c \) is the number of CNs per spatial position, \( T \) is the spatial length, and \( w \) is the coupling size. In the following, we assume that \( B \) is a shortened primitive BCH code with parameters \((n_B,k_B) = (2^w-1-s,2^w-vt-1-s)\), where \( \nu \) is the Galois field extension degree and \( s \) is the number of shortened information bits. The code \( B \) defines the constraints that have to be satisfied by all CNs in the Tanner graph representing the SC-GLDPC code.

For completeness, we review the construction of the terminated case described in [13 Def. 2] and explain the necessary modifications for the tailbiting case. Assume that \( m_c \) CNs with degree \( n_B \) are placed at each of the spatial positions 1 to \( T + w - 1 \) and \( m_c n_B / 2 \) VNs of degree 2 are placed at each of the spatial positions 1 to \( T \). Additionally, \( m_c n_B / 2 \) VNs initialized to a known value are placed at positions \( j < 1 \) and \( j > T \) to terminate the code. The connections between CNs and VNs are as follows. The \( m_c n_B \) VN and CN sockets at each position are partitioned into \( w \) groups of equal size \( m_c n_B / w \) via a uniform random permutation. The \( i \)-th group at the \( j \)-th VN position and the \( i \)-th group at the \( j \)-th CN position are denoted by \( S^{(v)}_{j,i} \) and \( S^{(c)}_{j,i} \), respectively, where \( i \in \{0,1,\ldots,w - 1\} \). The Tanner graph of one particular code in the ensemble is constructed by using a uniform random permutation to connect \( S^{(v)}_{j,i} \) to \( S^{(c)}_{j+i,w-i-1} \) and mapping the
messages are initialized to the channel observation. For each CN, the incoming messages from the VNs are collected in a candidate decoding vector, which is then decoded using BDD. The outgoing CN messages are computed based on the Hamming distance between the candidate vector and the decoded vector, cf. [18, Algorithm 1]. In the next iteration, the outgoing VN message on a particular edge corresponds to the incoming message on the other edge of that VN. Decoding continues for \( l_{\text{max}} \) iterations. The final decision for each VN is made based on the channel observation and the two incoming messages. If the two messages agree, the bit is set to the message value. If the messages disagree, the bit is set to the binary complement of the channel observation. As pointed out in [13], extrinsic message passing is different compared to the conventional approach of decoding product-like codes (referred to as intrinsic message passing in [13]) and can be rigorously analyzed via DE even in the event of miscorrection [13], i.e., when undetected errors remain after BDD.

We briefly summarize the DE analysis presented in [13]. Assume that the all-zero codeword is transmitted and let \( q_{j}^{(l)} \) be the average probability that a message emitted by a VN at position \( j \) is in error (i.e., the message is “1”) after the \( l \)th iteration. The DE recursion is given by [13, eq. (5)]

\[
q_{j}^{(l)} = \frac{1}{w} \sum_{k=0}^{w-1} f_{n_{B}} \left( \frac{1}{w} \sum_{k'=0}^{w-1} q_{j-k+k'}^{(l-1)} p \right),
\]

with [13, eq. (2)]

\[
f_{n_{B}}(x;p) \triangleq \sum_{i=0}^{n_{B}-1} \binom{n_{B}-1}{i} x^{i}(1-x)^{n_{B}-1-i} \cdot (pP_{n_{B}}(i) + (1-p)Q_{n_{B}}(i)),
\]

where \( P_{n_{B}}(i) \) and \( Q_{n_{B}}(i) \) are defined in [13, eq. (3)] and [13, eq. (4)]. The initial conditions are \( q_{j}^{(0)} = p \) for \( j \in \{1, \ldots, T\} \) and \( q_{j}^{(l)} = 0 \) for \( j \notin \{1, \ldots, T\} \). For tailbiting ensembles, the subscript \( j-k+k \) in (2) is calculated modulo \( T \).

The analysis in [13] is presented for unshortened BCH codes, i.e., \( s = 0 \). However, CNs connected to known variable nodes are treated as shortened component codes by adjusting the effective error probability of the incoming messages through the boundary condition \( q_{j}^{(l)} = 0 \) for \( j \notin \{1, \ldots, T\} \). If the component codes are shortened BCH codes, one can therefore apply the same analysis as before, where \( n_{B} \) now denotes the length of the unshortened code and the function \( f_{n_{B}}(x;p) \) is replaced by \( f_{n_{B}}(x(n_{B} - s)/n_{B};p) \).

The BER for the VNs at position \( j \) after the \( l \)th iteration was not derived in [13], but can be easily found as follows. First, we rewrite (3) in the form

\[
f_{n_{B}}(x;p) = pf_{n_{B}}^{1-1}(x) + (1-p)f_{n_{B}}^{0-1}(x),
\]

where \( f_{n_{B}}^{1-1}(x) \) and \( f_{n_{B}}^{0-1}(x) \) are implicitly defined via (3). We introduce the two variables

\[
a_{j}^{(l)} \triangleq f_{n_{B}}^{1-1} \left( \frac{1}{w} \sum_{k'=0}^{w-1} q_{j-k+k'}^{(l-1)} \right), \quad b_{j}^{(l)} \triangleq f_{n_{B}}^{0-1} \left( \frac{1}{w} \sum_{k'=0}^{w-1} q_{j-k+k'}^{(l)} \right)
\]

B. Hard-Decision Decoding and Density Evolution

We use the iterative HDD algorithm based on extrinsic message passing of binary messages that is proposed in [13, Sec. II-A] (see also [18, Sec. II-C]). Assume transmission over a BSC with crossover probability \( p \). All outgoing VN edges between the two groups. For the tailbiting case, the position index \( j+i \) is interpreted modulo \( T \) and no known VNs are present.

Example 3: Consider the case where \( T = 5 \) and \( w = 2 \). The Tanner graph of a code in the terminated ensemble is shown in Fig. 6. The blocks \( \pi \) spread out the edges from the VNs and CNs according to the random permutations in the construction. A code from the tailbiting ensemble is obtained by removing the known VNs and the CNs at position 6, and connecting the lose edges to the CNs at position 1. △

The design rate for the terminated ensemble is lower bounded by [31, eq. (2.2)]

\[
R'(T) \geq R' - (1 - R') \frac{w-1}{T},
\]

where \( R' = 2k_{B}/n_{B} - 1 \) is the design rate for the tailbiting ensemble. An exact expression for the design rate can be obtained by explicitly considering the possibility that certain CNs are connected exclusively to known VNs, similar to [9, Lemma 3]. However, for the high CN degrees and small coupling factors considered in this paper, one can safely ignore this possibility and we henceforth interpret (1) as an equality.

Example 4: Let \( B \) be a shortened BCH code with \( \nu = 7, t = 3 \), and \( s = 43 \), i.e., \( B \) rate 0.75. For the terminated and tailbiting ensembles in Example 3 the design rates are given by \( R'(T) = 0.4 \) and \( R' = 0.5 \), respectively. △

Similar to the parity-check matrix of an LDPC code, a GLDPC code can be specified by an incidence matrix [22, p. 220]. The dimensions of the incidence matrix are \( m_{c}(T + w - 1) \times Tm_{c}n_{B}/2 \) and \( m_{c}T \times Tm_{c}n_{B}/2 \) for the terminated and tailbiting ensembles, respectively.

Example 5: Consider the case where \( w = 2 \) and \( T = \infty \). Let \( n_{B} \) be even and \( m_{c} = n_{B}/2 \). If the edge permutations are such that the semi-infinite incidence matrix is the one shown in [32, p. 54], the code corresponds to a staircase code. In other words, staircase codes are contained in the terminated ensemble for a certain choice of parameters \( w, T, \) and \( m_{c} \). △

\[
\text{spatial position } j
\]

\[
m_{c}n_{B}/2 \text{ VNs}
\]

\[
m_{c} \text{ CNs}
\]

\[
\text{Fig. 6. Tanner graph for a code in the terminated SC-GLDPC ensemble with } T = 5 \text{ and } w = 2. \text{ Known VNs are shown in red.}
\]
and their averages
\[ a_j^{(l)} = \frac{1}{w} \sum_{k=0}^{w-1} a_{j+k}^{(l)} \text{ and } b_j^{(l)} = \frac{1}{w} \sum_{k=0}^{w-1} b_{j+k}^{(l)} \]  
(6)

With these definitions, the recursion (2) becomes
\[ q_j^{(l)} = p a_j^{(l-1)} + (1 - p) b_j^{(l-1)} \]
and the decoding error probability after the \( l \)th iteration is
\[ p_{e,j}^{(l)} = p \left( a_j^{(l-1)} \right)^2 + (1 - p) \left( 1 - \left( 1 - b_j^{(l-1)} \right)^2 \right) . \]  
(8)

The final BER after \( l_{\text{max}} \) steps of iterative HDD is computed as
\[ p_c = \frac{1}{T} \sum_{j=1}^{T} p_{e,j}^{(l_{\text{max}})} . \]

Since we intend to use the DE analysis in an optimization routine, we approximate the two functions \( f_{n_B}^{1-1} (x) \) and \( f_{n_B}^{0-1} (x) \) with their high-rate scaling limit versions (i.e., for \( n_B \to \infty \)) which are easier to compute and given by \[ f_{n_B}^{1-1} (x) \approx \phi (n_B x; t - 1) \]
and
\[ f_{n_B}^{0-1} (x) \approx \frac{1}{n_B (t-1)!} \phi (n_B x; t) , \]
(10)
where \( \phi (\lambda; t) = 1 - e^{-\lambda} \sum_{i=0}^{t-1} \frac{\lambda^i}{i!} \).

It is straightforward to modify the decoding algorithm and the DE analysis if a similar WD as for the protograph-based SC-LDPC codes is used and hence we omit the details.

**Example 6:** Consider the case where \( T = 20 \) and \( w = 2 \). Let \( B \) be the same BCH code as in Example 3. The design rates are \( R'(T) = 0.475 \) and \( R' = 0.5 \), respectively. Assume transmission using PM-QPSK in the linear regime and a WD with \( W = 5 \) and \( l_{\text{max}} = 10 \). In Fig. 5 (b), we show the predicted BER obtained via DE (solid lines) together with the actual performance of randomly generated codes (dashed lines) for \( m_c = 200 \) (crosses) and \( m_c = 1500 \) (dots) for both the terminated (blue) and tailbiting (red) cases. The decoding thresholds at a BER of \( 10^{-5} \) are \( \rho^* \approx 3.71 \text{ dB} \) and \( \rho^* \approx 3.94 \text{ dB} \), respectively.

\[ \triangle \]

**V. BIT MAPPER OPTIMIZATION**

The different modulation bits of a nonbinary signal constellation have different protection levels, which can be taken advantage of by optimizing the bit mapper. This concept is easiest to understand for HDD, which we describe first.

For the “hard” demodulator, the entire block diagram shown in Fig. 1 can be replaced by \( m \) parallel BSCs with different crossover probabilities \( p_i, 1 \leq i \leq m \), which depend on the signal constellation, binary labeling, and SNR \( p \). Each VN corresponds to a coded bit, and for the SC-GLDPC codes there are \( m_c n_B/2 \) VNs at each spatial position (see Section IV-A). The baseline bit mapper (see Section III) allocates the same number of coded bits from each spatial position to the different modulation bits (i.e., the \( m \) parallel BSCs). In this case, the crossover probability for the VNs at an arbitrary spatial position is simply the average \( \bar{p} = \frac{1}{m} \sum_{i=1}^{m} p_i \). More generally, the bit mapper is modeled by specifying the assignment of VNs to the modulation bits via a matrix \( A = [a_{i,j}] \in \mathbb{R}^{m \times T} \), where \( a_{i,j}, 0 \leq a_{i,j} \leq 1 \forall i, j \), denotes the proportional allocation of the coded bits corresponding to the VNs at spatial position \( j \) allocated to the \( i \)th modulation bit, and \( \sum_{i=1}^{m} a_{i,j} = 1 \), for all \( j \). The effective crossover probability for the VNs at spatial position \( j \) is therefore a weighted average of the BSC crossover probabilities according to \( \varepsilon_j = \sum_{i=1}^{m} a_{i,j} \rho_i \). To account for different crossover probabilities at the spatial positions in the DE analysis, we can simply replace \( p \) in (2) by \( \varepsilon_j \).

For the protograph-based SC-LDPC codes with SDD, one can make similar considerations. Each VN in the protograph represents \( M \) VNs in the lifted Tanner graph, i.e., \( M \) coded bits. If we assume for example that a given protograph is lifted with a lifting factor \( M \) which is divisible by \( m \), the baseline bit mapper allocates \( M/m \) coded bits for each protograph VN to each modulation bit. The bit mapper is modeled via a matrix \( A = [a_{i,j}] \in \mathbb{R}^{m \times n_c} \), where \( a_{i,j} \) now denotes the proportional allocation of the coded bits corresponding to the \( j \)th column in the base matrix allocated to the \( i \)th modulation bit. The matrix \( A \) is then used in the modified P-EXIT analysis to predict the iterative performance behavior under SDD [16, Algorithm 1].

We optimize \( A \) based on the decoding threshold with the help of differential evolution [33]. For more details about the optimization procedure, we refer the reader to [16], where we also discuss several techniques to reduce the optimization complexity for SC codes. Once an optimized bit mapping matrix \( A^* \) is found, the finite-length bit mapper is obtained via the rounded matrix \( (m_c n_B / 2) A^* \) for the SC-GLDPC codes and via \( MA^* \) for the SC-LDPC codes, from which the index assignment of coded bits to modulation bits is determined.

**VI. RESULTS AND DISCUSSION**

Since this paper does not deal with code design, we rely on code parameters that have been proposed elsewhere in the literature in order to illustrate the bit mapper optimization technique. For the numerical results, we consider protograph-based SC-LDPC codes with \( P_0 = (1, 2, 1, 2) \) and \( P_1 = (3, 2, 3, 2) \), where \( J' = 1, K' = 4 \), and \( m_s = 1 \) [34]. The design rate of the tailbiting code is \( R = 0.75 \) (OH = 33%). For the SC-GLDPC codes, we restrict ourselves to \( w = 2 \) and use the BCH code parameters in [35, Table I] which are optimized for staircase codes. In particular, we consider \( \nu = 9, t = 4, \) and \( s = 223 \), which again leads to \( R' = 0.75 \). The staircase code for these parameters is estimated to perform approximately 1.38 dB away from the BSC capacity (at a BER of \( 10^{-15} \)) [35, Table I]. We also consider an example with higher rate and performance closer to capacity. In particular, we consider \( \nu = 10, t = 4, s = 143 \) where \( R' = 0.91 \) (OH = 10%). The gap to capacity of the staircase code for these parameters is estimated to be 0.59 dB [35, Table I].

The bit mapper optimization is performed for the terminated and tailbiting cases of the three code examples for different spatial lengths \( T \in \{ 12, 21, 30, 39, 48, 57, 66, 75, 84, 300 \} \). We consider Gray-labeled PM-16-QAM, PM-64-QAM, and PM-256-QAM. In all scenarios, a WD is employed with a window size of \( W = 5 \) and \( l_{\text{max}} = 10 \) iterations per window. The target BER for the optimization is set to \( 10^{-5} \). Setting a lower target BER (e.g., \( 10^{-15} \)) has virtually no influence on the
optimization outcome due to the steepness of the predicted DE performance curves (see Fig. 5). This assumes that there are no error floors due to harmful graph structures, which cannot be modeled using DE and are not considered in this paper. An analysis of the error floor for the considered SC-GLDPC codes is an interesting topic for future work and beyond the scope of this paper.

A. Structure of the Optimized Bit Mapper for Tailbiting Codes

For the tailbiting codes, the optimized bit mappers have an interesting structure, which is illustrated in Fig. 7 for two scenarios: (a) the SC-LDPC code with SDD, PM-64-QAM, and \( T = 30 \); (b) the SC-GLDPC code with HDD, \( R' = 0.75 \), PM-16-QAM, and \( T = 30 \). For PM-64-QAM and PM-16-QAM, the modulation bits have three and two different protection levels, respectively. Due to the tailbiting code structure, the bit allocation is invariant to a circular shift, assuming that the scheduling of the WD is modified according to the same shift. For the allocation shown in Fig. 7, it is assumed that the first decoding window begins at the first spatial position. The optimized bit mapper in both scenarios deviates significantly from the baseline mapper in the first few spatial positions. For the SC-LDPC code, the coded bits corresponding to the second, third, and fourth spatial position are proportionally more allocated to the best (green) and intermediate (yellow) protection level of PM-64-QAM. Similarly, for the SC-GLDPC code, the coded bits corresponding to the second and third spatial position are proportionally more allocated to the best modulation bit of PM-16-QAM. In both cases, the optimized allocation leads to a locally improved decoding convergence and initiates a wave-like decoding behavior comparable to that of terminated codes, i.e., the unequal error protection of the signal constellation is exploited to create an artificial termination boundary.

The performance gain due to the optimized bit mapper (which is quantified in the next section) comes at the expense of some increase in system complexity. In particular, one has to account for additional buffering because a symbol cannot be transmitted until all its \( m \) bits are encoded. For simplicity, let us assume a model where the FEC encoder outputs coded bits in blocks of \( MK' \) or \( m_{21}B \)/2 bits, i.e., the number of bits per spatial position, and symbols are immediately modulated as soon as all \( m \) modulation bits are available. Then, no buffering is required for the sequential baseline mapper. On the other hand, the “worst-case” bit mapper allocates 100% of the coded bits in the first \( T/m \) spatial positions to the first modulation bit, 100% in the next \( T/m \) positions to the second bit, and so on (i.e., \( a_{i,j} = 1 \) for \((i-1)T/m + 1 \leq j \leq iT/m\)). Consequently, no bits are allocated to the last modulation bit until spatial position \((m-1)T/m + 1\) and buffering of all coded bits up to position \((m-1)T/m\) is required. In all considered scenarios, however, the required additional buffer size (in terms of the number of spatial positions) due to the optimized bit mappers did not exceed 2.

B. Optimization Gain

In Fig. 8 we show the optimization gain (in dB) as a function of the spatial length \( T \) for all considered scenarios. The optimization gain is defined as the difference between the decoding threshold using the baseline bit mapper and the decoding threshold using the optimized bit mapper. The gain quantifies the performance improvement one can expect by employing the optimized bit mappers assuming long codes.

Regardless of the signal constellation or code class, the optimization gain decreases with \( T \) for the terminated codes and increases for the tailbiting codes. This behavior can be explained as follows. The optimization gain for the tailbiting codes comes from allocating more coded bits in the beginning of the spatial chain to good modulation bits in order to initiate a decoding wave. This, however, reduces the effective capacity for the bits in the middle part of the spatial chain. As \( T \) increases, this reduction becomes negligible and the optimization gain tends to a constant value. For terminated codes, a decoding wave is initiated by default and the optimized bit mapper increases the effective capacity for the bits in the middle part by allocating bits in the beginning and end of the chain proportionally more to modulation bits with lower protection levels. Again, as \( T \) increases, this effect becomes negligible and the gain approaches zero. As a result, while the tailbiting codes significantly benefit from the optimization, the gain for the considered terminated codes is limited, i.e., for \( T \geq 30 \) the gain is \(< 0.1 \) dB in all cases.

It can also be observed that the optimization gain generally depends on the signal constellation. The gain increases with the modulation order \( M \) due to the increased number of protection levels and stronger unequal error protection. This gain increase can also be observed when optimizing bit mappers for irregular LDPC codes, see, e.g., [36]. It is also important to stress that the optimization relies on the availability of a signal constellation with different protection levels in order to provide a performance gain. In particular, the techniques do not apply to PM-BPSK or (Gray-labeled) PM-QPSK.

C. Gap to Capacity

In order to gain some insight into the performance of the terminated and tailbiting codes relative to each other, the capacity gap (in dB) as a function of the spatial length \( T \) is shown in Fig. 9 for PM-64-QAM. For SDD of the SC-LDPC codes, the BICM capacity [3] is taken as a benchmark. For HDD of the GLDPC codes, the capacity of the BSC with
averaged crossover probability is taken as a benchmark, similar to [37]. Alternatively, one may use the capacity of the sum of the $m$ parallel BSCs as a benchmark, which is larger. The gains discussed in the previous subsection are indicated in Fig. 9 with arrows.

The decoding thresholds for the baseline systems are approximately independent of $T$. Therefore, the capacity gap for the tailbiting codes remains constant in all cases, while the capacity gap for the terminated codes decreases due to the vanishing rate loss. For the baseline systems, the performance difference between terminated and tailbiting codes is most significant for the SC-LDPC codes (up to 0.75 dB), while for the SC-GLDPC codes the difference is lower (up to 0.25 dB for $R' = 0.75$ and up to 0.19 dB for $R' = 0.91$). In all cases, the capacity gap is reduced by employing the optimized bit mappers. If we compare the optimized systems, it can be seen that the gap for the SC-LDPC codes is virtually identical for terminated and tailbiting cases. For the SC-GLDPC codes, the capacity gap for the terminated codes decreases due to the rate loss. The gap to the BER-constrained BICM capacity [22, p. 17] of the two optimized systems, as indicated by the arrows and predicted from Fig. 9 (a), is approximately the same (as is the gap to the AWGN channel capacity, not shown).

Lastly, we also present simulation results for a nonlinear transmission scenario. We set $\alpha = 0.25$ dB/km, $\beta_2 = -21.668$ ps$^2$/km, $\gamma = 1.4$ W$^{-1}$ km$^{-1}$, $\nu_s = 1.934 \times 10^{14}$ Hz, $n_sp = 1.622$, $R_s = 40$ Gbaud, and $L_{sp} = 70$ km. A root-raised cosine pulse $p(t)$ with a roll-off factor of 0.25 is used. We employ the symmetric split-step Fourier method with two samples per symbol and a fixed step size [33, Sec. 2.4.1]. The input power per polarization is set to $P = -2.5$ dBm. In the simulation model, the polarization state is assumed to be known and perfect timing and carrier synchronization is assumed. In Fig. 11, the simulated BER of the PM transmission systems is plotted as a function of the number of fiber spans $N_sp$. For the tailbiting code, the 0.55 dB gain obtained by using the optimized bit mapper translates into an increase of the transmission reach by roughly 3 additional spans or approximately 13%. This gain is obtained at almost

![Optimization gain as a function of the spatial length T.](image1)

![Capacity gap as a function of the spatial length T for PM-64-QAM.](image2)

D. Simulation Results

The results presented in the previous two subsections are based on decoding thresholds, i.e., assume an infinite code length. The deviation of the DE analysis from the finite-length performance is determined by the lifting factor $M$ and the number of CNs per position $m_c$, see Fig. 3.

As an example, consider the SC-LDPC code with $T = 30$ and $M = 3000$ leading to a code length of $n_C = 360,000$. The rates are $R_1 = 0.742$ and $R = 0.75$, respectively. In Fig. 10 we show simulation results (dashed lines with dots) and the analytical P-EXIT prediction (solid lines) for the AWGN channel, i.e., a linear transmission scenario, assuming PM-64-QAM. As predicted by the optimization gain in Fig. 8 (a), the tailbiting code performs significantly better with an optimized bit mapper and a gain of $\approx 0.55$ dB is achieved at a BER of $10^{-5}$. The terminated code performs better for the same SNR, but entails a smaller spectral efficiency due to the rate loss. The gap to the BER-constrained BICM capacity [22, p. 17] of the two optimized systems, as indicated by the arrows and predicted from Fig. 9 (a), is approximately the same (as is the gap to the AWGN channel capacity, not shown).
In this paper, we considered the optimized allocation of the coded bits from the FEC encoder to the modulation bits for terminated and tailbiting SC FEC schemes, assuming both SDD and HDD, as well as different signal constellations. Terminated SC codes generally benefit little from the optimization, particularly for long spatial lengths. However, the performance of tailbiting SC-LDPC codes can be significantly improved. With an optimized bit allocation, the terminated and tailbiting codes are competitive, in the sense that spectral efficiency can be traded for transmission reach, at approximately the same gap to capacity.
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