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Abstract

In this paper, an open-source system for a controller-
free, highly interactive exploration of medical images is pre-
sented. By using a Microsoft Xbox KinectTM as the only
input device, the system’s user interface allows users to in-
teract at a distance through hand and arm gestures. The pa-
per also details the interaction techniques we have designed
specifically for the deviceless exploration of medical imag-
ing data. Since the user interface is touch-free and does not
require complex calibration steps, it is suitable for use in
operating rooms, where non-sterilizable devices cannot be
used.

1. Introduction and background

In recent years, non-invasive imaging techniques such as
computed tomography (CT) and magnetic resonance imag-
ing (MRI) have been assuming great importance in clin-
ical practice. Today, clinicians may access large medi-
cal datasets, visualize them slice-by-slice or in 3D and ex-
plore them interactively by means of different user inter-
faces. Despite the large availability of fully-featured DI-
COM viewers that allow clinicians to explore data by om-
nifarious desktop-based user interfaces, very few systems
have been designed to allow a practical and efficient explo-
ration of data in critical medical environments such as op-
erating rooms (OR), in which digital images are commonly
used to help surgeons navigate the patient’s body.

The main challenge with this kind of interface is that the
interface itself has to disappear: surgeons need to browse
through scans without having to physically touch any con-
trol, since they cannot leave the sterile field around the pa-
tient. In fact, scrubbing in and out to access the computer
safely can result in a severe increase in the duration of the
operation. Moreover, the time-consuming training required
to learn how to use the interface has also to be considered as
a priority for a specific clinical use [10]. As a consequence,

Figure 1. Controller-free interactive explo-
ration of medical images through the Kinect.

there is a growing interest in controller-free, efficient and
easy-to-use interfaces for medical data exploration.

Gesture control interfaces, namely interfaces that recog-
nize the gestures made by the user, seem to be suitable for
operating rooms. However, at present, there exists no really
mature technology for effective gesture control. As reported
in [12], there are two main difficulties in the design of this
kind of interface: temporal segmentation ambiguity, that is,
how to define the starting and ending points of continuous
gestures, and; spatial-temporal variability, due to the fact
that gestures vary considerably between individuals. Gen-
erally, there exist many-to-one mappings from concepts to
gestures and vice versa, and hence gestures are ambiguous
and incompletely specified [9].

All gesture control interfaces need to sense the human
body position, configuration and movement. Sensing de-
vices may be attached to the user, by using magnetic field
trackers, instrumented data gloves, body suits or a combina-
tion of all of these. These sensing technologies vary in accu-



racy, resolution, latency, range of motion and user comfort.
In [15], a glove-based interface for medical image analy-
sis was presented. The interface uses an instrumented data
glove and a magnetic tracker, combining independent hand
posture and trajectory recognition to send command mes-
sages to the host application. In [2], the tracking system
was replaced with a Wiimote to provide a low-cost solution
for medical data exploration at a distance. However, these
solutions are unsuitable for operating rooms since they re-
quire the user to use non-sterilizable devices.

To avoid contamination of the patient, the OR and the
surgeon, some vision-based interfaces have been proposed,
too. In [16] the Gestix system, a video-based hand gesture
capture and recognition system used to manipulate mag-
netic resonance images (MRI), was presented. However,
vision-based interfaces need to contend with other problems
related to occlusion, lighting, speed of movement, cluttered
background, distance of operation and, most of all, the in-
herent loss in information that happens whenever a 3D im-
age is projected onto a 2D plane.

The use of stereo cameras overcomes this limitation but
raises new difficulties such as camera placement and cali-
bration and the correspondence problem [5]. Although al-
gorithms that capture full skeletal motion at near real-time
frame rates are available, the special controlled recording
conditions required make them unsuitable for use in operat-
ing rooms. In [8] the WagO system, a hand gesture control
plug-in for the open source DICOM viewer OsiriX [11],
was presented. Hand gestures and 3D hand positions are
recognized by using two webcams in stereo configuration.
However, the system can only recognize a small set of static
gestures, the user position is tightly constrained and the
recognition rate is not high enough to allow surgeons an
effective interaction.

Recently, range sensors have stood out as an option to
approach human motion capture with a non-invasive system
setup. Time-of-flight (TOF) sensors provide, at high frame
rates, dense depth measurements at every point in the scene.
TOF cameras capture an ordinary RGB image and in addi-
tion create a distance map of the scene using the light de-
tection and ranging (LIDAR) detection schema: modulated
light is emitted by LEDs or lasers and the depth is estimated
by measuring the delay between emitted and reflected light.
This approach makes the TOF cameras insensitive to shad-
ows and changes in lighting, so allowing a disambiguation
of poses with a similar appearance. More recently, a less
expensive solution to obtain 3D information from video,
with respect to the one implemented in the TOF cameras,
has emerged: projecting structured IR light patterns on the
scene and retrieving depth information from the way struc-
tured light interferes with the objects in the scene. This is
the mechanism used in the Microsoft Xbox KinectTM and
in the recently announced Asus Xtion PROTM to derive the

distance map of the scene.
In particular the Kinect, since it is inexpensive, off-the-

shelf and widely available, is being considered to repeat the
success of the Wiimote, which has already been adopted
as a user interface for medical data exploration at a dis-
tance [4]. As reported in [13], surgeons at Sunnybrook
Hospital in Toronto are experimenting with the Kinect as
a means of visualizing MRI or CT images in the operat-
ing room without leaving the sterile field around the patient.
According to their tests, the use of this device can decrease
surgery delays by as much as two hours. The aforemen-
tioned interface allows surgeons to scroll through the im-
ages and lock the one of interest onto the screen. However,
this interface does not allow an interactive exploration of
the medical images, but only the selection of a single im-
age from a study. Zoom, rotation and modification of the
transfer function used have to be applied before entering
the images into the system.

In this paper, we describe a whole open-source system
for a fully-featured, highly interactive exploration of CT,
MRI or PET images, thanks to a gesture control interface
that makes use of the Kinect as the only input device. Such
an interface allows users, by using both kinetographic and
metaphoric hand and arm gestures, to execute basic tasks
such as image selection, zooming, translating, rotating and
pointing, and complex tasks such as the manual selection
and extraction of a region-of-interest (ROI) as well as the in-
teractive modification of the transfer function used to visu-
alize the medical images. The interface has been integrated
in MITO (Medical Imaging TOolkit) [6], an open-source,
PACS (Picture Archive and Communication System) inte-
grated medical image viewer fully compliant with the DI-
COM (Digital Imaging and COmmunications in Medicine)
standard for image communication and file formats. Since
the interface is touch-free and does not require complex cal-
ibration steps, it is suitable for use in operating rooms and
also every time there is the need to explore interactively
medical images at a distance.

2. User interface description

In the system’s controller-free interface all the interac-
tion commands are mapped to gestures, which can be ex-
ecuted at a distance from the display without touching it.
Moreover, filters have been implemented to reduce the noise
in the device signal, to increase the accuracy of the remote
pointing and to filter hand tremors during all the interac-
tion tasks. The user’s body is represented as a stick figure,
which consists of line segments linked by joints. The mo-
tion of the joints provides the key to motion estimation and
recognition of the whole figure. The skeleton fitting process
is performed automatically in a non-intrusive way, thanks to
the calibration procedure described in section 2.2.



Recognized gestures have both static elements (the user
assumes a certain pose or configuration) and dynamic el-
ements (with pre-stroke, stroke, and post-stroke phases).
Static postures, represented by a single image, are used to
discriminate between possible actions. Dynamic gestures,
characterized by the spatio-temporal motion structures in
image sequences, are used to further discriminate between
actions.

To allow a deterministic state transition and to provide an
unambiguous way of specifying the start and end points of
gestures, both in time and in space, the gesture control inter-
face relies on the concept of an activation area. The system
continuously checks the user’s stick figure and hand pos-
tures only if at least one of her/his hands lie inside the acti-
vation area, that is, the arm is outstretched more than 55% of
its total length. If not, only the neck and left and right hand
joints are checked. This approach allows the system also to
reduce the computational burden, because the computer vi-
sion algorithms used to detect the hand posture run only in
the check state. Moreover, it allows the system to minimize
unwanted state transitions, because, moving from one state
to another, users have to explicitly move their hands out of
the activation area.

2.1. The input device

Figure 2 shows a picture of the Kinect. It is equipped
with a laser-based IR projector and monochrome CMOS
sensor. As reported in section 1, the IR projector is used to
send a fixed speckle pattern towards the focused area. The
aforementioned pattern is then detected by the CMOS sen-
sor and used to calculate depth data by triangulation against
a hardwired pattern. The Kinect also embeds a tilt motor for
sensor adjustment, a microphone array and an RGB camera.

The device features a horizontal field of view of 57◦, a
43◦ vertical field of view and an operating distance range
between 0.8 m and 3.5 m. The spatial resolution is 3 mm for
X/Y and 10 mm for the Z depth within 2 m from the sensor.
The produced datastreams have a resolution of 640×480 at
30 Hz. Depth data have an 11 bit resolution with values
ranging from 0 to 2047.

In the following, we will call XY the plane on which the
Kinect camera resides, and Z the axis ortogonal to this plane
directed towards the user.

2.2. Calibration

The calibration procedure, which takes less than 30 sec-
onds, is required to allow the system to: perform the skele-
ton fitting process; compute the arm length; identify the
dominant hand; map the motion with the display space;
compute the parameters needed to tune the filters used in

Figure 2. The Microsoft Xbox KinectTM.

the interaction techniques; and compute the area of the palm
facing forward and of the clenched fist.

To proceed with the calibration, first of all the user has to
assume the calibration pose, or hold her/his arms out from
her/his sides bent at 90◦, to start the skeleton fitting process.
Once completed, the user is represented as a stick figure,
which consists of line segments linked by joints. For the in-
teraction techniques we have designed, only the head, neck
and left/right shoulder, elbow and hand are used. Then, the
user is required to point to the top left corner of the screen
and keep her/his hand steady for at least 1 second. The
same procedure is repeated for the bottom right corner of
the screen. The effect of this procedure is threefold: first
of all, it allows the system to identify the dominant hand;
secondly, it allows it to retrieve the display size; finally it
allows it to measure the hand jitter so as to tailor the filter
used to enhance the accuracy of pointing.

Finally the user, while still staying fronto-parallel with
respect to the camera, is required to put the palm of her/his
dominant hand facing forward and then to close it in a
clenched fist. The system computes the area of the user’s
hands when open and when closed, so as to use this in-
formation to discriminate between hand poses. The hand
posture detection relies on a classification function which is
based on the analysis of the area of the user’s hand. First,
the system extracts the hand surrounding area from the dis-
tance map provided by the Kinect buffer and transforms it
into a black and white binary matrix. The resulting image
is then processed to find the external contours of the hand,
by using a technique derived from the border following the
algorithm described in [14] for the topological analysis of
digitized binary images. From now on, the system is able
to discriminate between the open palm and clenched fist by
comparing the current user’s hand area with a dynamically
computed threshold that considers also the the user distance
from the Kinect.



Table 1. Static postures and dynamic gestures currently used in the system.

Static posture recognition Dynamic gesture recognition

Pointing - point ONLY the DOMINANT hand is active none
Pointing - click BOTH hands are active (while already in pointing state) palm of the NON-DOMINANT hand closed - open - closed (sequence)
ROI extraction folded arms none
ROI erasing ONLY the DOMINANT hand is active unstable movements for 500 ms
Animating ONLY the NON-DOMINANT hand is active none
Zoom BOTH hands are active AND with palms facing forward discordant movements in the XY plane
Translation BOTH hands are active AND with palms facing forward concordant movements in the XY plane
Windowing BOTH hands are active AND one with palm facing forward,

the other with a clenched fist none
Rotation BOTH hands are active AND with clenched fists none

2.3. Interaction techniques

Choosing the appropriate gesture is a key activity in the
design of a controller-free interface. The choice has to keep
in consideration both the hardware characteristics of the in-
put device and the applicative domain in which the inter-
action tasks take place. The finite state machine reported
in figure 3 depicts the state transitions of the interface. It
consists in the following states:

Idle this state consists of three substates: idle, stabilize and
check. While in the idle substate, the system checks
the distance between the user’s hands and torso. If
at least one of the user’s hands enters the activation
area, or is outstreched more than 55% of the user’s arm
length, then the actual joint positions are stored in a cir-
cular queue of 30 elements, and the system switches to
the stabilize substate.

In the stabilize substate, the system checks hand stabil-
ity on the Z axis, that is, the longitudinal axis starting
from the Kinect and going towards the user; if the hand
position is stable, that is, there are no notable move-
ments on this axis, then the circular queue is cleaned
so that only the current event is stored, and the FSM
moves to the check state.

While in the check state, the system checks if the hand
positions have moved, compared to the ones stored in
the circular queue, by at least of 25 mm. If this is
the case, it activates the palm/fist detector and checks
the static and dynamic conditions to enter the “active”
states. Once the system enters an active state, it exits
only if the user moves her/his hands back out of the
activation area;

Pointing to enter this state, the user has to move her/his
dominant hand inside the activation area while keep-
ing the non-dominant hand outside. As the pointing
modality, we have implemented the image-plane [7],
in which a ray is determined through two points in
space: the user’s eye location, and the position of the

tip of the user’s index finger; then, the cursor is placed
at the intersection of this ray with the display. The
effect is that the user can see the cursor aligned with
her/his index finger in her/his field of view, even if they
are actually at different depths. Such a technique re-
quires a tracking of the dominant eye position and the
index finger. In our implementation, we approximate
the dominant eye with the head position and the index
finger with the dominant hand position. The control-
to-display ratio, namely the coefficient that maps the
physical movements of the hand to the on-screen cur-
sor movements, is changed dynamically by using the
Smoothed Pointing technique [3], which is aimed at
enhancing the accuracy of the pointing and at filtering
the user’s hand jitter.

The click is performed by moving the non-dominant
hand in the activation area and executing the sequence
fist-palm-fist. By using the point & click features, a
user can select a ROI or compute the distance between
two points in an image. Exiting by the pointing modal-
ity also has the effect of connecting the first selected
point with the last one, so as to close the ROI selected;

ROI extraction once a ROI has been selected, to extract it,
the user has to put her/his hands in the activation area
and assume the static posture of folded arms. This will
raise the segmentation command. Then, the system
will return to the idle state;

ROI erasing the metaphoric gesture of cleaning, that is,
moving quickly the dominant hand like cleaning the
display, has the effect of erasing the previously se-
lected ROI and, if a segmentation has been executed,
of restoring the original image;

Animating to enter this state, the user has to move her/his
non-dominant hand inside the activation area. Then,
hand movements going from left to right describing a
horizontal line make the system move forward in the
image series, vice versa with movements from right to
left. To allow a precise selection of an image inside a



large medical study, the PRISM technique [1] has been
used to map hand movements and velocity of sliding:
the faster the user moves, the quicker the images slide.
In this way, by moving slowly, the user is able to select
each single image even in a large medical dataset;

Zoom the zoom gesture is modeled after the widespread
gesture commonly used in touch-screen devices. In
fact, it involves keeping both hands with open palms
inside the activation area with the open palms moving
in opposite directions, regardless of their position in
space. The system estimates the zoom factor by com-
paring the actual distance between the hands with that
of the first recognized frame. This technique also takes
advantage of the PRISM filter to better stabilize the
zooming factor;

Translation the translation gesture is similar to the zoom
one, except for the dynamic gesture: in this case, the
hands movements in the XY plane have to be concor-
dant. Once the system enters this state, the medical
image follows the user’s hand movements. While the
direction and sense of the image movement vector are
determined by considering only the current position of
the user’s hands, the magnitude of the vector is com-
puted by also considering the user’s hand velocity, so
as to scale down the translation when the user moves
her/his hands slowly;

Windowing to enter this state, both the user’s hands have
to be active, one with the palm facing forward, the
other with a clenched fist. Then, the techniques used
are the same as in the zoom and translation states:
moving both hands on the Y axis will modify the win-
dow level (WL), whereas moving the hands in oppo-

Figure 3. The finite state machine describing
the state transitions of the interface.

Figure 4. The stack of software libraries used
in the system.

site directions on the X axis will modify the window
width (WW). Since the PRISM technique adopts axis
independent scaling, that is, it operates on each axis
independently, we have used it to help users to control
separately WL and WW without the need to move into
the idle state;

Rotation to enter this state, both hands need to be active
and with clenched fists. This dynamic gesture involves
the movement of both hands in a circular motion, de-
scribing an arc. The vector passing through user’s
hands, at the instant the state becomes active, is iden-
tified as the rotation reference axis. Then, the rotation
is performed by calculating the signed angle between
the rotation reference axis and the vector which passes
through the current hand positions. Also in this case, a
velocity-based filter has been used to help users to set
the rotation angle and to filter hand tremors.

All the above techniques share a stabilizing mechanism
to avoid any alteration of the final effect of the action per-
formed on the image when returning to the idle state. In
fact, since exiting from a state requires the user to move
her/his hand or hands out of the activation area, during this
movement the interface keeps detecting the hand move-
ments on the XY plane and so produces unwanted image
modifications. To avoid this, the system continuously keeps
track of the hand movements on the Z axis and, if they
are predominant with respect to the movements on the XY
plane, it does not execute any action.

3. Implementation details

The interface has been written entirely in C++ lan-
guage and built on open-source and cross-platform li-
braries, which have been combined and extended to sup-
port medical imaging processing and interaction functional-
ities. OpenNI, an open-source framework for natural inter-
faces, and PrimeSense’s NITE Middleware, which provides
a closed-source but free to use implementation for OpenNI
functionalities, have been used to communicate with the



Kinect. To recognize the static hand postures, the system
also makes use of the open-source OpenCV image process-
ing library. The stack of software libraries used in the sys-
tem is depicted in figure 4. A video showing the system
in action is avaiable at http://www.youtube.com/
watch?v=CsIK8D4RLtY

The gesture control interface described in this paper
has been integrated in MITO [6], an open-source, PACS-
integrated medical image viewer. MITO was developed
from scratch by using only open-source libraries and is fully
compliant with the DICOM standard for image communica-
tion and file formats. With the exception of the Kinect and
Wiimote drivers, presently available only for MS Windows
OSs, MITO is a platform-independent application, ready for
use in every medical facility.

Interaction in MITO follows the event - state - action
paradigm, so that the control flow is completely determined
by the user’s inputs. To integrate a new interaction modality,
a designer has to develop an event handler, which is the
procedure in charge of associating events to corresponding
actions, and a driver for the input device, which is in charge
of generating properly formatted events. The state of the
interface (the finite state machine is reported in figure 3)
defines the set of possible events that can be received. All
the Kinect updates are propagated through the system by
using the observer software design pattern.

The interface was developed specifically for fast opera-
tion at video frame rates, since natural communication re-
quires a low latency action-reaction cycle. An analysis of
the average lags between a change in the Kinect depth sen-
sor data and the generation of an interaction event shows
that, on commodity hardware, the execution of the whole
pipeline, which comprises recognition and filtering, re-
quires less than 1 millisecond. Only when the computer vi-
sion algorithms are also executed, for example in the point-
ing state, when the non-dominant hand enters the activation
area in order to click, and in the check state,may the total
lag reach 10 milliseconds.

4. Conclusions and future work

In this work, a user interface that allows a controller-
free interaction with medical images through an inexpen-
sive, off-the-shelf range sensor has been proposed. The in-
terface has been implemented and integrated into a medical
image viewer and issued as open source software, which
may promote its use and evolution.

Future work will be focused on extending the gesture
control interface so as to enable a controller-free 3D in-
teraction in collaborative semi-immersive medical imaging
environments.
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