An analysis of inverse source problems with final time measured output data for the heat conduction equation: A semigroup approach
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A B S T R A C T

This paper presents a semigroup approach for inverse source problems for the abstract heat equation $u_t = Au + F$, when the measured output data is given in the form of the final overdetermination $u_T(x) := u(x, T)$. A representation formula for a solution of the inverse source problem is proposed. This representation shows a non-uniqueness structure of the inverse problem solution, and also permits one to derive a sufficient condition for uniqueness. Some examples related to identifying the unknown spacewise and time-dependent heat sources $f(x)$ and $h(t)$ of the heat equation $u_t = u_{xx} + f(x)h(t)$, from the final overdetermination or from a single point time measurement are presented.

1. Introduction

It is well-known that semigroup notion is one of most important tools for describing time-dependent processes in nature in terms of functional analysis (see, [1–9]). The key relations here are $S(t + \tau) = S(t)S(\tau)$, where $t, \tau \in [0, \infty)$ are time parameters, and $S(0) = I$. The semigroup $\{S(t)\}_{t \geq 0}$ on a Banach space $B$ is defined to be as a family of operators $S(t) : B \rightarrow B$, for all $t \in [0, \infty)$, such that the above two conditions hold. If $A : D(A) \subset B \rightarrow B$ is a closed and densely defined linear operator, it can be shown that for a given element $u_0 \in B$, the function $u : [0, \infty) \rightarrow B$, defined to be as $u(t) := S(t)u_0$, is the unique solution of the Cauchy problem $u'(t) = Au(t)$, $t > 0$; $u(0) = u_0$, for the abstract heat equation $u'(t) = Au(t)$. The operator $A : D(A) \rightarrow B$, with the domain $D(A) := \{u \in B : \lim_{\tau \rightarrow 0^+}(S(t)u - u)/t\}$, is called the infinitesimal generator of the semigroup $\{S(t)\}_{t \geq 0}$.

The first attempt to study source identification problems for the time independent source $F_0 \in B$ parabolic equation $u'(t) = Au(t) + F_0$, with the final overdetermination $u_T(x) := u(x, T)$, by the semigroup approach has been given in [10]. It is proved here that when the elliptic operator $-A$ is positive definite and self-adjoint, the solution $(u, F_0)$ of the source identification problem exists and is unique. A general representation formula for a solution of the source identification problem for the abstract parabolic equation $u'(t) = Au(t) + F(t)$ with time-dependent source $F(t)$, has been proposed in [11]. Note that an inverse source problem with final overdetermination for the one dimensional heat equation has first been considered by Tikhonov [12] in study of geophysical problems. In this work the heat equation with prescribed lateral and final data is studied in half-plane and the uniqueness of the bounded solution is proved. For parabolic equations in a bounded domain, various aspects of inverse source problems has been studied in [13–16], etc.
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In this study a general representation formula for the solution of inverse source problems (ISPs) for the abstract parabolic equation, as well as for the heat equation, are proposed. This representation formula permits one to derive a structure of a solution, and also uniqueness cases. Some applications to the heat equation with separated spacewise and time-dependent sources are illustrated.

2. Representation formula for a solution of the ISP with final overdetermination

Let \( A : \mathcal{D}(A) \subset \mathcal{B} \mapsto \mathcal{B} \) be the infinitesimal generator of the strongly continuous semigroup \( \{S(t)\}_{t \geq 0} \). Then the domain \( \mathcal{D}(A) \) of \( A \) is dense in \( \mathcal{B} \), and \( A \) is a closed operator, i.e. for all \( \{u_n\} \subset \mathcal{D}(A) \), \( u_n \to u \), \( Au_n \to z \) implies \( z = Au \) (see, [8, Theorem 11.12]). Consider the abstract Cauchy problem

\[
\begin{align*}
\frac{du}{dt} &= Au(t) + F(t), \quad t \in (0, T], \\
u(0) &= u_0,
\end{align*}
\]

assuming that \( u_0 \in \mathcal{D}(A) \) and \( F \in C([0, T]; \mathcal{B}) \). Then the solution \( u \in C^1([0, T]; \mathcal{B}) \cap C([0, T]; \mathcal{D}(A)) \) of the Cauchy problem (1) can be represented by the formula

\[
u(t) = S(t)u_0 + \int_0^t S(t - \tau)F(\tau)d\tau, \quad t \in (0, T].
\]

Due to the continuity of the source \( F(t) \), this solution is defined to be the classical solution, since the mapping \( t \mapsto S(t)Au \) is differentiable for each \( t > 0 \), and

\[
\frac{d}{dt}S(t)u = AS(t)u = S(t)Au, \quad t \in (0, T], \quad u \in \mathcal{D}(A).
\]

The representation formula makes sense also under weaker conditions, if \( u_0 \in \mathcal{B} \) and \( F \in L_1([0, T]; \mathcal{B}) \). Note that this solution, defined to be the mild solution of (1), corresponds to the weak solution of the corresponding parabolic problem, when \( \mathcal{B} = H^0(\Omega) \), and the elliptic operator \(-A\) with the domain \( \mathcal{D}(A) := H^1(\Omega) \cap H^2(\Omega) \), is given by

\[
Au = -\frac{\partial}{\partial x_i} \left( a_{ij}(x) \frac{\partial u}{\partial x_j} \right) + b_i(x) \frac{\partial u}{\partial x_i} + c(x)u, \quad x \in \Omega \subset \mathbb{R}^n.
\]

Let us now formulate the abstract inverse source problem (subsequently, AISP). Assume that \( F \in \mathcal{F} \subset L_1([0, T]; \mathcal{B}) \) and \( \mathcal{F} \) be the set of admissible sources. AISP consists of determining the unknown source term \( F \in \mathcal{F} \) in the Cauchy problem (1) from the with final overdetermination (measured output data) \( u_T \in \mathcal{B} \) defined to be as

\[
u_T := u(t)|_{t=T}, \quad T > 0.
\]

In this context, the Cauchy problem (1) will be regarded as a direct problem.

We denote by \( u(t; F) \) the unique solution of the direct problem (1), corresponding to the given source term \( F \in \mathcal{F} \). Then introducing the input--output map \( \Phi : \mathcal{F} \mapsto \mathcal{B}, \Phi F := u(t; F)|_{t=T}, \quad T > 0 \), can reformulate AISP as the following operator equation:

\[
\Phi F = u_T, \quad F \in \mathcal{F}, \quad u_T \in \mathcal{B}.
\]

Thus the considered inverse problem can be reduced to the problem of invertibility of the input--output map \( \Phi \).

Let us substitute \( t = T \) in the semigroup representation (2) and use the additional condition (4). Then we have:

\[
\int_0^T S(T - \tau)F(\tau)d\tau = u_T - S(T)u_0, \quad T > 0.
\]

A solution of the integral equation (5) will be defined as a mild solution (or simply, solution) of AISP. If \( \mathcal{F} \subset W^{1,1}([0, T]; \mathcal{B}') \), then this solution will be also the classical solution of the abstract Cauchy problem (1) (see, [8, Theorem 11.16]).

The principal tool in the analysis of the solution of AISP is the following representation formula.

**Theorem 1.** Let \( u_0, u_T \in \mathcal{D}(A) \). Assume that \( S(t) \) is a uniformly continuous semigroup of the elliptic operator \(-A\). Then for any function \( g \in H^0(0, T; \mathcal{D}(A)) \), the function

\[
\tilde{F}(t) = A(S(T) - I)^{-1}(u_T - S(T)u_0) - A(S(T) - I)^{-1} \int_0^T S(T - \tau)g(\tau)d\tau + g(t).
\]

\( t \in (0, T] \), is a solution of AISP, defined by (1) and (4).

Conversely, if \( \tilde{F}(t) \in \mathcal{F} \) is any solution of AISP, then there exists such a function \( g \in H^0(0, T; \mathcal{D}(A)) \) that this solution can be represented by formula (6).

**Proof.** The operator \(-A\) is elliptic, thus \( A \) is dissipative. Using [7, Chapter 7.3] and the Lumer--Phillips Theorem (see, [7, Chapter 1.4]) we see that \( A \) generates a contractive semigroup. Then following the Lumer--Phillips Theorem we conclude the existence of \((S(T) - I)^{-1}\).
Let us substitute the function $\tilde{F}(t)$, given by (5), on the left hand side integral of (4), and calculate it. Then we have:
\[
\int_{0}^{T} \delta(T-\tau)\tilde{F}(\tau)d\tau = \int_{0}^{T} \delta(T-\tau)A(\delta(T)-I)^{-1}(u_{T} - \delta(T)u_{0})d\tau - \int_{0}^{T} \delta(T-\tau)A(\delta(T)-I)^{-1}d\tau \\
\times \int_{0}^{T} \delta(T-\tau)g(\tau)d\tau + \int_{0}^{T} \delta(T-\tau)g(\tau)d\tau.
\]

We use the identity (see, [8, Lemma 11.11])
\[
\int_{0}^{T} \delta(\tau)v d\tau = A^{-1} \int_{0}^{T} \partial_{\tau} e^{\tau T}v d\tau = A^{-1}(\delta(T)-I)v, \quad \forall v \in \mathcal{D}(A), \ t \in (0, T]
\]
in the first and second right hand side integrals assuming $v \in \mathcal{D}(A)$ and substituting in (7) $t = T$. Then we obtain:
\[
\int_{0}^{T} \delta(T-\tau)\tilde{F}(\tau)d\tau = u_{T} - \delta(T)u_{0} - I \cdot \int_{0}^{T} \delta(T-\tau)g(\tau)d\tau + \int_{0}^{T} \delta(T-\tau)g(\tau)d\tau.
\]
This shows that the function $\tilde{F}(t)$, given by (5), is the solution of the integral equation (5).

To prove the second part of the theorem, now assume that $F(t)$ is a solution of the integral equation (5). We introduce the function
\[
g(t) = F(t) - A(\delta(T)-I)^{-1}(u_{T} - \delta(T)u_{0}) + v, \quad (8)
\]
where the arbitrary function $v \in \mathcal{D}(A)$ will be defined below. Acting by the semigroup operator $\delta(T-\tau)$ to the both sides of (8) and then integrating on $[0, T]$ we get:
\[
\int_{0}^{T} \delta(T-\tau)g(\tau)d\tau = \int_{0}^{T} \delta(T-\tau)F(\tau)d\tau - \int_{0}^{T} \delta(T-\tau)A(\delta(T)-I)^{-1}(u_{T} - \delta(T)u_{0})d\tau \\
+ \int_{0}^{T} \delta(T-\tau)u d\tau.
\]
The first right hand side integral here is $u_{T} - \delta(T)u_{0}$, according to (5). In the second and third right hand side integrals we use identity (7). Then we obtain:
\[
\int_{0}^{T} \delta(T-\tau)g(\tau)d\tau = u_{T} - \delta(T)u_{0} - A(\delta(T)-I)^{-1}(u_{T} - \delta(T)u_{0})A^{-1}(\delta(T)-I) + A^{-1}(\delta(T)-I)v.
\]
Hence the arbitrary element $v \in \mathcal{D}(A)$ is defined as follows:
\[
v = A(\delta(T)-I)^{-1} \int_{0}^{T} \delta(T-\tau)g(\tau)d\tau.
\]
Substituting this in (8) we obtain the required formula (6). This completes the proof. \square

3. An inverse source and backward problems with time independent source term

Consider the special case of AISP with the time independent source term $F(t) \equiv F_{0}$, $\forall t \in (0, T)$:
\[
\begin{align*}
\dot{u}(t) &= Au + F_{0}, \quad t \in (0, T), \\
u(0) &= u_{0}, \quad u(T) = u_{T},
\end{align*}
\]
where $F_{0} \in \mathcal{F}_{0} \subset \mathcal{D}(A)$, and $\mathcal{F}_{0}$ is the set of time independent source terms. Substituting $F(t) = F_{0}$ in (5) we get:
\[
\int_{0}^{T} \delta(T-\tau)F_{0}d\tau = u_{T} - \delta(T)u_{0}, \quad T > 0.
\]
By identity (7), this implies: $A^{-1}(\delta(T)-I)F_{0} = \int_{0}^{T} \delta(\tau)F_{0}d\tau = \int_{0}^{T} \delta(T-\tau)F_{0}d\tau = u_{T} - \delta(T)u_{0}, \quad T > 0$. Hence in this case we have a unique solution (see, also [11]).

**Lemma 1.** Let conditions of Theorem 1 hold. Then for any time independent source term $F_{0} \in \mathcal{F}_{0} \subset \mathcal{D}(A)$, the unique solution of the inverse problem (8) can be represented by the formula
\[
F_{0} = A(\delta(T)-I)^{-1}(u_{T} - \delta(T)u_{0}).
\]

Comparing this result with formula (6) we obtain the following result.
Corollary 1. Let conditions of Theorem 1 hold. Then any solution of AISP with time-dependent source term \( \tilde{F} \) is the sum of two elements:

\[
\tilde{F} = F_0 + F(t), \quad F_0 \in \mathcal{F}_0, \ F \in \mathcal{F},
\]

where \( F_0 \) is the unique solution, given by (11), of ISP (9) with the time independent source term \( F_0 \in \mathcal{D}(A) \), and \( F \in \mathcal{F} \), given by

\[
F(t) = g(t) - A(\delta(T) - I)^{-1} \int_0^T \delta(T - \tau) g(\tau) d\tau,
\]

with an arbitrary function \( g \in H^p(0, T; D(A)) \), is a solution of AISP

\[
\begin{align*}
u'(t) &= Au + F(t), \quad t \in (0, T], \\
u(0) &= 0, \quad u(T) = 0,
\end{align*}
\]

with the homogeneous initial and final data.

Formulas (11)–(13) show the structure of the representation formula (6) for a solution of AISP.

Let us analyze now the solution of the backward problem

\[
\begin{align*}
u'(t) &= Au + F_0, \quad t \in (0, T], \\
u(T) &= u_T,
\end{align*}
\]

for the abstract parabolic equation with a time independent source term.

At this point we would like to mention that this problem has already been studied in the literature, e.g. in [4–6], where Carleman estimates have been used. We bring a short proof for a general elliptic operator using the semigroup theory. Note that if \( A \) is elliptic, then it is also a sectorial operator and it generates an analytic semigroup.

Lemma 2. Let \( u_1^{(1)}, \ u_2^{(2)} \in \mathcal{D}(A) \), be two final data and \( u_1^{(1)}(t), u_2^{(2)}(t) \in H^0(0, T; V) \) be corresponding solutions to (14). If \( u_1^{(1)} = u_2^{(2)} \), then \( u_1^{(1)}(0) = u_2^{(2)}(0) \).

Proof. Denote by \( v(t) := u_1^{(1)}(t) - u_2^{(2)}(t) \). Then \( v(t) \) satisfies the homogeneous equation \( v'(t) = Av \) and the final condition \( v(T) = 0 \). Applying formula (10) to this function we conclude \( \delta(T)v(0) = 0 \). Now, we use the following moment inequality [17, Proposition 6.6.4],

\[
\|B^\theta x\| \leq \frac{C}{\theta(1-\theta)} \|x\|^{1-\theta} \|Bx\|^\theta,
\]

which is valid for any sectorial operator \( B \). Recalling that any linear bounded operator is sectorial, we may set \( B = \delta(T) \), \( x = v(0) \), \( \theta = \frac{1}{\tau} \) to get

\[
\|\delta(t)v(0)\| \leq \frac{C}{\frac{1}{\tau}(1-\frac{1}{\tau})} \|\delta(T)v(0)\| \|\tau\| \|v(0)\|^{1-\frac{1}{\tau}}.
\]

Therefore we have

\[
\delta(T)v(0) = 0 \implies \delta(T/2)v(0) = 0.
\]

Using this recursion and the continuity of \( \delta(t) \) we see that

\[
0 = \lim_{k \to \infty} \delta \left( \frac{T}{2^k} \right) v(0) = \delta(0)v(0) = v(0),
\]

which concludes the proof. \( \square \)

4. Inverse source problems in the case of separated variables source terms

Consider now AISP

\[
\begin{align*}
u'(t) &= Au + F_0H(t), \quad t \in (0, T), \\
u(0) &= u_0, \quad u(T) = u_T,
\end{align*}
\]

with the separated variables source terms \( F(t) := F_0H(t) \), where \( F_0 \in \mathcal{F}_0 \subset \mathcal{D}(A) \) is the time independent and \( H \in \mathcal{H} \subset C[0, T] \) is the time-dependent source terms.

We define here two ISPs: the problem of identification the unknown time independent source \( F_0 \in \mathcal{F}_0 \), when the time-dependent source term \( H \in \mathcal{H} \) is known (subsequently, the problem AISP(\( F \))), and the problem of identification the unknown time-dependent source term \( H \in \mathcal{H} \), when \( F_0 \in \mathcal{F}_0 \) is unknown (subsequently, the problem AISP(\( H \))).
Consider first the problem AISP(F). Substituting $F(t) = F_0H(t)$ in (5) we get:

$$\int_0^T \delta(T - \tau)F_0H(\tau)d\tau = u_T - \delta(T)u_0, \quad T > 0.$$  

This implies:

$$\left(\int_0^T \delta(T - \tau)H(\tau)d\tau\right)F_0 = u_T - \delta(T)u_0, \quad T > 0.$$  

Hence the unique solution of AISP(F), defined by (14), is obtained as follows:

$$F_0 = \left(\int_0^T \delta(T - \tau)H(\tau)d\tau\right)^{-1}(u_T - \delta(T)u_0). \quad (16)$$

To analyze the above problems AISP(H), we start with the simple example.

**Example 1.** Let $\Omega := (0, 1)$, and $A : D(A) \to \mathcal{B}, \mathcal{B} = H^0(\Omega) \equiv L_2(\Omega)$ is defined to be as,

$$A = -\frac{d^2}{dx^2}, \quad D(A) := \mathcal{H}^1(\Omega) \cap H^2(\Omega),$$

where $\mathcal{H}^1(\Omega) := \{h \in H^0(\Omega) : u(0) = u(1) = 0\}$. The spectrum $\sigma(A)$ of $A$ consists of the eigenvalues $\lambda_n = \pi^2n^2$, $n \in \mathbb{N}$. The set $\{e_n(x)\}$ of corresponding eigenfunctions $e_n(x) = \sqrt{2} \sin(n\pi x)$, $n \in \mathbb{N}$, $x \in (0, 1)$, is an orthonormal complete system in $H^0(\Omega)$, i.e., $(e_n, e_m)_{H^0(\Omega)} = \delta_{nm}$, where $\delta_{nm}$ is the Kronecker delta. Using the method of separation of variables we see that

$$u(t) = e^{-\lambda t}u_0 := \sum_{n=1}^{\infty} e^{-\lambda_n t}(e_n, u_0)e_n$$

is the unique solution to the Cauchy problem $u_t + Au = 0$, $u(0) = u_0$, along with the homogeneous Dirichlet boundary conditions.

Now, for a given $f(x) \in H^0(0, 1)$ we need to find the pair $(u(x, t), h(t))$ in the problem

$$\begin{cases}
    u_t - u_{xx} = f(x)h(t), & (x, t) \in \Omega_T;
    u(0, t) = u(1, t) = 0, & t \in (0, T);
    u(x, 0) = 0, & x \in (0, 1),
\end{cases} \quad (17)$$

by imposing an additional condition below. The question here is, **which additional data on $u(x, t)$ will ensure the uniqueness of the time-dependent source $h(t)$?**

The solution $u(x, t)$ of the parabolic (direct) problem (17) can be interpreted in the following form

$$u(x, t) = \int_0^T e^{-\lambda(t-s)} h(s)ds = \sum_{m=1}^{\infty} \int_0^T e^{-\lambda_m(t-s)} h(s)ds \int e_{m}(x), \quad f_m := (f, e_m)_{H^0(0,1)}.$$  

For determination of the unknown source $h(t) \in H^0(0, T)$, let us first assume that the measured output data is given in the form of the final overdetermination: $u_T(x) := u(x, T)$, $T > 0$. Substituting $t = T$ in (18), multiplying both sides of (18) by $e_n(x)$, and then integrating on $[0, 1]$ we concludle:

$$\int_0^T e^{-\lambda_n (T-t)} h(t)dt = u_T, \quad \forall n \in \mathbb{N}, \quad u_T, n = (u_T, e_n)_{H^0(0,1)}, \quad n \in \mathbb{N}, \quad (19)$$

where $u_T, n$ are the Fourier coefficients of the function $u_T(x)$. Evidently, if the function $h(t) \in H^0(0, T)$ is a solution of the linear Fredholm equation of the first kind (19), then for any function $h_0(t) \in H^0(0, T)$, satisfying the conditions $(\exp(\lambda_n t), h_0)_{H^0(0, T)} = 0$, $n = 1, 2, 3, \ldots$, the function $h(t) := h(t) + h_0(t) \in H^0(0, T)$ is also a solution of Eq. (19). Thus, the measured output data $u_T(x) := u(x, T)$, cannot uniquely determine the time-dependent unknown source $h(t)$, which means that the final overdetermination is not an optimal choice to ensure the uniqueness of $h(t)$.

To give a small hint: Consider $f(x) = e_1(x)$. Using the consideration above we see that

$$\int_0^T e^{\lambda_1 t} h(t)dt = 0.$$  

Using the decomposition $L_2(0, T) = [e^{\lambda_1 t}] \oplus [e^{\lambda_1 t}]^\perp$ we see that this identity is fulfilled for any $h \in [e^{\lambda_1 t}]^\perp$. \qed
Extending the function \( H(t) \) by zero outside of \([0, T]\), and assuming \( \lambda \geq \lambda_0 > 0 \) we get:

\[
\int_0^\infty u(x, t)e^{-\lambda t}dt = \int_0^\infty e^{-\lambda t}e^{-\lambda t}F_0(x)dt \int_0^\infty e^{-\lambda t}H(t)dt.
\]

Using [2, Chapter 1.4] we have

\[
 w_\lambda := (\lambda I + A)^{-1}F_0 = \int_0^\infty e^{-\lambda t}e^{-\lambda t}F_0(x)dt, \quad \forall \lambda \geq \lambda_0.
\]

Here the function \( w_\lambda \) is the unique solution to \((\lambda I + A)w_\lambda = F_0\), subject to homogeneous Dirichlet conditions. We would like to employ the strong maximum principle of Hopf to this equation. This principle is valid for differential operators in a non-divergence form. Note that if the coefficients \( a_{ij} \in C^1(\Omega) \) then the operator \( A \) can be easily transformed into the non-divergence form. We need to know that \( w_\lambda \in C^2(\Omega) \cap C(\overline{\Omega}) \), which follows from \[18, Theorem 6.13\].

By the assumption \( 0 \neq F_0 \geq 0 \) we may apply the strong maximum principle (\[1, Chapter 6.4\], or \[18, Theorem 3.5\]) for a connected domain to obtain \( w_\lambda(x) > 0 \), for all \( x \in \Omega \). Due to the fact that \( u_I(t) := u_I^{(1)}(t) - u_I^{(2)}(t) = 0 \) and \( H(t) = 0 \) for all \( t > T \), we see that \( u(x, t) = 0 \) for all \( t > T \) and \( x \in \Omega \).

Now, considering \( [22] \) at \( x = x_0 \) and taking into account the condition \( g^{(1)}(t) = g^{(2)}(t) \), i.e. \( u(x_0, t) = 0 \) in \([0, T]\), we get

\[
0 = \int_0^T e^{-\lambda t}H(t)dt = \int_0^\infty e^{-\lambda t}H(t)dt, \quad \forall \lambda \geq \lambda_0.
\]

Since Laplace transform is one-to-one, we deduce that \( H(t) \equiv 0 \) in \([0, T]\). Invoking this into \( [21] \) we arrive at \( u(x, t) = 0 \) for all \((x, t) \in \Omega_T\), which completes the proof of the theorem. \( \square \)

**Example 2.** Let us consider the same problem as in Example 1, but we set \( f = e_n \). Further we assume that the measured output data is given in the form of the value \( v_0(t) := u(x_0, t) \) of temperature measured at some interior point \( x_0 \in (0, 1) \) for which \( f(x_0) \neq 0 \). To prove the uniqueness of the solution of this ISP, we assume that \( u(x; h_k), u(x_0; h_k) = v_0(t), k = 1, 2 \), are two solutions of the inverse problem. Then, by \( [18] \) we conclude that the function \( v(x) := u(x; h_1) - u(x; h_2) \), satisfies the integral equation

\[
\int_0^t e^{-\lambda_0(t-s)}[h_1(s) - h_2(s)]ds = 0, \quad t \in (0, T).
\]

First we multiply this by \( e^{h(t)} \), then differentiate with respect to the time variable to conclude that \( h_1(t) - h_2(t) = 0, \forall t \in (0, T) \). So, we can see that the final time measurements are not needed in this case. \( \square \)
The following theorem generalizes Example 2 to the more dimensional case with a linear differential operator $A$ of second order, defined by (3). We will employ the maximum/minimum principle for parabolic equations [19,20] in our proof. In this way we do not need the final overdetermination and we allow the function $F_0$ to change its sign. Another difference between both theorems is in the location of the measurement point $x_0$. Its position is arbitrary in Theorem 2 and in Theorem 3 $x_0 \notin \Omega$ lies in the support of $F_0$. Let us note that the comparison principle is written for a differential operator $A$ in a nondivergence form. To rewrite (3) into the needed form we have to assume that $u_0 \in C^1$ for all indices $i$ and $j$.

**Theorem 3.** Assume that $A$ is a strongly elliptic operator, $c \geq 0$. Let $(u^{(k)}, H^{(k)})$, $k = 1, 2$, be two solutions of problem (20) such that $H^{(1)}, u^{(1)}, \partial_0 u^{(1)}, \partial_n u^{(1)}, \partial^2 u^{(1)} \in L(\Omega_T) \cup \mathbb{R}$. Assume that $0 \neq F_0 \in C^2(\Omega)$, $F_0 = 0$ on $\Gamma$, $\Omega \subset \mathbb{R}$. If $x_0 \in \Omega$ such that $F_0(x_0) \neq 0$ and $g^{(1)}(t) = g^{(2)}(t)$, then $(u^{(1)}, H^{(1)}) = (u^{(2)}, H^{(2)})$ for all $(x, t) \in \Omega_T$.

**Proof.** Consider the following auxiliary problem

$$
v_x(x, t) + Av(x, t) = 0, \quad (x, t) \in \Omega_T,
$$

$$
v(x, t) = 0, \quad (x, t) \in \partial \Omega \times (0, T),
$$

$$
v(0, 0) = AF_0(x), \quad x \in \Omega,
$$

with the exact solution in a closed form $v(x, t) = e^{-At}AF_0(x)$. The strong minimum/maximum principle [19,20] says that extrema are taken on the parabolic boundary, i.e. $|v(x, t)| \leq C$ for all $(x, t) \in \Omega_T$, because of $F_0 \in C^2(\Omega)$.

The pair $(u, H)$, with $u = u^{(1)} - u^{(2)}$ and $H = H^{(1)} - H^{(2)}$, satisfies (21) and we may write

$$
u(x, t) = \int_0^t H(s)e^{-A(t-s)}F_0(x)ds.
$$

Applying the operator $A$ to both sides of this relation and taking into account the fact that $A$ commutes with the semigroup, we get

$$
H(t)F_0(x) - u_i(x, t) = Au(x, t) = \int_0^t H(s)e^{-A(t-s)}AF_0(x)ds.
$$

Considering this equation at the point $x_0$ and using $g^{(1)}(t) = g^{(2)}(t)$ we get

$$
H(t)F_0(x_0) = \int_0^t H(s)e^{-A(t-s)}AF_0(x_0)ds \quad \forall t \in [0, T].
$$

Due to the boundedness of the function $v$, we deduce that

$$
|H(t)| \mid F_0(x_0) \mid \leq C \int_0^t |H(s)| ds \quad \forall t \in [0, T].
$$

Involving the assumption $F_0(x_0) \neq 0$ and the Gronwall lemma we conclude that $H(t) = 0$ in $[0, T]$. This implies that $u(x, t) = 0$ for all $(x, t) \in \Omega_T$. \hfill $\square$
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