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Abstract

Counting bacterial colonies on microbiological culture plates is a time-consuming, error-prone, nevertheless essential quantitative task in Clinical Microbiology Laboratories. With this work we explore the possibility to find effective solutions to the above issue by designing and testing two different machine learning approaches. The first one is based on the extraction of a complete set of handcrafted morphometric and radiometric features used within a Support Vector Machines solution. The second one is based on the design and configuration of a Convolutional Neural Networks deep learning architecture. To validate, in a real and challenging clinical scenario, the proposed bacterial load estimation techniques, we built and publicly released a fully labeled large and representative database of both single and aggregated bacterial colonies extracted from routine clinical laboratory culture plates. Dataset enhancement approaches have also been experimentally tested for performance optimization. The adopted deep learning approach outperformed the handcrafted feature based one, and also a conventional reference technique, by a large margin, becoming a preferable solution for the addressed Digital Microbiology Imaging quantification task, especially in the emerging context of Full Laboratory Automation systems.
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1. Introduction

What it has been considered, for a long time and till a very recent past, the dream of fully automatize the complex workflow of Clinical Microbiology Laboratories (CML) [1] is now becoming a tangible reality thanks to the advent and rapid diffusion of the so called Full (or Total) Laboratory Automation (FLA) systems [2, 3, 4]. A main characteristic of FLA is the possibility to acquire (and then process, visualize, store and communicate) high-quality digital images of the bacterial cultures on solid agar plates, during their incubation. Diagnostic Microbiology Imaging (DMI) in the context of FLA systems is triggering a new digital revolution in CML.

Thanks to the recent advancements of image analysis and interpretation technologies, there is a broad range of crucial tasks where DMI technologies can have a key role in favoring faster, more robust and reliable diagnostic procedures: from the automation of mundane tasks (e.g. the screening of negative plates) to the development of advanced computer-aided image interpretation techniques, capable to face the very high degree of variability that characterizes clinical microbiology applications and to support accurate and early diagnosis for the reduction of turnaround times for diagnosis and patient treatment.

Objectives and Contribution

The number of colonies on culture plates, also called colony forming units (CFU), is used in clinical microbiology as a rough estimate of the number of viable bacteria in a sample. Therefore, an important step in many CM protocols toward the estimation of the nature and degree of infections is bacterial colony counting (BCC). However, BCC is inherently a complex task, in particular if thought as a component of a system that cannot fail (in fact, underestimation errors in this phase may become missed diagnosis of infectious diseases, thus missed treatment of the patient) and that must operate in routinary clinical conditions (characterized by a high variability in bacterial growing patterns and by the possible presence of other disturbing elements on the plate). As a consequence, what can be thought as a mundane and relatively simple task for microbiologists, it is actually a very complex task for a machine. While for higher bacterial loads, when massive confluent areas occur, the count is not required to be exact, and some coarse estimation can be done (this is a different problem with respect to BCC and it is not addressed in this work), an accurate and precise count of single colonies and countable
confluent agglomerates must be guaranteed, especially for relatively low bacterial loads (e.g. less than 80-100 colonies), so that the software can safely sort the plates in terms of bacterial load intervals or screen out negative samples (i.e. presenting a number of colonies lower than a given threshold). The problem complexity derives from the high morphological variability of the colony agglomerates in terms of number, dimension and configuration of the CFUs in each single aggregate.

This work builds on our preliminary study [5] where we tested the suitability of a Convolutional Neural Network (CNN) approach to address the considered task. The objectives of the present work are 1) to confirm the promising results of [5] on a significantly extended and improved database of colony segments (the adopted CNN topology has been confirmed to be the most suitable one by an accurate cross-validation process), 2) to test various dataset augmentations and normalizations and their suitable combination and 3) to demonstrate the superiority of the proposed deep learning approach with respect to what can be considered a strong competitor, i.e. a properly designed and implemented handcrafted feature based SVM classification system that works on the same target counting classes and that exploits a complete and discriminative set of colorimetric and morphometric features extracted from the bacterial colonies. Comparisons have also been extended to the results obtained by watershed based counting [6], [7] which is currently the most diffused solving approach. An effort has been made to significantly extend the database from 17k to 28.5k images, all taken from clinical samples, with reduced class skewness and with a completely revised labeling by a second expert. This database is made public in order to serve as a reference for research works on the same or related tasks in the emerging Digital Microbiology Imaging application field.

The rest of the paper is organized as follows: in Sec.2 we give an overview on BCC approaches we found in literature as well as on the recent applications of CNN to a variety of challenging biomedical tasks. A concise overview of the acquisition system is given in Sec.3, while Sec.4 is devoted to the presentation of our new fully labeled image segments database and related pre-processing and enhancement solutions. The proposed CNN-based approach to the estimation of the cardinality of CFU aggregates and outlier rejection is described in Sec.5 as well as the description of the handcrafted feature-based classification pipeline proposed as a competing technique. Experimental results and performance comparisons are presented and discussed in Sec.6, while concluding remarks are provided in Sec.7.
2. Related work

Literature on bacterial colony counting accounts for many interesting approaches claiming, in some cases, performances comparable to human technicians. However, the experimental settings of all of these studies were quite specific. Many literature methods were tested just on one or few strains, with few different bacterial load tested generally on a limited amount of plates and/or controlled lab conditions. None of the existing works have been tested against a large variety of samples coming from clinical routine, representative of the real complexity of the task. This is probably a main reason of why the existing methods are not widely adopted in CML. Another reason may be that many of the existing solutions are software-centric, claiming good flexibility regardless of the recording system. However, the adopted segmentation methods are parametric and, in practice, even if slightly adjusted, they are incapable to effectively handle differences among recording systems at a large scale. Thus, many of the existing colony counter proposed a “best effort approach”: they attempt to count, then they propose to the user a visual overlay of the segmentation and segments enumeration results, so that the user can understand if something went wrong and, whether necessary, to roll back and count herself/himself colonies on the plate. In clinical applications, reliability and cost-effectiveness are of primary importance, thus such best effort approach is not acceptable, because the human would need to be strongly present in the loop, deteriorating the throughput instead of increasing it. A high degree of reliability and a boosted expectation for a widespread adoption of such technology can be reached only with a controlled, repeatable and replicable recording systems. This degree of image acquisition standardization is exactly what the increasingly diffusing FLA systems are capable to provide [4]. Bacterial colony counting has been first attempted by pioneers in [8], [9], [10]. These works proposed custom recording and processing systems for performing bacterial colony counting on agar plates. In [11], it is proposed to apply distance transform on a segmented binarized image and to consider as colonies the local maxima with values over a certain threshold. A method that exploits a particular lighting producing countable spot reflections on certain colonies is proposed in [12]. A method that uses the watershed transform for splitting clumps once the colonies are segmented is reported both in [6] and in [7]. Another grayscale morphological analysis solution for counting is introduced in [13]. The above methods usually rely on an involved parameters hand-tuning, that can be
effectively adjusted only for some limited settings. However, they may have difficulties when facing the large variety encountered in clinical routine. For example, it is hard to set correct threshold for a watershed splitting when dealing at the same time with micro-colonies with about 10 pixels diameter on high resolution images and macro-colonies with hundreds or even thousands pixels diameter, especially in clinical settings where not all the colonies have a regularly rounded morphology. The shortcomings of traditional image processing methods have suggested the design of handcrafted feature-based classification approaches for determining the segments cardinality. In [14] a method based on shape classification of the segments is presented. A Sanger neural network is adopted for performing dimensionality reduction of the binary segments, that are then classified in categories from 1 to 7 colonies, or outliers, obtaining results similar to those attainable by watershed based techniques. The OpenCFU solution [15] proposes a segmentation method based on multiple thresholding, then a score map is computed from the multiple segmentation by means of a particle filter on simple segments moments; confluent segments are separated by means of a watershed transform on the distance map. In [16], a multistage classification identifies isolated colonies, which are detected by means of a classifier taking as inputs Zernike moments representations of the binary segments and, where detected, isolated colonies are subsequently classified to recognize different bacterial species.

CNN are hierarchical models that are attaining state-of-the-art performances for many object classification and detection applications. They have been first introduced for overcoming known problems of fully connected deep neural networks when handling high dimensionality structured inputs, such as images or speech [17]. Convolutional layers topologically encode spatial correlation by means of local receptive fields, moreover they enforce shift and distortion invariance by feature pooling and by forcing shared weights on features map, so that each feature map replicates the same features on the local receptive fields all over the input. Encoding those constraint in the network topology reduces the number of parameters to learn, thus the training set dimensionality and the computational resources needed, while theoretically just slightly impacting the expressive power of the model. Recently, favored by the advent of fast GPU and smart devices added to the original design, CNNs have become state-of-the-art solutions for large scale object classification [18, 19] and object detection tasks [20, 19]. CNNs have been already applied to a variety of biomedical imaging problems. In [21] cells and nuclei of developing embryos of *C. elegans* roundworm were segmented and
located. A system that performs automatic segmentation of neuronal structures on electronic microscope images was presented in [22], while in [23] a CNN system is designed for mitosis detection on cell nucleus in breast cancer histology images, significantly outperforming previous solutions. Another approach for detecting mitosis in live-imaging microscopy images has been proposed in [24]. In [25] an architecture for segmenting neuronal structures in electron microscopic images is experimented. In [26] a fast scanning deep convolutional neural network has been applied for histopathological image segmentation. Eventually, without wanting to be exhaustive, an increasing number of original investigations related to various task in the vast field of radiology diagnostic imaging are appearing. For example, chest radiography retrieval [27], mass lesion classification in mammography [28], spine metastases detection in Computed Tomography [29] and knee segmentation in Magnetic Resonance Imaging [30].

3. Image acquisition

This study focuses on clinical urine samples (collected from the routine activity of CML sites), that numerically represent a large portion of the whole set of specimens examined in CMLs [31]. Similarly to what happens in many
Figure 2: Example of segments of different classes.

laboratories worldwide, specimens have been inoculated on Trypticase Soy Agar with 5% sheep blood (an example is shown in Fig.1). The urine samples are representative of the majority of human pathogens, not only those of the urinary tract, so a computer vision system trained on this type of samples has inherently good generalization properties. Images are produced by the acquisition equipment within the WaspLab™ (Copan Italia S.p.a., Italy) FLA system, a combination of high-resolution linear camera, multiple lighting system and sample conveyor. The camera has a linear sensor, that acquires at each shot 3 lines (RGB channels) of more than 4000 pixels. The plate slides under the camera by an automated sledge. The result of the scan is a high resolution image of the camera, that count more than 4000x4000 isotropic pixels (0.0265 mm/pixel ratio). Since the bacteria colony size may be very small, a low noise acquisition system is important in order to have good results even at high zoom. Particular attention has been spent also on the setting of the illumination conditions. A led lighting bar has been used in order to spotlight the acquired sample stripes. Reflections helps to visually appreciate the degree of convexity and the morphology of bacterial colonies. The acquisition system can acquire a series of image of each blood agar plate at different times. Here we use images taken at time 0 (just after plating) and time N (N = 16 to 48 hours, depending on the culture protocol).

4. Colony segments dataset
4.1. Segmentation

The captured images of blood agar plates are segmented by a software made available on the WASPlab system. Colonies are considered as foreground objects that grows over the agar which is a fairly uniform background. Time 0 image is useful to make a differential operation that can discriminate and isolate the bacterial growth, so as to achieve isolated growth segments which can contain single colony or isolated colonies agglomerates. The segmentation pipeline is composed by the following two phases: 1) a coregistration of the image of the bacterial culture (time N image) to the image of the plate right after inoculation (time 0 image) by means of a normalized roto-translational correlation, and 2) a mixed global thresholding [32] and adaptive thresholding [33] through which a segment and a binary mask can be extracted.

CFU aggregates can have very different sizes, from really tiny microcolonies of 0.1 mm$^2$, to huge confluent configurations of 3 cm$^2$. Accordingly, the resulting rectangular image segments containing the isolated or aggregated segmented CFUs have variable dimension. Also image contrast may vary a lot, from highly contrasted colonies with possible halos around them (due to blood haemolysis typical of certain bacteria species), to almost transparent small colonies that are barely visible at certain visualization scales.
4.2. Dataset creation

Each of the obtained segments can be assigned to a class, depending on the number of colonies it contains, from 1 to 6, or labeled as an outlier (the seventh class) if, instead of colonies, contains bubbles, dust or dirt on the agar. Fig.2 shows illustrative image segments belonging to the different classes. Segments that contain seven or more colonies (very rare) can be considered as confluences and therefore they are excluded from this classification problem. Segments have been labeled by experienced operators by means of a dedicated GUI (see Fig.3) and the corresponding data have been stored using a custom metadata format. A significant effort was made to reach a fully labeled database size of about 28,500 images. The dataset presents skewed classes, since most of the segments contain only one colony: 50.2% of segments contain an isolated colony, 19.0% contains 2 colonies, 12.8% 3 colonies, 6.5% 4 colonies, 3.4% 5 colonies, 3.6% 6 colonies and 4.5% of segments contains outliers. This is not surprising as it reflects normal clinical conditions, where isolated colonies are more common compared to clustered ones. Skewness was then only partially corrected (with respect to [5]) to guarantee a significantly large and representative number of examples for each class. In order to stimulate further investigations the entire labeled database is released for research use\footnote{The database is released under Creative Commons license at the following web address: http://www.microbia.org/index.php/resources}. As stated, the dataset consists of variable-size images, however traditional CNN requires a constant input dimensionality. Therefore, segments have been resized to fixed sizes. Similarly to [18] a cropping approach has been used. In this process, segments are cropped in a square image with side dimension longer than the greatest among the horizontal and vertical segment lengths, followed by an border extension of a fixed size and padding whether necessary. This way however, if the segment is elongated in one direction, nearby colonies from other segments may be included in the other direction. To solve this issue and try to remove the disturbing elements, the available segmentation mask information can be used. In doing so, two different output images can be easily produced, as depicted in Fig.4 and detailed in the following. A bounding box of each segment has been created using the limits of the binary mask (Fig.4(a)). Since the size of this inner bounding box (dashed line in Fig.4 (a)) is variable and not necessarily square, one possibility is to make a padding
of the images, to restore the square dimension, with pixel values calculated as the average of the pixels around the bacterial colonies agglomerate. This way, a bounding box dataset (Fig.4 (c)) has been created. This dataset better conserves the colony to agar interface but does not completely eliminate extraneous material than can still be present in the inner bounding box (see Fig.4, third row). Therefore another masked dataset (Fig.4 (d)) has been also created by applying the binary mask (Fig.4 (b)) to the corresponding segment (setting the background to black zero values), in order to remove all the possible foreign colonies from the images. These two different baseline datasets have been tested in order to analyze how the network is influenced by the masking process and the flexibility of the network itself. All images have been resized to 128x128 pixels, since smaller sizes, by our tests, tend to decrease the overall performance, while higher sizes are not worth to be used after accurate computational load vs performance gain considerations.
4.3. Dataset enhancement

Dataset enhancements techniques, by means of class-preserving transformations, have been also investigated and tested to increase the training set cardinality for all classes and try to normalize the original images. Different datasets have been created (as depicted in Fig.5) in order to test the performance of such transformations.

Dataset augmentation.

- an horizontal flip has been performed on the images, doubling the size of the training dataset (Fig.5a). A vertical flip does not preserve the symmetry with respect to the reflections produced by the lighting system, so the corresponding augmentation is to avoid;

- three different artificial color distortions on CIE-Lab color space have been applied. This color space is better suited to many digital image manipulations than the RGB space. 3 different magnitude value for these deviations space have been applied (an example in Fig.5b). A dataset of color-distorted images can be useful to determine if the classification system is robust against this kind of distortion.

- two different values of spatial rescaling before cropping (Fig.5c) has been implemented, in particular with values of 85% and 115% compared to the original size.

- since, when considered independently, horizontal flip and spatial rescalings will provide the best performance improvements, their combination has also been considered, applying to the rescaled database an horizontal flip, increasing the cardinality of six times.

Dataset normalization.

- we tested a Contrast Limited Adaptive Histogram Equalization (CLAHE) [34] to enhance the local contrast (Fig.5d).

- another enhancement has been produced with the aim to achieve a normalization with respect to the segment orientation. Since colonies cluster together with different angles, this process may enforce some
rotation invariance (Fig.5e). Normalization was obtained by calculating the moments of the image converted to gray-scale by:

\[ M_{ij} = \sum_{x} \sum_{y} x^i y^j I(x, y) \quad (1) \]

with \( I(x, y) \) the image pixel intensities. After the centroid has been calculated:

\[ (c_1, c_2) = \left( \frac{M_{10}}{M_{00}}, \frac{M_{01}}{M_{00}} \right) \quad (2) \]

and with this value, the central moments can be calculated:

\[ \mu_{pq} = \sum_{x} \sum_{y} (x - c_1)^p (y - c_2)^q I(x, y) \quad (3) \]

Given \( \mu'_{20} = \mu_{20}/\mu_{00}, \mu'_{02} = \mu_{02}/\mu_{00} \) and \( \mu'_{11} = \mu_{11}/\mu_{00} \) the segment orientation can been extracted by calculating its angle as follows:

\[ \theta = \frac{1}{2} \arctan \left( \frac{2\mu'_{11}}{\mu'_{20} - \mu'_{02}} \right) \quad (4) \]

However, despite the randomness of the colony confluence patterns, they often tend to cluster in orientations already roughly aligned to the original streaking path. Moreover, colonies have reflections that have a clear horizontal orientation, that is lost after rotation. Thus, enforcing rotation invariance can alter this property, leading to a negative effect in terms of classification performance.

All the enhancements have been applied only to the masked dataset, which has been chosen as the reference baseline for its demonstrated higher performance compared to the bounding box dataset.

5. Cardinality classification and outlier rejection

Three different methods for colonies enumeration inside segments are described in the following. First a CNN-based classification solution is designed to recognize segments cardinality and the presence of outliers. The second method consists in a classification pipeline based on handcrafted features extraction for the same purposes. Finally, a conventional watershed-based image processing approach is outlined.
Figure 5: Examples of dataset augmentation techniques, horizontal flip (a), artificial color distortion (b), rescaling (c), Contrast Adaptive Histogram Equalization (d), rotation invariance (e).

5.1. CNN classification

The proposed CNN-based colonies classifier has been experimentally determined and configured deriving the best model by an accurate cross-validation process. Similarly to [17], our CNN topology is composed by five learned layers, four convolutional and one fully connected, as shown in Fig 6:

- 1st conv. layer, 20 feature maps with filter size 5x5;
- 2nd conv. layer, 50 feature maps with filter size 5x5;
- 3rd conv. layer, 100 feature maps with filter size 4x4;
- 4th conv. layer, 200 feature maps with filter size 4x4;
- fully connected layer, 500 hidden units;
- soft-max output layer.

The CNN has been implemented within the BVLC Caffe [35] framework of UC Berkeley which is conceived to facilitate the design, exploration and
implementation of CNNs and other Deep Neural Networks, while providing computationally effective software solutions which make applications suitable for both investigative and industrial exploitations. Caffe models and optimization are defined by plain text schemes for ease of testing. In order to speed up learning convergence, non-saturating non-linearities $f(x) = \max(0,x)$, also referred as ReLU activation function [36], are adopted on all layers. Deep convolutional neural networks with ReLU learn way faster than their sigmoid counterparts. The output of the convolutional layers after passing through ReLU non-linearities is normalized by means of Local Response Normalization [18], then downsampled with non-overlapping max-pooling. For reducing over-fitting on the two fully-connected stages, a random dropout (cross-validated at the 75% of the weights) is adopted on them [37]. Networks weights are initialized following an initialization scheme, that in the Caffe framework, is called xavier [38][39], which initializes each weight drawing their value from an uniform probability distribution on the interval $[-a,a]$ where

$$a = \sqrt{\frac{3}{\text{fan}_{in}}}$$  \hspace{1cm} (5)

and $\text{fan}_{in}$ is the number of input nodes, while the bias values are initialized as constants. The learning phase has been configured as follows:

- training is performed with Stochastic Gradient Descent (SGD) with batch size 64;
- for regularizing, weight decay is set to 0.0005;
- learning rate is initialized to 0.01 and it is decreased of the 0.01% at
each iteration;

- training is performed at first applying momentum at 0.9.

Choosing the proper learning rate can be fairly difficult. One standard method that works well in practice is to use a small enough learning rate that gives stable convergence in the initial epoch (full pass through the training set) and then halve the value of the learning rate as convergence slows down. To prevent sharp fluctuations in the learning curves and then to stabilize the accuracy curves, the learning rate has been halved at 20,000 and 40,000 iterations. This demonstrated good convergence to a local minima of loss function. SGD can lead to very slow convergence particularly after the initial steep gains. Momentum $\gamma(0, 1]$ is one method for pushing the objective more quickly along the shallow ravine and it has been set to 0.9.

Performances evaluation have been done by randomly splitting the dataset in 70%/30% training/testing. Cross-validation has been done by retaining the 30% of the training set apart during model selection.

5.2. Handcrafted features classification

A conventional feature-based classification pipeline has been carefully designed, implemented and tested for a direct comparison of the results obtained, for the same task and on the same dataset, with the CNN approach. Such method is composed by an hand-crafted feature extraction phase, followed by a classification phase. The meaningfully selected features extracted on each image segment of our database are:

- Elliptic Fourier Descriptors (EFD) [40] of the segment shape up to the $50^{th}$ order, for a total of 200 features;

- color histogram of the segment in the CIE-Lab pixel color space: eight bins for each channel for a total of 512 features ($8^3$);

- segments surface area.

Elliptic Fourier descriptors [18] are a Fourier representation of a chain code approximation of closed continuous contours [19]. Kuhl has proposed a method for deriving a chain code from a binary connected component [20]. Elliptic Fourier descriptors of a binary segment represent its shape. By taking the most significant orders of the descriptors, they will give a compact and approximate representation of the shape. The approximation error will
depend upon the order of the descriptors that are retained. The higher the order, the better the approximation. Each order corresponds to 4 coefficients. Elliptic Fourier descriptors have some desirable properties:

- rotation invariance;
- scale invariance;
- shift invariance, directly from chain code representation;
- shape regularization (the approximation cleans small shape artifacts);
- compact representation (inherent reduction of the feature space dimensionality).

The original feature vector is 713-dimensional. Feature reduction was performed by PCA with the following arrangements. Elliptic Fourier descriptors coefficients are meaningfully comparable to each other, but their values are not comparable to color histogram features values, since they measure different properties, so they are not inter-scaled properly. For this reason, it would not make sense to process them together with PCA, that is going to be unbalanced due to the differences in their scales, thus in their variances. Performing a features-wise scaling before PCA would disrupt relations of the features within the same data group type. Two separated PCA are performed on the two type of data without prior scaling. Then, the obtained features are aggregated together and normalized with respect their average and their variance, for avoiding a skewed features space, that can be harmful for the classifier learning. Random forests are used for features selection [23],[24],[25]. Despite random forests are mostly known as classifiers, since they builds on the concept of features importance they can be really effective also when exploited as feature selectors. Only features that have an importance bigger than a certain threshold, e.g. 5%, are kept, while the others are discarded [41]. Features pre-processed in the described way are then classified by a Support Vector Machine approach with Radial Basis Function kernels [42]. The optimal hyper-parameters are chosen by means of model selection on multiple iterations. Each iteration has a different shuffled dataset splitting between training and testing set, always keeping a 70%/30% proportion between training and testing sets respectively. A grid parameters exploration searches for the best $\sigma$ of the basis function and C regularization parameters. Cross-validation is performed on a validation set, obtained from the 30% of the training set.
5.3. Watershed based colony separation

For further comparison, a conventional morphological image processing method was also considered: a distance transform applied to the binary masks of the segments combined with watershed transform have been implemented to separate aggregated colonies. Watershed is a classical algorithm used for clumps splitting. Starting from the local maxima of the distance transform which are selected as markers, the watershed algorithm treats pixels values as a local topographic (elevation) map. The algorithm floods basins from the markers, until basins attributed to different markers meet on watershed lines. To allow a complete performance comparison, a segment will be considered as an outlier if the separated objects are more than six, i.e. classes not present in the dataset.

6. Results

The segments dataset has been randomly split in 70% for training and 30% for testing to evaluate the performance of the implemented systems. 30% of the training set has been initially retained for model cross-validation and, once the best topology has been defined, it has been included in the final training set. All the experiments shared the same testing set. For the learning based approaches, dataset enhancement techniques have been applied on the training set. The results in Sec. 6.1 are related to the CNN classification performance on the baseline datasets (i.e. the masked and the bounding box ones) and on the enhanced ones. In Sec.6.1.1 the various dataset augmentations and normalizations have been applied and tested only to the masked dataset, given the better performance obtained with this one. The results for each test are presented in terms of accuracy (% of correctly classified samples) and loss function. In Sec.6.1.2 we tested the use of a SVM classification stage in place of the fully connected neural network of the original CNN architecture. In Sec.6.1.3 we obtained a learning curve of our system by testing different dataset splitting. For the best performing CNN case in terms of overall accuracy, we computed other figures of merit, i.e. confusion matrix, precision and recall [43] for each class and an original per-colony error metric). These are used in Sec.6.2 for a performance comparison against the handcrafted feature classification system and watershed based colony separation. Also in these cases, results are presented considering the configurations that offer the best performance.
6.1. CNN results

6.1.1. Baseline configurations and dataset enhancements

Training log loss and test accuracy curves with respect to the number of training iterations are shown in Fig. 7. Fig. 7a represents the training curves of the baseline masked dataset (with no enhancements), in this case the 91.5%
of accuracy is obtained. The resized dataset provides an accuracy gain of 0.5 percentage points (Fig.7b) compared to the baseline. No significant accuracy gain is brought with the artificial color distortions augmentation (Fig.7c), and the same holds for CLAHE (Fig.7d). The horizontal flip dataset augmentation (Fig.7e) produces the higher performance gain, achieving an overall accuracy of the 92.1%. Conversely, a theoretically promising transform such as the normalization with respect to the segment orientation does not achieve the desired effect (Fig.7f). This is due to the presence of reflection patterns on the colonies which result to be misplaced on the rotated images, producing a counterproductive source of variation. Also the combination of the best singularly performing augmentations, i.e. the horizontal flip and the two different values of spatial resize, does not produce any benefit, leading instead to a slight performance worsening (Fig.7g). This is probably caused by an increased information ‘noise’ introduced in the classifier. The bounding box dataset (Fig.7h) reaches 90.5 % of accuracy, a lower value than in the previous cases (likely due to the disturbing residual traces of nearby colonies that may remain due to the simple bounding-box handling, see Fig.4 3rd line), nevertheless showing the robustness and flexibility of CNN in the addressed classification task.

In all the above settings the testing accuracy increases with the number of training iterations and flattens around 30,000 iterations, except for residual fluctuations due to the physiological variations of the network weights. The same holds for the loss function, which tends to zero. This means that the learned features are discriminative for this type of task. 50,000 iterations takes approximately one hour on an Nvidia Titan X GPU for the considered dataset versions.

In Fig.8, the confusion matrix of the best performing model, obtained from the masked dataset with horizontal flip, is presented. The confusion matrix shows that, even if the classes corresponding to cluster composed by 3 to 6 colonies are sometimes misclassified, the wrongly selected labels remain close to the main diagonal, e.g. cluster composed by 5 colonies are rather confused by clusters of 4 or 6 colonies. It has also to be said that the discrimination of those aggregates is fairly often hard even for a trained technician. An illustrative and well representative selection of classification results produced by our reference model are shown in Fig.9 which also comprises meaningful misclassification examples. The most frequent errors occur when a tiny micro-colony is attached to a normal sized single colony: the classifier can confuse the tiny micro-colony as clutter or noise and give as
result a single colony. The CNN classifier effectively detected outliers, segments that are often really difficult to distinguish with standard image and feature analysis techniques.

As a final remark, observing the substantial symmetry of the confusion matrix, favorable error compensation effects are likely to occur in case the system want to be used as a core module within a whole plate CFU counting system\(^2\). A simple way to visualize classification on agar plates is shown in Fig 10, where the different cardinality bacterial aggregates are assigned to their specific class color.

\(^2\)In this work we do not consider the complete set of application requirements of whole plate colony counting, because in the frequent case of limited bacterial load (i.e. up to 80-100 CFUs, where quite well separated colonies and colony aggregates occur, as in Fig.1) an accurate count is highly needed and the extension of the proposed system to whole plate counting is trivial, while, in case of higher bacterial load (i.e. over estimated 100 CFUs), highly confluent growth areas occur, where usually CFUs are no more distinguishable, and where completely different estimation criteria (usually driven by clinical guidelines) and less accurate CFU quantifications are required which are out of the scope of the present work.
6.1.2. Use of SVM classification in place of the fully connected NN

In order to test an alternative CNN+classifier configuration, instead of the 500 nodes fully connected NN, we put downstream of the last convolutional layer a small fully connected layer, with number of neurons equal to the number of classes and without non-linearities, feeding a Hinge Loss layer. Learning this architecture is equivalent to work with a linear SVM acting on features learned by the CNN, similarly to what proposed in [44]. The results in terms of accuracy are lower by about 10% as shown in Fig.7i. The cause of this gap can be found in the linearity of the SVM kernel (the only workable option due to the feature cardinality) against the depth and non-linearity of the original architecture which help to disentangle the complexity of the underlying manifold (a hinge loss function on top of convolutional features suffers of under-fitting).

6.1.3. Dataset splitting and learning curve

The 70/30 dataset splitting has been used for each augmentation/normalization test. Direct comparison among different splitting solutions have the drawback to change the test set, so a fixed testing set solution with variable training set dimensions has been tested. By observing the network accuracy for an increasing portion (20, 40, 60, 80 and 100 %) of the training set (see
Fig. 10: Example of classification visualization.

Fig. 11a), we can understand to which extent a greater number of samples in the training set increases performance. The residual gap between test and training accuracies (we always used the best performing topology and 50k iterations) suggests the presence of overfitting [45] since the classifier performance on the training set do not perfectly generalize on the test set. A main reason of this could be the skewness of the classes in our dataset. This is also confirmed by looking at the asymptotic behavior of the learning curves (Fig. 11b) which predicts a little performance gain with respect to a class statistics preserving insertion of additional samples, therefore suggesting to add quality and informative new samples of less represented (because less probable) classes. This is exactly the reason why while extending our dataset from the initial one used in [5] we also tried to compensate the class skewness. This lead to a performance improvement, in fact we did not observed performance degradations despite the more challenging dataset due to an increment in higher rank samples. For this reason, despite the absolute classification performance are already satisfactory, we will try to expand and update our database as soon as new bunch of data will be available.

6.2. Performance comparison

The obtained results are presented considering the configurations that offer the best performance. For hand-crafted features, this is the case of the dataset with combined flip and rescaling augmentations, while for the watershed counting method we only consider the binary mask of the segments (no learning is involved). The hand-crafted features classification pipeline (which confusion matrix is reported in Fig. 12) leads to an overall accuracy of 79.5%, corresponding to an overall error of 21.5%. This means that the
CNN-based approach halves the error compared to its competing approach. Fig. 13 shows the confusion matrix for the watershed counting method that leads to an overall accuracy drop to 69%. In both cases the confusion matrix is no longer concentrated on the diagonal as it was for the CNN case. A more detailed analysis providing precision and recall coefficients for each class is presented in Table 1: again the performance gain in using the CNN approach is evident, with a particularly significant improvement for multiple CFUs aggregates. Eventually, a per-colony error metric is used to measure the counting accuracy and to further compare the considered techniques. This parameter is defined as

\[ Err = \sqrt{\frac{1}{C} \sum_{s \in S} (c_s - \bar{c}_s)^2} \]  

where \( S \) is the test set, \( c_s \) the count for the sample \( s \), considered empty if it is an outlier, \( \bar{c}_s \) is the estimated count, \( C \) is the sum of the counts of all the aggregates in the test set. Results for the CNN technique on the best scoring database and for the two other techniques are shown in Tab. 2. Again it is evident how the proposed CNN approach drastically improves also this error metric.
7. Conclusion

While we are assisting to the thriving diffusion of Full Laboratory Automation in Clinical Microbiology which generates high expectations for advanced image interpretation solutions (capable to solve challenging visual tasks and to contribute to the early diagnosis and quantification of infectious diseases), at the same time Deep Learning solutions are indeed demonstrating disruptive performance for some challenging classes of image interpretation problems (also addressing many open issues coming from diversified biomedical imaging domains). The complexity of the colony counting task has been well recognized and addressed many times in literature. Its nature is here well represented and documented by the dataset of labeled image segments we built and made available, containing a large number of isolated as well as aggregate CFUs coming from clinical bacterial cultures on blood agar plates related to urinary tract infection screenings. Building on this large database and on the configuration and exploitation of a CNN-based classification architecture we addressed bacterial colony counting obtaining a performance
Table 1: Precision and Recall comparison

<table>
<thead>
<tr>
<th>Class</th>
<th>CNN</th>
<th>HCF</th>
<th>Watershed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>Precision</td>
</tr>
<tr>
<td>1 colony</td>
<td>0.98</td>
<td>0.99</td>
<td>0.91</td>
</tr>
<tr>
<td>2 colonies</td>
<td>0.93</td>
<td>0.92</td>
<td>0.79</td>
</tr>
<tr>
<td>3 colonies</td>
<td>0.83</td>
<td>0.88</td>
<td>0.62</td>
</tr>
<tr>
<td>4 colonies</td>
<td>0.77</td>
<td>0.70</td>
<td>0.38</td>
</tr>
<tr>
<td>5 colonies</td>
<td>0.59</td>
<td>0.44</td>
<td>0.26</td>
</tr>
<tr>
<td>6 colonies</td>
<td>0.71</td>
<td>0.73</td>
<td>0.59</td>
</tr>
<tr>
<td>Outlier</td>
<td>0.94</td>
<td>0.96</td>
<td>0.59</td>
</tr>
</tbody>
</table>

Table 2: Per-colony error comparison

<table>
<thead>
<tr>
<th>Per-colony error</th>
<th>CNN</th>
<th>HCF</th>
<th>Watershed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.28</td>
<td>0.80</td>
<td>0.88</td>
</tr>
</tbody>
</table>

boost with respect to other carefully designed and reference solutions. Very good outlier rejection performances have also been achieved. Analyzing the obtained class confusion matrix, the level of nearby class confusion rarely exceeds the value of one step, while both classification accuracy and per-colony error results evidence a large margin superiority of the proposed deep learning solution. The proposed solution can be seen as a core component of a system which is capable to offer accurate counts with reliable outlier rejection. However, in a CML perspective, there is the need of a tool capable to provide a quantification on an extended range of bacterial load. Therefore what can be easily provided by our solution (i.e. an accurate count on plates with up to 80-100 CFUs) would need to be complemented by other analysis tools able to detect extended zones of confluent growth (typically where the CFUs are no longer visually discernible) and at least to handle coarse bacterial load quantifications on these areas, according to clinical requirements and guidelines. This is left to more implementation oriented works.
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