
10.1177/0272989X04273138MEDICAL DECISION MAKING/JANUARY–FEBRUARY 2005HUANG AND OTHERSORIGINAL ARTICLESPROVIDER PROFILING FOR ASTHMAJAN–FEB

Is Risk-Adjustor Selection More Important Than
Statistical Approach for Provider Profiling?

Asthma as an Example

I-Chan Huang, PhD, Francesca Dominici, PhD, Constantine Frangakis, PhD,
Gregory B. Diette, MD, MHS, Cheryl L. Damberg, PhD, Albert W. Wu, MD, MPH

With the growth of managed care and health care
costs, quality of care has become a major con-

cern to payers and patients in the United States and
worldwide. Performance measurement has the poten-
tial to increase provider accountability to patients, en-
courage health care managers to monitor and improve
quality of care, and help consumers to choose provid-
ers or health plans. An increasing amount of informa-
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Objectives. To examine how the selections of different risk
adjustors and statistical approaches affect the profiles of
physician groups on patient satisfaction. Data sources.
Mailed patient surveys. Patients with asthma were selected
randomly from each of 20 California physician groups be-
tween July 1998 and February 1999. A total of 2515 patients
responded. Research design. A cross-sectional study. Patient
satisfaction with asthma care was the performance indicator
for physician group profiling. Candidate variables for risk-ad-
justment model development included sociodemographic,
clinical characteristics, and self-reported health status. Sta-
tistical strategies were the ratio of observed-to-expected rate
(OE), fixed effects (FE), and the random effects (RE) ap-
proaches. Model performance was evaluated using indica-
tors of discrimination (C-statistic) and calibration (Hosmer-
Lemeshow 2). Ranking impact of using different risk adjus-
tors and statistical approaches was based on the changes in
absolute ranking (AR) and quintile ranking (QR) of physician
group performance and the weighted kappa for quintile rank-
ing. Results. Variables that added significantly to the
discriminative power of risk-adjustment models included
sociodemographic (age, sex, prescription drug coverage),
clinical (asthma severity), and health status (SF-36 PCS and
MCS). Based on an acceptable goodness-of-fit (P > 0.1) and
higher C-statistics, models adjusting for sociodemographic,

clinical, and health status variables (Model S-C-H) using ei-
ther the FE or RE approach were more favorable. However,
the C-statistic (=0.68) was only fair for both models. The in-
fluence of risk-adjustor selection on change of performance
ranking was more salient than choice of statistical strategy
(AR: 50%–80% v. 20%–55%; QR: 10%–30% v. 0%–10%).
Compared to the model adjusting for sociodemographic and
clinical variables only and using OE approach, the Model S-
C-H using RE approach resulted in 70% of groups changing
in AR and 25% changing in QR (weighted kappa: 0.88). Com-
pared to the Consumer Assessment of Health Plans model,
the Model S-C-H using RE approach resulted in 65% of
groups changing in AR and 20% changing in QR (weighted
kappa: 0.88). Conclusions. In comparing the performance of
physician groups on patient satisfaction with asthma care,
the use of sociodemographic, clinical, and health status vari-
ables maximized risk-adjustment model performance. Selec-
tion of risk adjustors had more influence on ranking profiles
than choice of statistical strategies. Stakeholders employing
provider profiling should pay careful attention to the selec-
tion of both variables and statistical approach used in risk-
adjustment. Key words: fixed effects model; physician
group; random effects model; report cards; risk adjustment.
(Med Decis Making 2005;25:20–34)



tion about the provider performance is being released
to the public, often in the form of “provider profiles” or
“report cards.” However, accurate performance report-
ing depends on appropriate risk adjustment.1,2

Risk adjustment is intended to allow fair compari-
son in situations where it is difficult to randomly as-
sign cases to different treatments or exposures.3 Con-
ventionally, risk adjustment emphasizes the concept of
proper selection of risk adjustors. Most studies of risk-
adjustor selection for profiling have been from clinical
settings using clinical and administrative variables
(e.g., Acute Physiology and Chronic Health Evaluation
[APACHE], All Patient Refined Diagnosis-Related
Group [APD-DRGs], Charlson Comorbidity Index,
Computerized Severity Index [CSI], and Diagnostic
Cost Groups-Hierarchical Coexisting Conditions
[DCGs-HCCs]).3 Only a few studies have focused on the
impact of sociodemographic factors,4–6 and empirical
evidence is limited on the impact of different risk ad-
justors for profiling health plans or physician groups.7,8

There have been relatively few comparisons of dif-
ferent statistical approaches for risk adjustment.9–16 For
profiling of physicians or institutions, there are at least
4 approaches available. Perhaps the most frequently
used approach is comparing the ratios of observed-
to-expected (OE) performance rates (e.g., AMI mor-
tality) across providers.17 The 2nd approach is use of
regression-based models with dummy variables for
providers or institutions, using a multiple linear re-
gression when the performance measure is continuous
or a logistic regression when the performance is bi-
nary.12 This method is called a “health plan fixed ef-
fects” model in the Consumer Assessment of Health
Plans Study (CAHPS), a standard patient survey for as-
sessing health plans performance in the United
States.18,19 One limitation of both of these approaches is
that they ignore the effect of small numbers of cases
within individual providers, thus increasing the vari-
ance in provider performance (regression-to-the-mean
bias).9 The random effects model (RE, or multilevel
model) is an approach to deal with the situation in

which some providers have smaller numbers of cases.
This model can adjust for the regression-to-the-mean
bias using shrinkage techniques. Furthermore, the RE
model can be more appropriate than a fixed effects (FE)
model because it takes into account the natural hetero-
geneity across providers, a key source of uncertainty of
these analyses.9,20,21 The most sophisticated but less
used approach is the full Bayesian hierarchical model,
which allows one to combine prior profiling informa-
tion with the currently observed data to obtain the pos-
terior probability distribution of profiling results.9,11,22

Previous studies have generally examined sepa-
rately the impact of risk-adjustor selection and statisti-
cal approach.3 We are not aware of any studies that
have systematically evaluated the joint effect of differ-
ent risk-adjustor selection schemes together with dif-
ferent statistical approaches. The goal of this study was
to evaluate how the selection of risk adjustors and sta-
tistical model affects the profiles for physician groups.
We used satisfaction with asthma care as the profiling
indicator. Asthma is a useful example for profiling be-
cause it is one of the most common chronic conditions
in the United States, and much of the mortality and
morbidity associated with asthma are avoidable when
adequately managed by providers.23

Specifically, we examined whether the performance
ranking of physician groups was affected by 1) the se-
lection of different risk adjustors, including
sociodemographic, clinical, and health status vari-
ables, and 2) the use of a ratio of OE rate approach ver-
sus a FE versus a RE model. We also compared the fa-
vorable risk-adjustment models developed in this
study with the standard risk-adjustment models used
in profiling physicians or institutions (i.e., OE ap-
proach adjusting for sociodemographic and clinical
variables) and health plans (i.e., CAHPS model—using
FE model adjusting for age and health status). We
hypothesized that the use of more sophisticated risk-
adjustor selection schemes and statistical approaches
would have a significant impact on ranking profiles.

METHODS

Sample and Data Collection

This study was conducted in 20 California-based
physician groups participating in the 1998 Asthma
Outcomes Survey (AOS). The AOS was initiated by the
Pacific Business Group on Health (PBGH), a health care
purchasing coalition in California, in conjunction with
the HealthNet, a California-based health plan, for the
purpose of evaluating, improving, and reporting on the
quality of asthma care at the level of physician group.
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The cross-sectional component is described in this
study.24

Experts have suggested that there are benefits of per-
formance reporting at the level of the physician group
or medical group.2,25 On the west coast of the United
States, large physician groups with full-risk contracts
with HMOs are the main providers of medical care. Al-
though health plans may set quality of care policy, most
clinical decisions are made by the physicians within
the physician groups. Health plans may be less able to
affect the outcome of patients who receive care from
physician groups. Evidence suggests that the use of a
health plan as the unit of reporting can make perfor-
mance differences appear very small, particularly
within a given region or market.26,27

In this study, 20 participating physician groups were
instructed to use administrative materials to identify
all managed care patients with at least 1 asthma-related
visit or admission in the outpatient, emergency, or in-
patient setting (identified by ICD-9 code of 493.xx) be-
tween 1 January 1997 and 31 December 1997. Patients
had to be continuously enrolled with the physician
group for that calendar year. Patients were dropped if
their addresses were unavailable (either through the
administrative records or US Postal Service’s National
Change of Address process). From these eligible pa-
tients, the study randomly selected a sample of 650 pa-
tients in each physician group. If a physician group had
fewer than 650 eligible patients, then all eligible
patients were included in the survey sample.

Patient data were collected by mailed patient sur-
vey. The survey was fielded by the PBGH and the
HealthNet using identical methodologies. The survey
period began 14 July 1998 and ended 28 February 1999.
The survey was administered by mail using a
prenotification postcard, a mailed survey, a reminder
postcard, 2 remailings of the survey, and a follow-up re-
minder phone call. A total of 2515 responses were ob-
tained for a response rate of 32.2%.

Study Instrument

The survey was largely based on the “Health Survey
for Asthma Patients” developed at the Johns Hopkins
Health Services Research & Development Center for
the Outcomes Management System Consortium
Asthma Project of the Managed Health Care Associa-
tion.28–30 The survey included questions relating to pa-
tient characteristics, general health, asthma symptoms,
effect of asthma on functioning, asthma medications
and treatment, self-management knowledge and activi-
ties, access to care, and patient satisfaction. In this

study, patients’ satisfaction with asthma care was used
as the performance indicator. In the survey instrument,
patients were asked, “Overall, how would you rate the
quality of care you received for your asthma during the
past 12 months?” The satisfaction indicator was rated
on a 5-point Likert-type scale (poor/fair/good/very
good/excellent), which was dichotomized to greater
satisfaction (very good/excellent) versus lesser
satisfaction (poor/fair/good).

Risk-Adjustment Model Building

In theory, the characteristics of patients and physi-
cian groups are potential confounders that may influ-
ence physician group performance. For profiling, we
would like to adjust for the effect of exogenous factors
(mainly patient characteristics, i.e., those in which the
providers have no influence, such as patient’s age, sex,
education, and baseline severity) rather than endoge-
nous factors (mainly physician group characteristics,
i.e., those characteristics that providers can influence,
such as physician group specialty and number of ancil-
lary staff).31 Because the latter reflect quality of care,
risk adjustment that accounts for characteristics of the
physician groups may mask the true performance of
physician groups. Adjusting for exogenous factors re-
flects that, for example, younger people tend to give
lower responses to satisfaction questions rather than
differences in care delivered to these groups.

In this study, we adjusted for age, sex, education
level, type of health insurance, severity, number of
comorbidities, and health status. All of the variables
used in risk-adjustment models were collected from
the patient survey. The study measured asthma sever-
ity using questions to approximate the National Heart,
Lung, and Blood Institute severity strata (mild-
intermittent, mild-persistent, moderate-persistent, and
severe-persistent).32 Classification of severity was
based on patient reports of the frequency of symptoms
(cough, sputum, wheezing, chest tightness, and short-
ness of breath), the frequency of nocturnal symptoms,
and the chronicity of symptoms between attacks. Se-
verity was determined by the greatest severity in the re-
sponses to any of these questions.24 Comorbid condi-
tions included rhinitis, sinusitis, chronic bronchitis,
heartburn (gastroesophageal reflux), emphysema, and
congestive heart failure. We also adjusted for prescrip-
tion drug coverage because drug coverage is deter-
mined at the level of health plan rather than the physi-
cian group and therefore is an exogenous variable. In
addition, lack of drug coverage could reduce access to
health services and thus affect satisfaction with
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care.33,34 We did not adjust for patient race because evi-
dence suggests that African American patients may re-
ceive poorer quality of care than white patients.35

These risk adjustors were grouped into 3 categories:
1) sociodemographic; that is, age, sex, education level,
type of health insurance, and prescription drug cover-
age; 2) clinical; that is, severity and number of
comorbidities; and 3) health status; that is, the SF-36
physical component score (PCS) and mental compo-
nent score (MCS). We developed 3 risk-adjustment
models: 1) Model S: including sociodemographic vari-
ables; 2) Model S-C: including sociodemographic and
clinical variables; and 3) Model S-C-H: including
sociodemographic, clinical, and health status vari-
ables. Comparisons among these models allowed us to
evaluate the importance of these dimensions of risk
adjustors on the physician group performance.

Statistical Modeling

We compared the risk-adjusted performance (i.e.,
patient satisfaction) across physician groups using 3
statistical methods: a ratio of OE rate approach, an FE
model, and an RE model. The ratio of OE rate approach
calculated the actual satisfaction rate with asthma care
within each physician group divided by expected sat-
isfaction rate of each physician group. The expected
satisfaction rate for each participant was estimated us-
ing a logistic regression model, adjusting for patient
characteristics based on all patients across 20 physi-
cian groups. The expected satisfaction rate for each
physician group was estimated by summarizing the ex-
pected rates for subjects within a physician group and
then divided by total subjects in that group.

The FE model using 19 dummy variables for 20 phy-
sician groups was as follows:
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where P(Yij = 1): probability of satisfaction with asthma
care for subject j in physician group i; β0: average log-
odds of satisfaction across the 20 physician groups for a
subject whose characteristics that are continuous equal
to cohort average, and who is female, with high school
& below education, public health insurance, and no
prescription drug coverage; βk: overall mean slope for
continuous characteristic k; βh: overall mean slope for
binary characteristic h; Xkij: continuous characteristic k
of subject j in physician group i; Xk: overall mean of

subjects’ characteristic k, k = 1, . . . p; X hij
* : binary char-

acteristic h of subject j in physician group i; Zij: binary
indicator of the physician group i for the subject j.

Applying the FE model, to estimate the risk-adjusted
odds ratio of satisfaction (greater satisfaction v. lesser
satisfaction) attributable to the ith physician group rel-
ative to the average group, we assigned a “1” into the bi-
nary indicator (Zij) for patients belonging to the 1 of the
first 19 corresponding physician groups, and assigned
a “–1” into all 19 binary indicators for patients belong-
ing to the 20th physician group.10 The performance of
the physician groups 1~19 can be calculated by
exponentiating the coefficient of the binary indicator
(λi) of a specific physician group i. The performance for
the 20th physician group can be calculated by
exponentiating the sum of the negative coefficients of

binary indicator ( ( ))−
=
∑ λ i
i 1

19

for physician group 1~19.

For the RE model, conditional on the (p+1) –
dimensional vectors of coefficients βi = (βi0, βi1, . . . βip)
for the group (i = 1, . . . 20), logit (Yij=1) = βki +

β ki kij
k

p

X,
=

∑
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. The βi0, i = 1, . . . 20 are independently (and

normally) distributed N (β σ0 0
2, ). Usually the assump-

tion on βi is that it follows a multivariate normal distri-
bution (MVN) with mean vector α = (α0, α1, . . . αp) and
covariance matrix T.36 In this study, we used a random
intercept model (i.e., a random parameter for βi0). We
assumed that the potential confounding effects of the
patient-level risk factors on performance estimation
are the same across 20 groups, and therefore we mod-
eled the regression coefficients (β1, β2, . . . βp) as FE. The
RE model was modeled as follows:
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where P(Yij=1|β0i): probability of satisfaction with
asthma care for subject j in physician group i condi-
tional to the random effect; β0i: log-odds of satisfaction
with asthma care specific to the physician group i; β0:
average log-odds of satisfaction across the 20 physician
groups for a subject whose characteristics that are con-
tinuous and equal to cohort average, and who is female,
with high school and below education, public health
insurance, and no prescription drug coverage; βk: over-
all mean slope for continuous characteristic k; βh: over-
all mean slope for binary characteristic h; Xkij: continu-
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ous characteristic k of subject j in physician group i; Xk:
overall mean of subject’s characteristic k; X hij

* : binary
characteristic h of subject j in physician group i.
The parameter exp(β0i) denotes the group-specific risk-
adjusted odds ratio of satisfaction (greater satisfaction
v. less satisfaction) with respect to all covariates that
are continuous for the average patient, who is female,
has high school and below education, public health in-
surance, and no prescription drug.10

An RE model is a more appropriate statistical ap-
proach than an FE model for estimating the perfor-
mance of each physician group because it takes into ac-
count 1) the statistical uncertainty of each group-
specific performance (within-group variance) and 2)
the natural heterogeneity of the true group-specific per-
formances (between-group variance). Therefore, under
a random effect model, the group-specific performance
takes into account both of these key sources of uncer-
tainty.9,11 In summary, we developed a 2-level model to
better address the clustering effect of patients nested
within a specific physician group. At level 1 (patient
level), for the ith physician group, patient covariates
are related to the probability of the dichotomous out-
come by a multiple logistic regression. At level 2 (phy-
sician group level), the intercept term of logistic regres-
sion at level 1 is assumed to vary randomly across
physician groups (i.e., RE), which allows for the odds
of the outcome (for an average patient) to vary across
physician groups. The random effects of physician
groups were assumed to follow a normal distri-
bution.20,21 We did not adjust for physician group char-
acteristics at level 2 because these factors are elements
of quality of care of physician groups.31

Comparisons of Risk-Adjustment Models

We used discrimination and calibration to compare
the performance of risk-adjustment models.3 Discrimi-
nation measures the model’s ability to distinguish be-
tween patients who have an outcome and those who do
not (i.e., greater satisfaction v. lesser satisfaction). A
model’s discrimination can be measured by calculating
the area under a receiver operator characteristic (ROC)
curve (equivalent to the C-statistic). A model’s C-statistic
can range from 0.5 (no discriminative power) to 1.0
(perfect discriminative power). Separate C-statistics
were compared for statistical differences across differ-
ent risk-adjustment schemes using a univariate Z-test
with the adjustment for correlations of areas under
ROC curves in the standard errors, suggested by Hanley
and McNeil.37,38 Calibration measures the extent to
which the model’s predicted probability rate matches

the observed rate for various risk groups of patients,
which can be tested by using the Hosmer-Lemeshow
goodness-of-fit test.39 Models with smaller χ2 values
and larger P values have better goodness-of-fit.

For the RE model, there has been little research into
use of the C-statistic and Hosmer-Lemeshow goodness-
of-fit tests. In this study, for the Hosmer-Lemeshow
goodness-of-fit test, we computed the estimated proba-
bility of satisfaction rate for each patient based on an
RE model, rank ordered them to create deciles, and
then statistically tested the expected and observed
number of outcomes in each decile. For the C-statistics,
we plotted the true-positive satisfaction rate (i.e., sensi-
tivity) against the false-positive rate (i.e., 1-specificity)
at cutoff points on the continuum of expected satisfac-
tion rates and then calculated the area under the ROC
curve.

Comparison of Ranking Impact

Rankings of physician groups were compared based
on the odds ratio (OR) of performance for specific phy-
sician groups. Although using ranking profiling to
compare provider performance has some methodologi-
cal limitations (e.g., resulting in unreliable profiling re-
sults because there is a substantial overlap in terms of
confidence interval for the estimated performance),40–42

rank-based measures are very popular in the practice of
comparing provider profiling.5–7,43–49 In this study, 2
methods were used, including percentage changes in
absolute ranking (AR) and percentage changes in
quintile ranking (QR). Percentage changes in AR repre-
sented the portion of physician groups that changed in
ranking, which was tested by the Spearman rank
test.5,6,43–47 A Spearman rank test P < 0.05 suggests that
there is evidence to reject the null hypothesis of no
correlation between ranking changes.

The percentage changes in QR are more useful for
consumer choice or rewarding performance than the
percentage changes in AR.6 The QR represented the
portion of physicians groups that moved into a differ-
ent quintile of ranking, which was evaluated using a
weighted-kappa statistic. The purpose of using the
kappa statistic was to adjust for the effect of ranking
changes due to chance. We used quadratic-weighted
kappa rather than standard kappa (no weight) to reflect
the ordinal nature (quintile) of the ranking scale.50

The 3 risk-adjustment selection schemes using RE
model were compared to 4 reference models: 1) the ra-
tio of OE rate without risk adjustment, 2) the FE ap-
proach without risk adjustment, 3) the ratio of OE rate
adjusting for sociodemographic and clinical variables,

24 MEDICAL DECISION MAKING/JAN–FEB 2005

HUANG AND OTHERS



and 4) the FE model adjusting for age and health status.
Approach 3) is the most commonly used model for pro-
filing individual providers and institutions,17 and ap-
proach 4) is recommended by AHRQ for profiling of
health plans (i.e., the CAHPS model).18,19 These com-
parisons would theoretically reflect the joint effect of
different risk-adjustor selection schemes combined
with different statistical approaches on provider profil-
ing and provide readers with a full complement of
perspectives regarding impact on profiling.

The statistical packages used in this study were SAS
8.1 with the Glimmix Macro for analyzing the RE
model and STATA 7.0 for other analyses. The RE model
was created using a linearization of the Lindstrom and
Bates methodology, which produces estimated best lin-
ear unbiased predictors (EBLUPs) of the random ef-
fects.51

RESULTS

Characteristics of Physician Groups and
Respondents

Of the 20 participating physician groups, 8 were lo-
cated in Northern California, and 12 were in Southern
California. The case number in each physician group
ranged from 31 to 218, with a mean of 125.8 (s 56.0). Ta-
ble 1 shows the characteristics of the 2515 patients who
participated in this study. Patients ranged in age from
18 to 56 y, with a mean age of 39.9 y (s 9.5); 71.2% were
female. In terms of clinical characteristics, 14.4% had
mild intermittent asthma, 19.2% had mild persistent
asthma, 49.3% had moderate persistent asthma, and
17.1% had severe persistent asthma.

Model Comparison Based on Different Risk
Adjustors and Statistical Approaches

We first compared the importance of risk adjustors
on patient satisfaction for physician group profiling.
Table 2 shows that regardless of which risk-adjustor se-
lection scheme and statistical approach were used, im-
portant risk adjustors included age, sex, asthma sever-
ity, and SF-36 PCS and SF-36 MCS (P < 0.05). Drug
coverage was of a borderline significance (P < 0.1). In-
significant risk adjustors included education level,
type of health insurance, and number of comorbid con-
ditions (P > 0.1).

Comparison of risk-adjustor selection schemes
based on discrimination showed that the Model S-C-H
(sociodemographic, clinical, and health status dimen-
sions) using either FE or RE approach had greater
discriminative power (larger C-statistic) than Model S-

C (sociodemographic and clinical dimensions) or
Model S (sociodemographic only) (Table 2). The
pairwise comparisons of discriminative power using a
univariate Z-test across different risk-adjustment
schemes given the same statistical approach were sta-
tistically significant (P < 0.05). In terms of calibration, 3
risk-adjustor selection schemes had a Hosmer-
Lemeshow χ2 value of P > 0.1, indicating acceptable
calibration (Table 2).

Based on the above comparison, Model S-C-H using
either the FE or RE approach appeared to be the favor-
able model for adjusting for physician group perfor-
mance in terms of satisfaction with asthma care.
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Table 1 Characteristics of Patients with Asthma
(N = 2515)

Characteristics Percentage or Mean (s)

Sociodemographic
Age, %

Overall, x (s) 39.91 (9.45)
18–24 7.20
25–34 21.95
35–44 34.59
45–54 33.16
55 and above 3.10

Sex, %
Males 28.83
Females 71.17

Education, %
High school or below 18.41
College 65.29
Graduate 16.30

Health insurance status, %
Private—through employer 69.07
Private—through self-purchase 24.77
Public—Medicare, Medicaid 1.35
Others 4.87

Drug insurance coverage, % 96.50
Clinical

Asthma severity, %
Mild intermittent 14.39
Mild persistent 19.24
Moderate persistent 49.30
Severe persistent 17.06

Number of comorbidity, x (s) 2.08 (1.43)
Health status-SF36 2 component scores

Physical component score, x (s) 45.73 (10.31)
Mental component score, x (s) 47.43 (10.67)

Satisfaction with asthma care
Greater satisfied with asthma care 55.35
Lesser satisfied with asthma care 44.65
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Ranking Impact Comparison

Tables 3 through 5 show the ranking changes associ-
ated with different risk-adjustor selection schemes and
statistical approaches. In general, within each statisti-
cal approach used, the more risk adjustors included in
the model, the more changes there were in ranking pro-
files. Comparing risk-adjustor selection schemes (Mod-
els S, S-C, and S-C-H) to the null model, the AR
changed 60% to 80% using the ratio of OE rate ap-
proach, 50% to 65% using the FE model, and 50% to
55% using the RE model (Table 3). The QR changed
15% to 25% (kappa: 0.8–0.88) using the ratio of OE rate
approach, and 10% to 30% (kappa: 0.81–0.94) and
20% to 30% (kappa: 0.81–0.88) using the FE model and
the RE model, respectively. It should be noted that al-
though kappa is good for detecting change in perfor-
mance ranking, we cannot say that the influence of risk
adjustment is ignorable. For example, about 10% to
30% of provider performance in terms of QR change
will be misconstrued if we use a less favorable risk-
adjustment model.

The impact of statistical approach on ranking changes
is shown in Table 4. Given the same risk-adjustment se-
lection scheme, the OE approach versus FE model had
slightly smaller ranking impacts (20%–45% for AR
ranking changes and 5%–10% for QR ranking changes)
than the OE approach versus RE model and FE versus
RE models. By contrast, the OE approach versus RE
model had slightly larger ranking impacts (35%–55%
for AR ranking changes and 5%–10% for QR ranking
changes) than the OE ratio approach versus FE model
and FE versus RE models. The low percent change in
QRs, together with the very high kappa observed, rein-
forces that the risk-factor selection was more important
than choice of regression strategy.

Examining the joint impact of different risk-adjustor
schemes and statistical approaches, Table 5 shows the
comparisons of different risk-adjustor selection using
the RE model to 4 reference models, including 1) the ra-
tio of the OE rate approach without risk adjustment, 2)
the FE approach without risk adjustment, 3) the ratio of
the OE rate approach adjusting for sociodemographic
and clinical variables, and 4) the FE model adjusting
for age and health status (i.e., CAHPS model). In gen-
eral, the results suggested that the changes in AR and
QR ranged from 40% to 70% and 10% to 30% (kappa
statistics: 0.81–0.94), respectively. Specifically, com-
pared to the commonly used model for individual pro-
viders and institutions profiling (i.e., the OE ratio ap-
proach adjusting for sociodemographic and clinical
variables), model S-C-H using the RE model had a 70%
change in AR and 25% in QR. When compared to the

model recommended by AHRQ to profile health plans
(i.e., the CAHPS model), model S-C-H using the RE
model had a 65% change in AR and 20% in QR. The
agreement levels between the RE model using full-risk
adjustment versus reference models 1), 2), 3), and 4) are
shown in Table 6.

DISCUSSION

Inadequate risk adjustment has the potential to
cause erroneous profiling and can mislead purchasers
and patients, who think they are obtaining care from
better providers than they actually are. Incorrect classi-
fication on profiling results can also unfairly penalize
or reward providers. Using data from an asthma survey
conducted by the PBGH and the HealthNet, we demon-
strated the importance of risk-adjustment variable se-
lection and statistical approach for physician group
profiles on patient satisfaction. Different approaches
had an important impact on the ranking of physician
groups.

Our results confirm previous studies in which age,
sex, and health status were significant risk adjustors for
patient satisfaction.52,53 Our results also suggest that
asthma severity is an important risk adjustor for physi-
cian group profiling. Severity of illness has been
widely accounted for in clinical studies3; however, it
had been seldom emphasized for adjustment in health
plan or physician group profiling. In addition, we
found that drug coverage was of borderline signifi-
cance as a risk adjustor. Drug coverage is important to
physician group profiling because it can affect patients’
access to health care, and its absence can reduce the
satisfaction with health care. The risk adjustors that
were not significantly associated with performance in-
dicator are education level, type of health insurance,
and number of comorbidities. However, because previ-
ous studies suggested that these variables can influ-
ence provider performance,4,54–56 we included them in
risk-adjustment models to assuage potential concerns
about their effects.

Only a few studies have examined the impact of us-
ing different statistical approaches on profiling. The
comparison between OE rate ratio approach or an FE
model versus an RE model reflects the usual variance-
bias tradeoff inherent in most of the statistical proce-
dures.57 By using an RE model, we estimated group-
specific performance for groups with small case num-
bers by borrowing strength across physician groups
(i.e., using shrinkage techniques to shrink their esti-
mates toward the grand mean), obtaining biased but
more efficient estimates of the group-specific perfor-
mance.9,20,21 In this study, because of varying distribu-
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tions of case numbers (31–218 [s 56.0]) within physi-
cian groups, the standard profiling modeling would
result in inaccurate estimates for small groups. In addi-
tion, evidence suggests that the application of shrink-
age techniques could identify fewer statistical outliers
of profiles.10,12,40,45 However, caution should be taken,
because the effect of shrinkage is also to shrink poor
providers’ outcomes toward the null value, implying
that we may not identify those who provide poor qual-
ity of care.

In comparing the impact of different risk adjustors
versus statistical approaches, our results suggest that
the selection of risk adjustors played a more important
role than the use of statistical strategies on profile rank-
ing. It seems that the success of provider profiling ap-
pears to depend heavily on the conventional issues of
selecting appropriate risk adjustors.3,58 However, we
could not conclude definitively that the choice of risk
factors matters more than the selection of statistical
models because, in theory, the relative importance of
risk adjustment and statistical approach depends on
the heterogeneity of physician groups and group size. If
physician groups are more heterogeneous in terms of
patient characteristics, risk adjustors will be more im-
portant than the statistical approach. If physician
groups are less heterogeneous, particularly when the
group variability is small relative to patient variability,
then the statistical approach becomes more important.

If the group size shrinks, then the statistical approach
will play a more important role than risk adjustment. In
addition, the study’s conclusions could be changed
radically if other covariates are introduced, if a differ-
ent endpoint is considered, or if different practices are
studied. Accordingly, more studies are needed to
elucidate these issues.

Our findings have policy implications for profiling
of health plans or physician groups. First, standard
profiling systems that adjust only for age, sex, and
health status59–61 and apply standard statistical model-
ing7,8,17 might be limited. When we compared our fully
risk-adjusted RE model to the standard OE approach,
adjusting for sociodemographic and clinical variables
or the CAHPS model, profiling results suggested that
the use of the standard risk-adjustment model may re-
sult in substantial ranking changes. Although in this
study we cannot evaluate exactly how many providers
are jeopardized and how many consumers are misled
based on the standard model, these findings remind
performance oversight agencies, such as the National
Committee for Quality Assurance or the Center for
Medicare and Medicaid Services, that the use of inap-
propriate risk variables and analytic methods will lead
to improper ranking profiles.

Second, performance oversight agencies might con-
sider using a clinical or administrative dataset in con-
junction with survey data to collect import risk adjus-

30 MEDICAL DECISION MAKING/JAN–FEB 2005

HUANG AND OTHERS

Table 5 Joint Effect of Different Risk-Adjustor Selection Schemes Combined with Statistical Approaches on
Percentage Change, in Absolute Ranking, Quintile Ranking, and Agreement in Quintile Ranking

RE Model

Reference Risk-Adjustment % Change in % Change in
Model Selection Scheme Absolute Rankinga Quintile Ranking (Kw)

OE model without risk adjustment Model S 60%* 20% (0.88)
Model S-C 65%* 20% (0.88)
Model S-C-H 65%* 30% (0.81)

FE model without risk adjustment Model S 55%* 10% (0.94)
Model S-C 60%* 20% (0.88)
Model S-C-H 70%* 30% (0.88)

OE model adjusting for sociodemographic Model S 60%* 20% (0.88)
and clinical dimensions Model S-C 40%* 10% (0.94)

Model S-C-H 70%* 25% (0.88)
FE model adjusting for age and health status Model S 65%* 10% (0.94)

(CAHPS model) Model S-C 65%* 10% (0.94)
Model S-C-H 65%* 20% (0.88)

Note: OE = observed/expected model; FE = fixed effects model; RE = random effects model; Model S = adjusts for sociodemographic dimension; Model S-C = ad-
justs for sociodemographic and clinical dimensions; Model S-C-H = adjusts for sociodemographic, clinical dimensions, and SF-36 PCS and MCS; CAHPS model
= adjusts for age and health status; Kw = weighted-kappa statistic.
a. Spearman rank test for % change in absolute ranking. *P < 0.05.
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tors, such as age, gender, prescription drug coverage,
and health status. It is generally agreed that disease se-
verity is desirable for all risk adjustment. By contrast,
sociodemographic and health status variables are im-
portant risk adjustors for the non-clinically oriented
outcomes like patient satisfaction. Some of the latter
variables are less universally available than the clinical
data available from the medical record. However, we
should acknowledge the costs of conducting a patient
survey. According to the CAHPS reports, the costs for
the CAHPS survey are $20 to $40 per completed inter-
view, which is more expensive than collecting data us-
ing patient discharge ($17 per record).62,63 Therefore,
we would recommend that data from patient surveys
be used where patient reported outcomes or patient
satisfaction is the outcome of interest and if the budgets
permit.

Our study has some limitations. First, there was a
low response rate to the patient surveys, and the re-
sponse rates differed somewhat across physician
groups despite not being statistically different. A lower
response rate (35% to 50%) is a common phenomenon
in satisfaction surveys, especially using a mailed sur-
vey.64 The impact of lower response rate on perfor-
mance comparison among providers depends on
whether the satisfaction score between respondents
and nonrespondents is similar. We would like to be
able to compare respondents with nonrespondents on
other characteristics. Unfortunately, we do not have
these data. We believe that the low response rate would
be more likely to affect the estimates of satisfaction for
different groups and perhaps their ranking. However, it
seems unlikely to affect the comparison of relative mer-
its of methodology in provider profiling, including the
impact of different risk adjustors and statistical
approaches.

Second, in this study, the models were developed
using a homogeneous population with a high educa-
tional level and a high percentage privately insured. It
is likely that risk-adjustment models using a more het-
erogeneous population will perform much better to
discriminate satisfied versus dissatisfied participants
(i.e., higher C-statistics) than a model using a homoge-
neous population. However, evidence did not suggest
that the use of homogeneous populations will affect the
changes of ranking profiles.

Third, the differences between the models were
small. Notably, the discriminative power (C-statistic) of
all risk-adjustment models was less than the agreed ac-
ceptable level of 0.70 to 0.80. The lower discriminative
power probably reflects the fact that adjustment using
basic sociodemographic (age, sex, education level, type

of insurance, and prescription status), clinical (severity
and comorbidity), and health status variables may not
be enough. However, we believe that this study should
instigate further work in this area, including the possi-
ble need to adjust for additional risk adjustors, such as
income, family size, or context and market characteris-
tics (e.g., health plan or physician group penetration
rate).47,65

Fourth, we only used patient satisfaction as the per-
formance indicator. Although patient satisfaction has
been widely used as an indicator to compare perfor-
mance of health care delivery systems,66,67 it represents
only one aspect of performance or quality of care. Fur-
ther studies need to examine the impact of other indi-
cators such as process or outcome to reflect the impact
on provider profiling.1

Fifth, evidence regarding the impact of risk adjustor
and statistical approach on ranking profiles of physi-
cian groups was based on a single disease (i.e., asthma)
and used data collected from 20 physician groups from
a single state (California). Therefore, we cannot be cer-
tain that our results will be generalizable to other
conditions or states.

Finally, the data collected in this study were cross-
sectional. Therefore, the results only provide a point-
in-time report card and cannot be used to assess quality
improvement over time. If the data were longitudinal,
then within-group changes over time would be more
important to examine than the absolute rank.

In conclusion, the evaluation of risk-adjustment
techniques to support provider profiling is compli-
cated but critical. We found that selection of both risk
adjustors and statistical approaches causes ranking
changes in physician group profiling. The large shifts
in rankings that we observed suggest that current risk-
adjustment methods for profiling health plans are im-
perfect. Administrators, researchers, and policy mak-
ers engaging in provider profiling should take care to
adjust for proper risk adjustors and apply appropriate
statistical approaches.
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