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Abstract—Due to various green initiatives, renewable energy will be massively incorporated into the future smart grid. However, the intermittency of the renewables may result in power imbalance, thus adversely affecting the stability of a power system. Frequency regulation may be used to maintain the power balance at all times. As electric vehicles (EVs) become popular, they may be connected to the grid to form a vehicle-to-grid (V2G) system. An aggregation of EVs can be coordinated to provide frequency regulation services. However, V2G is a dynamic system where the participating EVs come and go independently. Thus it is not easy to estimate the regulation capacities for V2G.

In a preliminary study, we modeled an aggregation of EVs with a queueing network, whose structure allows us to estimate the capacities for regulation-up and regulation-down, separately. The estimated capacities from the V2G system can be used for establishing a regulation contract between an aggregator and the grid operator, and facilitating a new business model for vehicle-to-grid.

In this paper, we extend our previous development by designing a smart charging mechanism which can adapt to given characteristics of the EVs and make the performance of the actual system follow the analytical model.

Index Terms—Capacity, queueing model, regulation services, vehicle-to-grid.

I. INTRODUCTION

For a reliable power system, power balancing needs to be maintained at all times; power generation and consumption must always be equal. Traditional power generations (e.g., thermal power stations) and the renewables serve in the day-ahead market [2]. One of the most challenging problems of incorporating the renewables into the power system is their intermittency, rendering it difficult to predict the amount of power generated from the renewables accurately. It is possible that the resulting generation from the day-ahead market are excessive or deficient compared with the predicted amount. The real-time market bridges the residual gap between the power generation and the actual demand, accomplished by the ancillary services, including frequency regulation, spinning reserve, supplemental reserve, replacement reserve, and voltage control [3]. According to the United States (U.S.) Federal Energy Regulatory Commission, ancillary services are “those services necessary to support the transmission of electric power from seller to purchaser given the obligations of control areas and transmitting utilities within those control areas to maintain reliable operations of the interconnected transmission system” [4]. Regarding load balancing, spinning, supplemental reserve, and replacement reserves are for contingency purposes while frequency regulation tracks on a minute-to-minute basis. In this paper, we focus on the ancillary service given by frequency regulation.

For a power system to function properly, the operating frequency should be maintained close to its nominal value, e.g., 60 Hz in the U.S. excessive power generated (i.e., generation is larger than consumption) will drive the system frequency higher than the nominal setting while a deficiency of generation results in a smaller system frequency. Frequency regulation is the measure of adjusting the system frequency to the nominal value by providing small power (positive or negative) injections into the grid. Many Regional Transmission Organizations (RTOs) and Independent System Operators (ISOs), e.g., PJM, simply call this service “regulation” [5]. The balance of generation and demand between control areas is measured in terms of area control error (ACE). Each control area generates automatic generation control (AGC) signals based on its ACE values and the regulation resources respond to the AGC signals to perform regulation. This is achieved through a real-time telemetry system and controlled by the grid operator. Purchase and sale of regulation services are accomplished in the regulation market managed by the corresponding ISO/RTO. Consider PJM as an example [5]. Resource owners submit offers to the Market Clearing Engine, which optimizes the RTO dispatch profile and determines corresponding clearing prices. The market is cleared between the regulation resources and service purchasers with the clearing prices. The details can be found in [5], [6], [7].

There have been some studies about integrating renewables into the grid more reliably and efficiently, such as [8]. One proposed solution is the introduction of energy storage to defer the excess for the future deficient. Examples of energy storage include batteries, flywheels, and pumped storage. In the near future, one of the most realistic forms is batteries. This can be justified by the expanding markets of plug-in hybrid electric vehicles or simply electric vehicles (EVs). For example, it is forecast that there will be 2.7 million EVs on the road in the U.S. by 2020 [9]. In California, it is expected that roughly 70% of new light-duty vehicles and 60% of the fleets will be EVs [2]. The integration of EVs into the power grid is called the vehicle-to-grid (V2G) system depicted in Fig. 1 of [11].

Frequency regulation requires power in the order of MW
while each EV can only supply power around 10-20 kW [10]. In order to provide regulation service from the V2G system, an aggregation of EVs is necessary and an aggregator coordinates a group of EVs. The aggregators thus provide regulation services to the grid, which are controlled and coordinated by the operators. In general, an aggregator can be a parking structure or a facility coordinating the EV activities of the households in a residential area.

To implement regulation in V2G, the aggregators need to make contracts with the grid operators. The V2G system can support both regulation-up (RU) and regulation-down (RD) services. The former means that the grid does not have enough power supply and extra power sources (e.g., V2G) provide the shortfall. The latter refers to the situation in which extra power loads are needed to absorb the excessive power.

According to [11], short-term stored-energy resources, e.g., batteries, are excellent candidates of regulation resources due to their very fast response time to ACG and their capability of reducing CO₂ emissions. Many ISOs, including New York ISO, ISO New England, and California ISO, have been integrating short-term energy storage resources into their regulation markets. A team, composed of experts from the University of Delaware and PJM, conducted a practical demonstration to show that V2G is capable of providing real-time frequency regulation [12]. Experienced distribution engineers pointed out that an EV has no difference from a distributed generator or additional load for regulation in the technological viewpoint [12]. Moreover, [13] revealed that V2G has significant potential for financial return from frequency regulation. Based on [14], private vehicles in the U.S. are driven less than an hour a day on the average and this implies that we may intelligently utilize EVs for other purposes when they are parked idly. From all these, we can see that V2G, as a regulation resource, will not bring significant technological challenges to the existing power system when regulation is taking place. Moreover, it has a great financial incentive to be implemented in the practical power system.

In the regulation market, a regulation resource owner needs to submit the capacity of its resource for locational marginal price forecasts, which are in turn used to determine the market clearing prices. One type of charges for the regulation services is capacity payment [15]. It refers to the service charges due to the V2G system only guaranteeing power support when the grid requires RU or RD. In other words, the V2G system gets paid even without any actual power transfer. The grid operator pays for the service according to the expected amount of power to be supplied and absorbed for RU and RD, respectively. Unlike the traditional generators with high controllability, it is not easy to determine the regulation capacities for V2G. The main reason is that V2G is a dynamic system, in which the governed EVs are all autonomous. The number of EVs managed by an aggregator varies from time to time and thus actual regulation capacities contributed by the EVs are also varying. Although V2G is practically feasible [12] and financially favorable [13], we need to estimate the regulation capacity of V2G so as to put it into operation extensively. In this paper, we focus on capacity estimation of the V2G system for an aggregator which can help estimate the total profit and set up a contract between an aggregator and the grid operator. A smart charging mechanism is designed to enhance the flexibility of the system. Due to the dynamics of EVs and the similarities between the batteries of V2G (for power) and the buffers of the communication networks (for data packets), we estimate the V2G capacity for regulation with the queueing theoretic approach, which has been widely used for performance analysis in communication networks [15].

The rest of this paper is organized as follows. We give some related work of V2G studies in Section II and a system overview in Section III. Section IV presents our analytical model with the RU and RD capacities derived. The smart charging mechanism is discussed in Section V and a performance study of the V2G system for the power regulation services is presented in Section VI. Finally, Section VII concludes our work.

II. RELATED WORK

The preliminary version of this work can be found in [1]. In [1], we defined a queueing network model to estimate the RU and RD capacities. However, we assumed that there exists a smart charging mechanism which makes the service times at various queues exponentially distributed. This exponential distribution property is one of the keys to developing mathematically tractable closed-form solutions for the capacities. In this paper, we relax this assumption by explaining how such a smart charging mechanism works. It allows the model to function even when the attributes of EVs are distributed in unknown distributions. We also perform simulation to verify the behavior of this mechanism when applied to various queues in the model.

There are many studies on V2G since it is expected to be a major component in the future smart grid. In [15] and [17], V2G was systematically introduced with studies on the business model for V2G. They gave information of different kinds of EVs and different power markets, including baseload power, peak power, spinning reserves, and regulation. The merits of V2G are quick response and high-value services with low capital costs, but V2G has shorter lifespans and higher operating costs per kWh. They gave some rough idea about the scale of V2G so as to make it comparable with the traditional regulation from generators. V2G energy trading was studied as an auction in [18]. Interested readers can refer to [19] for a comprehensive review on the impact of V2G on distribution systems and utility interfaces of power systems.

Queueing theory has been used to study the aggregate behavior of EVs. In [20], a simple $M/M/c$ queueing model for EV charging was devised and a similar idea was also adopted in [21] to determine V2G capacity. Ref. [22] suggested an $M/M/\infty$ queue with random interruptions to model the EV charging process and analyzed the dynamics with time-scale decomposition. The “service” process adopted was assumed to be exponential but it may not be practical unless there is a special arrangement to conform with the exponential property. In this work, we will design a smart charging mechanism to overcome this problem.
Some existing work investigated V2G frequency regulation and the capacities of V2G systems. In [23], an optimal charging control scheme for maximizing the revenue of an EV from supporting frequency regulation was proposed. In [24], the problem was formulated as a quadratic program and an efficient algorithm considering discharge was devised. Ref. [25] considered the user pattern to develop an approximate probabilistic model for achievable power capacity, which was then utilized to determine the contracted power capacity. However, this contracted power capacity (similar to the capacity aimed to be achieved in this work) depends on the payment methodology, which is a business consideration rather than an engineering issue. In [15], the V2G capacity was achieved by taking the maximum of the current-carrying capacity of the connecting wires and the power available from the vehicle battery. The former can be improved with advances in wiring technology. The latter simply converts the stored energy into power with the consideration of efficiency factors. However, the achieved capacity in [15] is for one single vehicle, which is assumed to be static. For an aggregation of EVs with stochastic arrivals and departures, this estimation may not be very practical. In [26], the V2G capacity was estimated using dynamic EV scheduling, where the design was mainly targeted on the building energy management system. Its proposed algorithm utilized the forecasted building load demand and EV charging profiles to estimate the V2G capacity. This design may not be applicable to frequency regulation as load demand of the supported region may not be available to an aggregator. In this work, we compute the separate RU and RD capacities for an aggregation of EVs without any assumptions on the stored energy of EVs and their durations of stay. Moreover, our computation does not rely on any payment methodology and this provides flexibility for other business considerations. To the best of our knowledge, there is no unified study on the capacity management for both RU and RD in the V2G system.

There are many studies about coordinated EV charging. The issue of time-varying electricity price signals on cost-optimal charging was considered in [27]. A decentralized algorithm for coordinating the charging/discharging schedules of EVs in order to meet the regulation demand was devised in [28]. Refs. [29] and [30] focused on the network aspects. Ref. [29] investigated the impact of EV charging on distribution grids and showed that controlled charging can result in significant reduction of overloaded network components. In [30], the authors proposed a linear-approximation-based framework for online adaptive EV charging. It could reduce the violations on various network limits, e.g., flow limit and voltage magnitude limit, due to high penetration of EVs. Ref. [31] performed EV charging according to the electricity price. Cao et al. [31] proposed a control method to coordinate charging with the time-of-use market price. Ref. [32] studied a EV charging method for smart homes and buildings in the presence of photovoltaic systems. In [33], Miao et al. proposed a mobility-aware charging strategy for globally optimal energy utilization by means of appropriately routing mobile EVs to charging stations with the assistance of vehicular ad-hoc network. All these efforts attempt to design EV charging strategies based on the various system objectives. In this paper, we take a different perspective; we construct a smart charging mechanism for capacity management for V2G regulation services.

III. SYSTEM OVERVIEW

Each EV is assumed to be autonomous. It can participate and leave the V2G system according to the schedule of the EV owner. Once an EV is connected or plugged to the system, it will be actively charged and/or support regulation until it departs. When being actively charged, it pays for the amount of energy consumed. While it is supporting the regulation, it receives payment for providing the service. Regulation can result in either EV charging or discharging, depending on whether RU or RD is requested. Thus, it is possible for an EV to get paid while it is being charged (i.e., in an RD event). Charging events in which an EV requests charging itself and supports regulation are called active charging and reactive charging, respectively. A discharging event happens only when an EV participates in supporting RU. Both the residual energy stored in the battery of the EV at the time it arrives and the energy charged from active or reactive charging can be used to support RU. However, an EV cannot support RU when its battery is fully discharged. Similarly, an EV cannot participate in supporting RD when its battery is fully charged up. Since the battery capacity is finite, the amount of energy stored in a battery affects its potential for supporting the RU and RD services. In this paper, we aim to estimate the capacities of an aggregator for regulation services so that it will be beneficial for an aggregator to establish a contract with the grid operators. Hence, we only consider the events of active charging. The charging and discharging rates due to regulation are small enough so that the estimated capacities for regulation services are not affected by charging and discharging events due to regulation.

Now we focus on a particular aggregator. We denote the set of EVs, each of which has registered at the aggregator for providing the regulation service, by \( I \). The events associated with each EV and among EVs are independent with each other. All EVs are assumed to be heterogeneous such that they can be equipped with batteries of different capacities when fully charged. The state-of-charge (SOC) of an EV refers to the amount of energy stored in its battery normalized with the maximum capacity. We denote SOC of EV \( i \) at time \( t \) by \( x_i(t) \). Without loss of generality, we assume \( x_i(t) \in [0, 1], \forall i \in I \). We also define the target SOC of EV \( i \) as the amount of energy, normalized with the maximum battery capacity, that the EV’s owner aims to reach when it departs, given in a range \([\underline{x}_i, \overline{x}_i]\), where \( \underline{x}_i \) and \( \overline{x}_i \) are the lower and upper limits of the target SOC of EV \( i \), and \( 0 \leq \underline{x}_i \leq \overline{x}_i \leq 1 \). In other words, if EV \( i \) leaves the system at time \( t' \), it aims to satisfy \( \underline{x}_i \leq x_i(t') \leq \overline{x}_i \). If the target SOC is merely a value, we have \( \underline{x}_i = \overline{x}_i \).

The lower SOC target threshold \( \underline{x}_i \) represents the minimum targeted amount of energy, normalized with the maximum battery capacity, retained for EV \( i \) when it departs from the system. Hence, it is designed to meet the mobility pattern of EV \( i \). For example, an EV which travels a lot in between two successive chargings requires a higher \( \underline{x}_i \). If an EV can be charged quite frequently, a lower \( \underline{x}_i \) may be sufficient to
support its operation. On the other hand, \( \pi_i \) is defined for regulation. Recall that a fully charged EV cannot provide the RD service. \( \pi_i < 1 \) means that EV \( i \) reserves room of size \((1-\pi_i)\) for later RD opportunities or other purposes. At time \( t \), if \( x_i(t) \) is smaller than \( \pi_i \), active charging always happens in order to bring SOC to the target range. However, active charging must stop when \( x_i(t) \) reaches \( \pi_i \), since no future RU event is guaranteed to happen in order to bring SOC back to the target range.

Recall that regulation can result in charging or discharging to an EV. We can increase \( x_i(t) \) by both active and reactive (i.e., RD) chargings, while we can only reduce \( x_i(t) \) by RU. Hence, when EV \( i \) is still connected to the system, it will be in one of three states according to the value of \( x_i(t) \), each of which supports different regulation services, as follows:

- **State 1** \( x_i(t) \leq \pi_i \): Only RD (reactive charging) is allowed.
- **State 2** \( \pi_i < x_i(t) < \pi_i \): Both RU and RD are allowed.
- **State 3** \( x_i(t) \geq \pi_i \): Only RU (discharging) is allowed.

For simplicity in the analysis, we do not consider that the EVs are actually charged or discharged due to regulation in this paper. Let \( r_i(t) \geq 0 \) be the active normalized charging rate of EV \( i \) at time \( t \) and it is constant over time in each state, i.e., \( r_i(t) = r_i \), \( t \geq 0 \). Consider that EV \( i \) is plugged in at time \( t \) and its SOC is \( x_i(t) \). If it is actively charged at rate \( r_i \), after a time period \( \Delta t \), we have \( x_i(t+\Delta t) = x_i(t) + r_i \Delta t \).

From the standpoint of an EV owner, the primary concern is to charge its EV such that it has enough battery level to support its operation. The profit derived from providing the ancillary services is of secondary concern. In other words, an owner considers to provide the ancillary services from its EV only if the remaining energy (after discharging from providing the ancillary services) is enough to support its operation. Hence, we propose the following simple charging policy: When EV \( i \) arrives at the system with SOC below \( \pi_i \), it will be actively charged until \( \pi_i \) is reached. Otherwise, no active charging is required.

In fact, we can always set \( \pi_i = \pi_i \) to simplify the system. EV \( i \) supports RD when \( x_i(t) \) is below \( \pi_i \), and it supports RU when \( x_i(t) \) goes above \( \pi_i \). However, suppose \( x_i(t) = \pi_i \) when the system is supporting regulation (i.e., it can be actually charged or discharged due to regulation). When there exists a random sequence of RU and RD requests, the EV will be oscillating between States 1 and 3 previously discussed and this will make the system unstable. The introduction of State 2 can help stabilize the system.

Note that we aim to perform capacity management by estimating the capacities for regulation to help construct a contract between an aggregator and a grid operator. There are different kinds of regulation contracts in the market:

- **RD only**: An EV always absorbs power from the grid to provide the service. To maximize the profit, we can simply set \( \pi_i = 0 \) so as to reserve the largest room for energy absorption.
- **RU only**: An EV always supplies power to the grid when providing the service. To maximize the profit, we can simply set \( \pi_i = 1 \) to preserve as much energy in the battery as possible for future discharging events.

- **RU and RD**: Both RU and RD are allowed. We would set \( 0 < \pi_i < 1 \) appropriately to balance the demand for RU and RD.

We consider the V2G system supporting both RU and RD. We can define two kinds of capacities for the V2G regulation services, namely, the **RD capacity** and **RU capacity**. The former refers to the total amount of energy that can be absorbed by the system to support RD. Similarly, the latter corresponds to the total amount of energy available from the system to support RU. Here, we focus on determining the RU and RD capacities of one particular aggregator. The capacity of the whole V2G system can then be seen as the sum of the capacities of the individual aggregators. In the next section, we propose an analytical model to estimate the two capacities of an aggregator for our charging policy.

### IV. Analytical Model

In this section, we model an aggregator with a queueing network. We first define the settings of the model from the system discussed in Section III and give some assumptions. Then, we construct a queueing network, which is used to estimate the RU and RD capacities.

#### A. Settings

The V2G system is modelled as a queueing network with three queues, namely, the **regulation-down queue** (RDQ), **regulation-up-and-down queue** (RUDQ), and **regulation-up queue** (RUQ). When an EV is plugged in at time \( t \), the decision to join which queue depends on its SOC \( x_i(t) \). If it is in Stages 1, 2, and 3 (defined in Section III) at time \( t \), it will join the RDQ, RUDQ, and RUQ, respectively. After joining a particular queue, the following will happen:

1. **RDQ**: Each EV \( i \) in this queue is actively charged at its own normalized charging rate \( r_i \). If its SOC reaches \( \pi_i \), it will leave RDQ and join RUDQ. The duration is determined by:

   \[
   \Delta t = t' - t = x_i(t) - x_i(t) = \frac{x_i(t)}{r_i}, \quad x_i(t) < \pi_i. \tag{1}
   \]

   When an EV is actively charged, it gets served in the queue. It is also possible for it to depart from the queue before its SOC has reached \( \pi_i \). This represents the situation that it quits the system.

2. **RUDQ**: When EV \( i \) arrives at this queue, it will be actively charged at the normalized charging rate \( r_i \) until its SOC reaches \( \pi_i \). If the charging process starts at time \( t \) and the EV is charged to \( \pi_i \) at time \( t' \), the duration is given by:

   \[
   \Delta t = t' - t = \frac{\pi_i - x_i(t)}{r_i}, \quad \pi_i < x_i(t) < \pi_i. \tag{2}
   \]

   If the EV joins from RDQ, we have:

   \[
   \Delta t = t' - t = \frac{\pi_i - \pi_i}{r_i}. \tag{3}
   \]

   After charging up to \( \pi_i \), the EV departs from this queue and goes to RUQ. Similar to RDQ, a departure of an EV from the queue before its SOC reaching \( \pi_i \) corresponds to an EV leaving the system.
3) **RUQ**: When an EV joins this queue, no active charging takes place. It will stay in this queue until it departs from the system.

### B. Assumptions

We make the following assumptions to make the analysis mathematically tractable:

1) The events associated with each EV and among EVs are independent with each other. Each EV arrives at the system randomly, following a Poisson process at rate \( \lambda \). Among the EV arrivals, fractions \( p_1, p_2, \) and \( p_3 \) of EVs are in States 1, 2, and 3, respectively, where \( p_1, p_2, p_3 \in [0, 1] \) and \( p_1 + p_2 + p_3 = 1 \).

2) There exists a smart charging mechanism \( M_{SC} \) : \( (x_i(t), \xi_i, \pi_i) \rightarrow r_i \), which assigns the normalized charging rate \( r_i \) to EV \( i \) according to its current SOC \( x_i(t) \) upon its arrival at time \( t \), and its target SOC thresholds \( \xi_i \) and \( \pi_i \). With such mechanism, the durations of EVs in States 1 and 2 (refer to (1), and (2) and (3), respectively) are exponentially distributed at rates \( \mu_1 \) and \( \mu_2 \), respectively.

3) There exists a fraction \( q_1 \) of EVs in State 1 which will directly quit the system. This fraction represents those EVs whose SOCs do not reach their lower target SOC limits at their departures from the system. Similarly, we have a fraction \( q_2 \) of EVs which depart from the system in State 2. Note that \( q_1 \) and \( q_2 \) already capture those EVs which require fast charging. In other words, they may only stay in the system for a short period of time.

4) When an EV is in State 3, no charging would happen. It will remain on standby in the system for a period exponentially distributed with rate \( \mu_3 \).

The values of \( \lambda, p_1, p_2, q_1, \) and \( q_2 \) can be determined by statistical measurements from the operations of the charging facilities. The smart charging mechanism \( M_{SC} \) can help maintain exponential service times in States 1 and 2 and a modified \( M_{SC} \) will be adopted to maintain exponential service times in States 3. We will discuss the design of (modified) \( M_{SC} \) in Section V.

### C. Model

Fig. 1 depicts the queueing model, where RDQ, RUDQ, and RUQ model the behaviors of EVs in States 1, 2, and 3, respectively. Assumption 1 states that we randomly split the EV arrival process into three subprocesses according to the probability distribution \( (p_1, p_2, p_3) \). Since random splitting results in independent Poisson subprocesses, the external arrivals at each queue constitute a Poisson process with rate \( \lambda_1 \) for RDQ, \( \lambda_2 \) for RUDQ, and \( \lambda_3 \) for RUQ, where \( \lambda_1 = p_1 \lambda, \lambda_2 = p_2 \lambda, \) and \( \lambda_3 = p_3 \lambda \).

When an EV enters RDQ, active charging starts immediately. In other words, all EVs in this queue can get served without queueing up. With Assumption 2, an EV resides in this queue with a duration exponentially distributed with rate \( \mu_1 \). Hence, RDQ can be modelled as an \( M/M/\infty \) queue with arrival rate \( \lambda_1 \) and service rate \( \mu_1 \). According to [34], the probability \( p_{1,n} \) of having \( n \) EVs in this queue in the steady state is:

\[
p_{1,n} = \left( \frac{\lambda_1}{\mu_1} \right)^n e^{-\left( \frac{\lambda_1}{\mu_1} \right)} \frac{1}{n!}.
\]

The expected number \( L_1 \) of EVs charging in RDQ is:

\[
L_1 = \sum_{n=1}^{\infty} np_{1,n} = \frac{\lambda_1}{\mu_1} = \frac{p_1 \lambda}{\mu_1}.
\]

By Burke’s theorem [35], the departure process of RDQ is a Poisson process with rate \( \lambda_1 \). With Assumption 3, this Poisson process is split randomly according to the probability distribution \( (q_1, 1 - q_1) \). (1 - \( q_1 \)) of EVs enter RUDQ with rate \( \lambda_{12} = (1 - q_1) \lambda_1 \), which superposes with the Poisson subprocess for the external arrivals with rate \( \lambda_2 \). Since the superposition of Poisson processes is still a Poisson process, the combined arrivals to RUDQ constitute a Poisson process with rate \( (\lambda_2 + \lambda_{12}) \). Similar to RDQ, RUDQ can also be modelled as an \( M/M/\infty \) queue with arrival rate \( (\lambda_2 + \lambda_{12}) \) and service rate \( \mu_2 \). Hence, the probability \( p_{2,n} \) of having \( n \) EVs in this queue is:

\[
p_{2,n} = \left( \frac{\lambda_2 + \lambda_{12}}{\mu_2} \right)^n e^{-\frac{\lambda_2 + \lambda_{12}}{\mu_2}} \frac{1}{n!}.
\]

The expected number \( L_2 \) of EVs charging in RUDQ is given by:

\[
L_2 = \frac{\lambda_2 + \lambda_{12}}{\mu_2} = \frac{\lambda (p_1 + p_2 - p_1 q_1)}{\mu_2}.
\]

With Assumption 3, the departure process is Poisson with rate \( (\lambda_2 + \lambda_{12}) \), which is split randomly according to the probability distribution \( (q_2, 1 - q_2) \). (1 - \( q_2 \)) of EVs enter RUQ as a Poisson process with rate \( \lambda_{23} = (\lambda_2 + \lambda_{12}) \cdot (1 - q_2) \) for RUQ. The combined arrival process of RUQ is also a Poisson process with rate \( (\lambda_3 + \lambda_{23}) \). With Assumption 4, RUQ can be modelled as an \( M/M/\infty \) queue with arrival rate \( (\lambda_3 + \lambda_{23}) \) and service rate \( \mu_3 \). Therefore, the probability \( p_{3,n} \) of having \( n \) EVs in this queue is:

\[
p_{3,n} = \left( \frac{\lambda_3 + \lambda_{23}}{\mu_3} \right)^n e^{-\frac{\lambda_3 + \lambda_{23}}{\mu_3}} \frac{1}{n!}.
\]

The expected number \( L_3 \) of EVs standing by in RUQ can be expressed as:

\[
L_3 = \frac{\lambda_3 + \lambda_{23}}{\mu_3} = \frac{\lambda (1 - p_1 q_1 - p_1 q_2 - p_2 q_2 + p_1 q_2 q_1)}{\mu_3}.
\]
The overall system departure process is a Poisson process superposed by three individual departure Poisson processes from the three queues. The overall departure process has rate:

\[ \lambda = q_1 \lambda_1 + q_2 (\lambda_2 + \lambda_{12}) + (\lambda_3 + \lambda_{23}). \] (10)

The duration of each regulation service \( \Delta t_{reg} \) is normally short, such as a few minutes, while EVs are expected to switch their states in a relatively much lower rate. Thus, the mean service times of the queues, \( \frac{1}{\mu_1}, \frac{1}{\mu_2}, \) and \( \frac{1}{\mu_3} \) are generally much longer than a few minutes. This is justifiable as an EV cannot be charged up nor leave the system within a few minutes on the average. For each EV, the amount of power \( P_{EV} \) contributed for a regulation event can be determined with the amount of energy required \( \Delta x_{EV} \) by \( P_{EV} = \frac{\Delta x_{EV}}{\Delta t_{reg}}. \)

As an aggregator normally coordinates hundreds of EVs, \( P_{EV} \) contributed by a single EV is small. Hence, \( \Delta x_{EV} \) would be even smaller. For a particular regulation contract with the fixed regulation service duration \( \Delta t_{reg} \), we can fix \( P_{EV} \) to be small enough such that the probability of having a state transition of an EV after an absorption or a removal of energy of \( \Delta x_{EV} \) for a regulation service is almost negligible. Therefore, the capacities for the regulation services can be estimated based on the numbers of EVs available for regulation. Due to the types of regulation supported by EVs as described in Section III, the steady state RD capacity \( C_{RD} \) can be computed as:

\[ C_{RD} = P_{EV}(L_1 + L_2). \] (11)

Similarly, the steady state RU capacity \( C_{RU} \) is given by:

\[ C_{RU} = P_{EV}(L_2 + L_3). \] (12)

V. SMART CHARGING MECHANISM

Recall that in Section IV-B, a smart charging mechanism \( M_{SC} \) is adopted to assign charging rates to EVs based on their battery statuses so that their durations in States 1 and 2 follow exponential distributions. We also apply a modified \( M_{SC} \) to the EVs in State 3 such that their durations in the system follow an exponential distribution as well. However, this \( M_{SC} \) is posed as an assumption when the model is developed in Section IVV. The model will not work and the resultant capacity estimation cannot be validated if \( M_{SC} \) does not exist. To complete the model, in this section, we discuss the design of such a smart charging mechanism.

When EV \( i \) arrives at the system, it specifies its arrival time \( t_{i}^{a} \), its expected departure time \( t_{i}^{d} \), its lower and upper SOC target thresholds \( x_{i}^{l} \) and \( x_{i}^{u} \), and its initial SOC \( x_{i}(t_{i}^{a}) \). The main purpose of the smart charging mechanism is to assign a service duration \( w_{i} \) to EV \( i \) such that:

1) the service times assigned to a set of EVs statistically follow the exponential distribution;
2) the service time should not be longer than the expected duration of the EV staying in the system; and
3) the required charging rate should fall into the range of \([r, \sigma]\), where \( r \) and \( \sigma \) are the lower and upper charging rate limits supported by the system.

1Interested readers can refer to Section VI for performance results.

Point 1 ensures that an analytical model for capacity characterization can be developed based on Section IV-C. Point 2 guarantees that the EVs will not stay longer in the system than expected. That is, \( w_{i} \) should be smaller than or equal to \( t_{i}^{d} - t_{i}^{a} \). For Point 3, when the EVs stay in RDQ and RUDQ, their batteries need to be charged up to certain levels, and thus, the charging rates should be feasible for the system. For a particular queue, \( M_{SC} \) aims to assign the arriving EVs with service durations, which statistically follow an exponential distribution. Upon an arrival, \( M_{SC} \) will assign a service duration to the EV. In general, not every randomly generated service duration fits the condition of the EV. However, we can reserve any unfit random service duration for another EV who comes at a later time. We introduce Lemma 1 and Corollary 1 to formally provide the underlying mathematical reasoning.

**Lemma 1.** Consider that the sequence \( y(t) = [y_1, y_2, \ldots, y_t] \) is a realization of the independent and identically distributed (i.i.d.) random process \( \{Y_t\} \). Let \( \sigma \) be any permutation of the indices \( 1, 2, \ldots, t \). \( y'(t) = [y_{\sigma(1)}, y_{\sigma(2)}, \ldots, y_{\sigma(t)}] \) is also a realization of \( \{Y_t\} \).

**Proof:** Regardless of the order, \( y(t) \) and \( y'(t) \) contain the same set of numbers \( \{y_1, \ldots, y_t\} \). As \( \{Y_t\} \) is i.i.d., \( y'(t) \) is also a realization of \( \{Y_t\} \).
Corollary 1. Consider that \(y(t) = [y_1, y_2, \ldots, y_t] \) is a realization of the i.i.d. \(\{Y_t\}\). For \(1 \leq k \leq t' \leq t\), \(y'(t) = [w_1, \ldots, y_{k-1}, y_{k+1}, \ldots, y_t, y_{t'}, y_{t'+1}, \ldots, y_t] \) is also a realization of \(\{Y_t\}\).

Since RDQ, RUDQ, and RUQ have different expected service times and SOC charging ranges (see Section IV), we apply variants of the smart charging mechanism for the three queues and their design principles are largely similar. We will explain the detailed design for RDQ and then point out the differences for RUDQ and RUQ:

1) RDQ: The design principle is to set the charging rates \(r_i's\) of the EVs by assigning with corresponding \(w_i's\), where \(w_i's\) follow the exponential distribution with mean \(\mu_{1}\) as much as possible. Consider a sequence of exponentially distributed numbers \([y_1, y_2, \ldots]\) with mean \(\mu_{1}\), and they are potential service times of EVs in State 1. The idea is that, when an EV comes, we assign the \(y_j\) with the smallest index \(j\) to its service time such that \(y_j\) fits its specifications. Once \(y_j\) has been adopted, we remove it from the sequence. Fig. 2 shows the implementation details. We maintain a first-in-first-out queue \(\Psi_{1}\) to temporarily store the previously unadopted random numbers for \(y\). Suppose that EV \(i\) with \(t_i^d, t_i^d, x_i, \tau_i\), and \(x_i(t_i^d)\) enters the queue. We first check if there are any unassigned numbers in \(\Psi_{1}\). If so, we examine each number \(y\) in \(\Psi_{1}\) to see if \(y\) satisfies

\[
y \leq t_i^d - t_i^a \quad \text{(13)}
\]

and

\[
x_i - x_i(t_i^d) \leq \frac{\tau_i}{y} \quad \text{(14)}
\]

If there are multiple qualified \(y\)'s, we select the \(y\) which was the earliest to be generated. Then we remove \(y\) from \(\Psi_{1}\) and set EV \(i\)'s service time \(w_i = y\). Condition (13) means that the service time \(w_i\) will not be longer than the EV's expected duration of stay, i.e., \(t_i^d - t_i^a\). Since EV \(i\) in this queue will be charged up to \(x_i\), the amount of energy will be charged is \(x_i - x_i(t_i^d)\), and thus, the required charging rate is \(r_i = \frac{x_i - x_i(t_i^d)}{y}\). Condition (14) ensures that \(r_i\) can be supported by the system. We examine from the head of the queue to ensure that the earliest qualified number in the queue can be adopted first. If there is no qualified \(y\) in \(\Psi_{1}\), we keep generating random numbers \(z\)'s which are exponentially distributed with mean \(\mu_{1}\) until we get one \(z\) satisfying (13) and (14). All those unqualified numbers will be queued up in \(\Psi_{1}\). Note that a random service time \(y\) which violates the conditions of a particular EV, i.e., (13) and (14), may be qualified with another EV. Our goal is to keep the length of \(\Psi_{1}\) at all times as short as possible. In this way, we just postpone some random numbers used at a later time. Here we just repeatedly apply Corollary 1 to design \(M_{SC}\).

2) RUDQ: The \(M_{SC}\) design for RUDQ is similar to that for RDQ but the random numbers should follow exponential distribution with mean \(\mu_{2}\) as much as possible. All EVs will be charged up to their \(\tau_i\)'s. If EV \(i\) comes from RDQ, the amount of energy needed to be charged is \(\tau_i - x_i\). Otherwise, the required charged amount is \(\tau_i - x_i(t_i^d)\). We maintain a queue \(\Psi_{2}\) to store the unqualified random numbers.

3) RUQ: We modify the previously discussed \(M_{SC}\) for RUQ. Instead of setting charging rates, we manipulate the service times for the EVs only. The design principle is also similar to that for RDQ but the random numbers should seemingly follow exponential distribution with mean \(\mu_{3}\). All EVs in RUQ do not need to be actively charged, and thus, the rate constraint like (14) is not required. We maintain a queue \(\Psi_{3}\) to store the unqualified random numbers. When an EV is assigned with a service time shorter than its own expected duration of stay, it can still physically park at the parking infrastructure but we just disconnect it from the system.

We need a performance metric to determine how well \(M_{SC}\) facilitates the analytical model discussed in Section IV.C. We have Theorem 1 to introduce the queue length of \(\Psi_{1}\) to evaluate the performance of \(M_{SC}\). It says that if the queue length remains finite, the service durations assigned to the EVs will follow an exponential distribution in the long run. The details can be found as follows:

Theorem 1. Let \(N(t)\) be the queue length of \(\Psi_{1}\) at time \(t\), and \(y(t) = [y_1, \ldots, y_t]\) and \(w(t) = [w_1, \ldots, w_t]\) be the random number sequence generated from an exponential distribution with mean \(\mu_{1}\) and the set of qualified service times adopted by the first \(t\) participating EVs, respectively, at RDQ. If \(t\) tends to infinity and \(\lim_{t \to \infty} N(t) < \infty\) holds, \(w(t)\) is exponentially distributed with mean \(\mu_{1}\) almost surely.

Proof: \(y_k's\) in \(y(t)\) are split into two sets, either becoming \(w_k's\) in \(w(t)\) or being stored in \(\Psi_{1}\). The condition \(\lim_{t \to \infty} N(t) < \infty\) implies that only a finite number of \(y_k's\) go to \(\Psi_{1}\) and thus \(w(t)\) must contain an infinite number of \(w_k's\). When being assigned to \(w(t)\), some \(y_k's\) may have been re-ordered; \(y_k\) may have been assigned to \(w_{k'}\), where \(k' > k\). By Corollary 1, permutations of \(y_k's\) in the sequence does not affect the exponential nature of the sequence. Although \(y(t)\) and \(w(t)\) are different, \(w(t)\) has inherited \(y(t)'s\) exponential distribution property almost surely.

Similar results also hold for RUDQ and RUQ. Note that we do not need to specify any requirement of the inputs; the initial SOCs \(x_i(t_i^d)\), the duration of stays \(t_i^d - t_i^a\), and the lower and upper SOC target thresholds \(\tau_i\) and \(\pi_i\) can follow unknown distributions. The smart charging mechanism can adapt to the characteristics of the inputs and generate exponentially distributed service times with means specified for the queues.

VI. PERFORMANCE EVALUATION

A. System Parameter Settings

We study the performance of the system with a parking structure example, where EVs arrive and leave independently. Consider a scenario that there are five EVs entering the parking structure per minute following a Poisson distribution on the average. 90% of EVs require charging, where their SOCs are below their upper target thresholds at their arrivals. One tenth of them do not, since they need parking only and their SOCs are above their respective upper target thresholds. Among those requiring a charge, based on [36], we assume their initial SOCs \(x_i(t_i^d)\)'s follow a truncated Normal distribution.
in the range of [0, 1] with mean 0.5 and standard deviation 0.2. The EVs expect to be charged up to their SOC upper target thresholds \( x_i^u \), each of which is set with a truncated Normal distribution in the range of \([x_i(t^u_i), 1]\) with mean \( x_i(t^u_i) + 0.5(1 - x_i(t^u_i))\) and standard deviation \(0.1(1 - x_i(t^u_i))\) for EV \( i \). The SOC lower target threshold \( x_i^l \) of EV \( i \) is set to \( x_i = x_i^l \times \text{rand}[0.6, 0.8] \), where \( \text{rand}[0.6, 0.8] \) is a random number uniformly generated in \([0.6, 0.8]\). There are different charging standards and the required charging times for typical EV models vary from 20 minutes to 8 hours [37]. Moreover, the durations of parking also depend on the drivers’ driving practice, the purposes of parking, and the initial SOCs. We assume that the durations of stay (i.e., \( t^d_i - t^a_i \) for EV \( i \)) are normally distributed and truncated in the range of \([60, 780]\) minutes with mean 420 minutes and standard deviation 60 minutes. With these settings, we classify EVs into states according to their SOCs and simulation gives \( p_1 \approx 0.5\), \( p_2 \approx 0.4\), and \( p_3 = 0.1\). Based on the current charging technologies, we set the range \([\tilde{\mu}, \bar{\mu}]\) of the charging rates as \([0, 0.05]\), where \( \tilde{\mu} \) corresponds to fast charging [38]. We also have \( q_1 = q_2 = 0.1\). The above shows how to determine the system parameters, \( \lambda, p_1, p_2, p_3, q_1, \) and \( q_2 \), for our illustrative scenario. Note that we do not require any specific EV arrival rates and distributions for SOC conditions and total durations of stays. Different scenarios just give different parameter settings.

B. Results for a Reference Set of \( \mu_1, \mu_2, \) and \( \mu_3 \)

The only parameters that we can control are the expected service times of the EVs, in terms of \( \mu_1, \mu_2, \) and \( \mu_3 \), at the three queues by setting corresponding charging rates and/or disconnecting EVs from the system. Smaller values of \( \mu_1, \mu_2, \) and \( \mu_3 \) give larger regulation capacities but inappropriate values may result in remarkable errors between the analytical and actual capacities. We first define a reference set of \( \mu_1 = \frac{1}{50} \text{min}^{-1}, \mu_2 = \frac{1}{70} \text{min}^{-1}, \mu_3 = \frac{1}{30} \text{min}^{-1} \). In this way, EVs in State 1 will spend 50 minutes in this state on the average. When they exit State 1, 10% of them leave the system, while the rest of them transit to State 2 and continue to charge up their batteries to their upper target thresholds with a mean service time of 70 minutes. Next 10% of them leave the system from State 2, and the rest of the EVs stay in State 3 (without charging) with the mean residence time equal to 30 minutes. By (5), (7), and (9), the expected numbers of EVs in States 1-3 are \( L_1 = 127.32 \), \( L_2 = 296.55 \), and \( L_3 = 129.65 \) in the steady state.

We set \( P_{EV} = 6 \text{ kW} \) and \( \Delta t_{reg} = 1 \text{ min} \). Thus, each EV absorbs or delivers 0.1 kWh for each regulation service. When compared with the EV models already available in the market, such small charging and discharging rates of \( P_{EV} \) result in a regulation event where the involved EVs do not switch states when supporting regulation (i.e., no transition to other queues merely for regulation). For example, the Tesla Model S has a battery capacity ranging from 40 kWh to 85 kWh [39], and BYD e6 has a battery capacity of 60 kWh [40]. With (11) and (12), the expected RD and RU capacities are \( C_{RD} = 6 \text{ kW} \times (127.32 + 296.55) = 2543.22 \text{ kW} \) and \( C_{RU} = 6 \text{ kW} \times (296.55 + 129.65) = 2557.19 \text{ kW} \), respectively.

We simulate the instantaneous numbers of EVs getting served in the queues for 1440 minutes. The simulation was implemented with Matlab. The results are exhibited in Fig. 3. The system is initially empty and it takes about 200 minutes to reach the steady state, where the numbers of EVs in the queues oscillate around our computed expected values.

Fig. 3 shows the queue length variations of \( \Psi_1, \Psi_2, \) and \( \Psi_3 \) for \( M_{SC} \) generated from the same simulation run as in Fig. 3. Fig. 4(a) illustrates the variations of queue length of \( \Psi_1 \) corresponding to the variations of EV population size shown in Fig. 3(a). Similarly, Figs. 4(b) and 4(c) correspond to Figs. 3(b) and 3(c). In spite of the existence of some blips, the sizes of \( \Psi_1, \Psi_2, \) and \( \Psi_3 \) do not grow continuously in the time horizon. By Theorem 1, the actual system supported by the smart charging mechanism will generally follow the analytical results developed in Section IV-C in the long run. \( \Psi_1 \) and \( \Psi_3 \) can return to empty queues from time to time and this implies that all their unqualified random numbers for service times at particular instants can be adopted in their next few instants. The length of \( \Psi_2 \) is stabilized at around 15 and it is likely that the adoption rate and the generation rate of unqualified random numbers are similar.
analytical ones and the discrepancies grow with $\frac{1}{\mu_1}$, $\frac{1}{\mu_2}$, and $\frac{1}{\mu_3}$. A certain part of the error is due to the transient state of the system as the analytical results only illustrate the steady state performance. The rest comes from the growth of the queue lengths of $\Psi_1$, $\Psi_2$, and $\Psi_3$ for $M_{SC}$ because the probability of generating large and unqualified service times is higher with smaller $\mu_1$, $\mu_2$, or $\mu_3$. Therefore, there is a tradeoff between the resultant capacity and error. To construct the system with larger capacities, we need to tolerate larger errors. In practice, we set the values for $\mu_1$, $\mu_2$, and $\mu_3$ based on our requirements for the expected capacities and their accuracies. Moreover, for a real parking structure, the characteristics of the arriving EVs may change with the time of day. Based on some historical data, we may divide a day into several periods, where the EV characteristics are more or less similar in each period. Then an appropriate combination of $\mu_1$, $\mu_2$, and $\mu_3$ can be set for each period and the capacities of each period can be deduced accordingly.

VII. Conclusion

With the expected higher penetration of renewable energy generation in smart grid, the stochastic nature of the renewables will induce new challenges in matching the actual power consumption and supply. One measure to enforce power balance is through regulation services. Traditional regulation services are mainly run by power plants and very costly. The increasing social consensus on environmentally friendly transportation would lead to more reliance on EVs. With the embedded rechargeable batteries in EVs, a fleet of EVs can behave as a huge energy buffer, absorbing excess power from the smart grid or supplying power to overcome the deficit. This implies that an aggregation of EVs is a practical alternative to support the regulation services of smart grid. However, V2G is a dynamic system. Each EV connects to and disconnects from the system independently. Regulation through V2G can be realized only if we can capture the aggregate behavior of the EVs. However, in general, we cannot directly control the participating EVs and make them contribute according to our requirements. We can only estimate the collective contribution from the EVs while allowing them to behave autonomously. In this paper, we model an aggregation of EVs with a queueing network. The structure of the queueing network allows us to estimate the RU and RD capacities separately. The estimated capacities can help set up a regulation contract between an aggregator and a grid operator so as to facilitate a new business model for V2G. To make the results analytically tractable, the EV service durations need to be exponentially distributed. We introduce a smart charging mechanism to fulfill this requirement. This mechanism does not require any specific patterns for the EVs’ initial SOCs, the duration of stay, and their lower and upper SOC thresholds and it can adapt to the characteristics of the EVs and make the performance of the actual system follow the analytical model. To summarize, our contributions include: 1) proposing a queueing network model for V2G regulation services, 2) facilitating various regulation contracts by separating RU and RD capacities, 3) designing a smart charging mechanism to make the system adaptable to
Fig. 5. Simulated capacities and the discrepancies between the analytical and simulated results.

various characteristics of EVs, and 4) performing extensive simulations to verify the performance of the model.
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