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Abstract

Plume containment using pump-and-treat (PAT) technology continues to be a popular remediation technique for sites with
extensive groundwater contamination. As such, optimization of PAT systems, where cost is minimized subject to various remedi-
ation constraints, is the focus of an important and growing body of research. While previous pump-and-treat optimization (PATO)
studies have used discretized (finite element or finite difference) flow models, the present study examines the use of analytic element
method (AEM) flow models. In a series of numerical experiments, two PATO problems adapted from the literature are optimized
using a multi-algorithmic optimization software package coupled with an AEM flow model. The experiments apply several different
optimization algorithms and explore the use of various pump-and-treat cost and constraint formulations. The results demonstrate
that AEM models can be used to optimize the number, locations and pumping rates of wells in a pump-and-treat containment sys-
tem. Furthermore, the results illustrate that a total outflux constraint placed along the plume boundary can be used to enforce plume
containment. Such constraints are shown to be efficient and reliable alternatives to conventional particle tracking and gradient
control techniques. Finally, the particle swarm optimization (PSO) technique is identified as an effective algorithm for solving
pump-and-treat optimization problems. A parallel version of the PSO algorithm is shown to have linear speedup, suggesting that
the algorithm is suitable for application to problems that are computationally demanding and involve large numbers of wells.
� 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

Remediation of contaminated groundwater is a
continuing problem for the industrialized world. At
many contaminated sites, a pump-and-treat system con-
sisting of extraction and injection wells is installed to
prevent further plume migration and remove contami-
nant mass. Designers typically determine the number,
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locations, and rates of extraction and injection wells
such that plume containment is realized at the lowest
cost. In this context, the plume is defined as a closed
boundary delineating a fixed containment area (i.e., a re-
gion of groundwater contamination that must not be al-
lowed to expand), and plume containment occurs when
all groundwater initially residing within the containment
area either remains within this boundary, or is extracted
by a well during the remediation period.

Optimization of pump-and-treat systems using auto-
mated simulation-optimization techniques has been
extensively studied over the past quarter century. Mayer
et al. [37] provided a detailed review of this body of
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research and set forth a suite of community prob-
lems intended to serve as a unifying benchmark for
future work. While previously published studies of
pump-and-treat optimization (PATO) have used finite-
difference (FD) or finite-element (FE) flow models, this
paper investigates the use of groundwater flow models
based on the analytic element method (AEM). There-
fore, a major contribution of this study is that it is the
first to assess the feasibility of AEM-based PATO. The
purpose of this work is not to compare the merits of
AEM versus FD/FE for PATO applications, but to
examine the applicability of the AEM to this class of
problems and develop guidelines for the appropriate
PATO formulation.

Several major characteristics distinguish AEM
groundwater models from their FD/FE counterparts.
In AEM models, hydrologic features are treated as
distinct model elements rather than distributed over
a spatial grid or mesh. Continuously varying aquifer
properties, such as hydraulic conductivity and recharge,
are approximated using a set of parameter zones. While
such zones are commonly assigned average or effective
parameter values, solutions for continuous variation
within a zone have been developed (e.g., the multi-quad-
ric area sink [46]). Point features (such as wells) are
directly represented in AEM models and their spatial
coordinates can be varied as continuous functions. Con-
versely, such point features can be only approximately
located in common FD and FE modeling software,
and the effects of such features are averaged over the
entire grid- or mesh-cell in which they are placed.
Finally, while FD/FE techniques result in a set of dis-
crete nodal or grid cell solutions, AEM flow solutions
are inherently continuous over the entire model domain.
Introductory treatments of AEM modeling are provided
in [45,26], while [29,30] provide details on the high-order
techniques underpinning the numerical engine used in
this study. The particular AEM implementation used
in this study assumes two-dimensional, steady state
flow. Such assumptions are common among published
PATO studies and should not be a limitation for most
PATO applications. Notable exceptions are problems
involving time-varying pumping rates and/or flexible
management periods (e.g., [8,13–16,34]) and/or contain-
ing significant layering of aquifer permeability (e.g.,
[1,44]).

Given the fundamental differences between AEM and
FD/FE flow modeling, the use of AEM introduces sev-
eral unique possibilities with respect to PATO. For
example, AEM-modeling allows for the coordinates of
pump-and-treat wells to be directly represented as con-
tinuous design variables. Conversely, the majority of
previous FD/FE-based PATO studies have optimized
well coordinates using a discrete list of candidate well
locations. Notable exceptions are found in [27,47], but
in these studies potential well locations were nonethe-
less limited to the nodes of the FE mesh [47] or the
cell center of a FD grid [27]. Limitations in the place-
ment of FD/FE wells can be overcome via spatial
grid adaptation methods, but such methods can be
computationally expensive and result in a more compli-
cated linkage between the simulation and optimization
software.

Another benefit of AEM-based PATO arises when
particle tracking techniques are used as plume contain-
ment indicators. Particle tracking, described by Mulli-
gan and Ahlfeld [40], considers the advection of a
series of particles, initially located inside or along the
perimeter of the plume. Plume containment is indicated
if all particles remain within the plume, or are extracted
by pump-and-treat wells, at the conclusion of the reme-
diation time frame. When particle tracking is applied to
FD/FE model solutions, the accuracy of a particle track
is sensitive to the level of grid or mesh discretization.
Conversely, AEM flow solutions are grid-free and the
corresponding particle tracks are not affected by domain
discretization error.

In contrast to particle tracking, the hydraulic gradi-
ent control plume containment technique, introduced
by Atwood and Gorelick [3], specifies a series of control
locations along the perimeter of the plume. When the
head gradient at all control locations is oriented toward
the interior of the plume, plume containment is pre-
sumed to occur. In FD/FE models, head gradients are
approximated using a pair of head values defined at each
control location, with one member of the pair located
inside the plume and the other outside of the plume.
The separation distance between gradient points in such
models is restricted to discrete multiples of the grid
spacing, limiting the accuracy of the numerical gradient
calculations. Conversely, AEM-based PATO allows for
exact, analytic computation of head gradients, and pro-
vides a unique opportunity to examine the sensitivity of
PATO to the inaccuracies of the numerically computed
gradient control approach.

While previous PATO studies have used particle
tracking and/or gradient control pairs, the present study
includes consideration of an alternative plume contain-
ment indicator, designated here as the ‘‘zone outflux
constraint’’. A complete mathematical description of
the constraint is provided in Section 1.4, and is derived
from the decomposition of flux (vertically integrated dis-
charge) across an arbitrary transect into influx and
outflux terms. A zone flux polygon is then assembled
by connecting a series of transects. Plume containment
is signified when the total outflux, summed over all tran-
sects in a plume-enclosing zone flux polygon, is identi-
cally zero.

In consideration of the possibilities suggested by
AEM-based PATO, this study examines several AEM-
based PATO formulations to identify those that are par-
ticularly efficient, effective and reliable. The following
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subsections summarize the various facets of PATO con-
sidered in this paper: (1) optimization algorithm, (2) sys-
tem cost, and (3) constraint integration. Mathematical
formulations associated with system cost and constraint
integration are included in Appendix A.

1.1. Optimization algorithms

Numerous algorithms have been applied to pump-
and-treat and related hydraulic optimization; a thor-
ough review and tabulated summary is provided by
Mayer et al. [37]. More recent studies have used various
heuristic approaches (genetic algorithm, simulated
annealing, tabu search, and/or artificial neural net-
works) (e.g., [6,18,25,35,50]), nonlinear programming
(e.g., [25]), and implicit filtering (e.g., [19,20]).

For this study, five algorithms were considered, with
the goal of discovering those most effective at solving
AEM-based PATO problems. The methods consisted
of three heuristic algorithms (simulated annealing (SA)
[33], particle swarm optimization (PSO) [32], and a
real-coded genetic algorithm (GA) [22,49]), one nonlin-
ear programming algorithm (Fletcher–Reeves conju-
gate-gradient (CG) [41]), and a random (RND) search
algorithm.

The choice of GA and SA algorithms was motivated
by the fact that they are heuristic (global) algorithms
successfully applied in previous PATO studies (e.g.,
[2,6,7,17,18,25,27,35,42,48]). The CG algorithm is repre-
sentative of nonlinear programming, a common ap-
proach in the PATO literature (e.g., [25,38,39,47,48]).
The random search algorithm, where an optimal solu-
tion is selected from a random sample of solution sets,
served as a control for the other algorithms.

Importantly, this paper represents the first applica-
tion of the PSO algorithm to PATO problems. The algo-
rithm was introduced by Kennedy and Eberhart [32],
and is an outgrowth of attempts to simulate the cooper-
ative–competitive nature of social behavior. The algo-
rithm can effectively solve a variety of engineering
optimization problems, and [9,21] demonstrated appli-
cations where PSO performance compared favorably
with the GA and SA algorithms.

1.2. System cost

Mayer et al. [37] summarized some of the more com-
monly used PATO cost formulations, which can be di-
vided into three components: (i) CTOTQ: total pumping
rate as a surrogate for cost; (ii) COPER: operational costs
only (such as energy, treatment, disposal and labor
costs); and (iii) COPER+: both operational and capital
(well installation and pump) costs. The numerical exper-
iments in this study examined each of the three cost for-
mulations in order to demonstrate the feasibility of their
use in an AEM-based PATO problem, and to assess the
influence of the cost function on algorithm effectiveness

(the ability of a given optimization algorithm to deter-
mine the minimum cost plume containment system).
Details on the three cost formulations, as implemented
in this study, are provided in Appendix A.

1.3. Integration of constraints

The pump-and-treat objective can be mathematically
formulated as a combination of the system cost function
(either CTOTQ, COPER, or COPER+) and a penalty func-
tion, PTOTAL, which accounts for the cost of various
constraint violations. Mayer et al. [37] provide a sum-
mary of the types of constraints that have been applied
to pump-and-treat optimization, and this study demon-
strates that AEM-based PATO is capable of handling
commonly applied constraints on capacity, drawdown
and plume containment. Capacity constraints limit total
pumping so that the PAT system does not overload an
established treatment facility, drawdown constraints pre-
vent aquifer dewatering, and plume containment con-
straints enforce the remedial goals of the PAT system.
Formulas for PTOTAL and associated constraints are gi-
ven in Appendix A.

Chan Hilton and Culver [7] discuss several techniques
for combining cost and PTOTAL to form the objective
function, including the additive penalty method (APM),
the multiplicative penalty method (MPM), and the
exponential penalty method (EPM); formulations for
these methods are provided in Appendix A. Following
the reasoning of Mulligan and Ahlfeld [39], the APM
was initially viewed as the preferred penalty method
for all experiments in this study because the MPM and
EPM methods tend to over-penalize constraint viola-
tions, biasing the optimization to favor constraint
reduction over cost reduction. However, a set of initial
experiments indicated that while the APM was effective
in problems utilizing particle tracking constraints, the
MPM performed better for gradient control and zone
outflux constraints.

1.4. Zone outflux constraint

The zone outflux constraint enforces plume contain-
ment by utilizing the normal component of the vertically
integrated discharge, Qg [L2/T], which may be expressed
as

Qg ¼
Z h

0

qg dz; ð1Þ

where h [L] is the saturated thickness of the domain, qg

[L3/T] is the specific discharge normal to some vertical
plane through the aquifer, and z [L] is the vertical direc-
tion. Fig. 1 illustrates the decomposition of Qg across an
arbitrary transect into directional components, Qþg ðsÞ
and Q�g ðsÞ, that vary in a piecewise continuous manner



Fig. 1. Example of flux decomposition across an arbitrary transect.
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between transect endpoints a and b. Total fluxes (F þab

and F �ab) in each direction are computed via integration
along transect ab, as

F þab ¼
Z b

a
Qþg ðsÞds; F �ab ¼

Z b

a
Q�g ðsÞds; ð2Þ

where Qþg and Q�g are strictly positive and Qg ¼ Qþg �Q�g .
A ‘‘zone flux polygon’’ can be assembled by connecting
a series of transects aligned such that Qþg terms for all
transects correspond to outflow from the polygon and
Q�g terms correspond to inflow. Using this convention,
the total outward flux (F þZFP) and total inward flux
(F �ZFP) across the boundary of a given zone flux polygon
are computed by summing the appropriate transect
fluxes, as shown in Eq. (3).

F þZFP ¼
XN

i¼1

F þi ; F �ZFP ¼
XN

i¼1

F �i ; ð3Þ

where, N is the number of transects in the given zone
flux polygon, and F þi and F �i are the respective total out-
flux and total influx across the ith transect boundary of
the zone flux polygon.

For pump-and-treat optimization, a zone flux poly-
gon is configured to match the plume boundary, and
plume containment is enforced by constraining the total
outward flux (F þZFP) to be identically zero (i.e., no
groundwater exits the plume, unless removed via a well).
The zone outflux constraint may be considered equiva-
lent to that of an infinite number of gradient control
points placed along the plume boundary. For a given
pump-and-treat system design, the zone outflux con-
straint is violated if the total outflux (F þZFP) is nonzero.
Such violations cause a penalty (proportional to F þZFP)
to be assessed to the pump-and-treat system cost.

Evaluation of the transect flux integrals in Eq. (2) is
dependent on the groundwater modeling strategy em-
ployed. For grid-based models, the flux terms Qþg and
Q�g across each transect may be interpolated from the
discretized flow solution and integrated numerically.
Interpolation (and its associated numerical error) may
be avoided if the geometry of the zone flux polygon is
configured so that polygon sides coincide with cell faces.
However, such a rectilinear geometry of the zone flux
polygon may lead to an over-conservative constraint
formulation. AEM-based models provide a continuous
flow solution everywhere in the modeled domain and,
regardless of zone flux polygon geometry, no interpola-
tion is required to determine the flux across a given
transect. Furthermore, the transect flux terms of an
AEM-based flow solution can be integrated in two ways:
strictly numerically or numerically with an analytic cor-
rection term (hereafter referred to as semi-analytically).
For the semi-analytic method, the integrals in Eq. (1)
are first evaluated numerically. Then the net flux
through each transect, F ab ¼ F þab � F �ab ¼

R b
a QgðsÞds, is

calculated analytically (as in [11, pp. 61–64] and [12,
pp. 385–387]). If, for a given transect, flow is unidirec-
tional (i.e., F ab ¼ F þab or F ab ¼ �F �ab), then the analytic
expression is used. Otherwise, a correction is applied
to the numerically calculated total fluxes in order to be
consistent with the analytic net flux:

ðF þabÞCORR ¼ F þab 1þ F ab � F þab þ F �ab

F þab þ F �ab

� �
;

ðF �abÞCORR ¼ F �ab 1� F ab � F þab þ F �ab

F þab þ F �ab

� �
.

ð4Þ

Note that ðF þabÞCORR � ðF �abÞCORR ¼ F ab, as desired.
In the AEM modeling software utilized in this study,

calculation of transect fluxes in a plume-enclosing zone
flux polygon is carried out using the semi-analytical
technique. Computation of the constraint is highly accu-
rate, fairly inexpensive and convenient in that no deci-
sions regarding the number and location of gradient
pairs and/or particles are required. The enhanced accu-
racy of the semi-analytic technique may be superfluous
in the context of a pump-and-treat constraint, as a single
outflux term in the numerical integration will trigger a
penalty. The analytic correction simply adjusts the pen-
alty value to more accurately represent the severity of
the constraint violation, which is unlikely to affect the
overall optimization results. However, the additional
computation required for the analytic correction is min-
or compared to the numerical integration step, and the
zone flux feature is a standard component of the AEM
software used in this work.
2. Methods

To investigate the performance of AEM-based
PATO, two problem formulations were developed: (1)
a ‘‘control’’ problem, selected from the community
problems presented in [37], and (2) a ‘‘complex’’ prob-
lem, based on the twin-plume problem presented by
Mulligan and Ahlfeld [39]. These problems were selected
based on two criteria. First, they were readily adaptable
to the AEM modeling software used in this study, which
is limited to two-dimensional steady-state flow with
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homogeneous conductivity and recharge zones. Second,
the two problems differ significantly in terms of domain
size, plume geometry, and boundary conditions, allow-
ing for meaningful generalization of observed optimiza-
tion trends.

In each of the test problems, the optimization design
variables were the location and rates of extraction and
injection wells. Most optimizations were carried out
using well coordinates varied as continuous functions;
a subset of the experiments limited well location coordi-
nates to evenly spaced intervals. The optimal number of
wells was determined implicitly by allowing algorithms
to consider a large maximum number of wells. Of this
maximum number, only wells operating above a thresh-
old value (1.5 m3/day) were retained in the solution.

2.1. Control problem

The AEM setup of the control problem is illustrated
in Fig. 2. The problem is based on Application III of the
community problems posed by Mayer et al. [37], and is
located in an unconfined aquifer with no-flow bound-
aries to the south and west and specified head bound-
aries (i.e., a head gradient of 0.001) to the north and
east, resulting in a north–northeasterly flow direction
near the plume. Following the guidelines for the com-
munity problem, aquifer porosity, hydraulic conductiv-
ity and recharge were set at 0.32, 4.33 m/day, and
0.00164 m/day, respectively. To facilitate comparison
with [19], the plume containment boundary was delin-
eated by the 50 ppb concentration contour resulting
from five years of contaminant transport from the initial
plume source. In this case, contaminant transport was
simulated using Cardinal [11], a multi-species single-
phase reactive-transport model that integrates an
Fig. 2. Control model setup with simulated head contours (m).
AEM flow solution with a finite-element or finite-differ-
ence transport model.

2.2. Complex problem

The AEM setup of the complex problem is illustrated
in Fig. 3. The problem, adapted from a two-dimensional
example developed by Mulligan and Ahlfeld [39], is an
unconfined aquifer containing no-flow boundaries in
the north and south, and specified heads in the west
(head gradient of 3/3100) and east (head gradient of
3.17/3100), resulting in southeasterly flow through the
plume. Following the description provided by Mulligan
and Ahlfeld [39], hydraulic conductivity, recharge and
porosity were set to 5 m/day, 0 m/day and 0.3, respec-
tively. The plume is presumed to result from the trans-
port of contaminants from two separate source zones,
leading to the dual-lobe shape. For this problem, precise
values for the specified head boundaries were not pro-
vided in the published literature and were therefore esti-
mated using trial and error to achieve a flow-field closely
resembling the descriptions provided by Mulligan and
Ahlfeld [39].

2.3. Plume containment constraints

To assess the sensitivity of particle tracking and gra-
dient control constraints to the number and distribution
of particles and control pairs, several different formula-
tions of these constraints were implemented. Particle
tracking and gradient control constraints were divided
into three size-classes, corresponding to ‘‘low’’, ‘‘med-
ium’’ and ‘‘high’’ numbers of constraints, equal to 2,
5, and 10 times the maximum number of wells, respec-
Fig. 3. Complex problem setup with simulated head contours (m).
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tively. Particle tracking constraints were further divided
into two spatial categories: uniform placement of parti-
cles throughout the plume body, or uniform placement
along the plume perimeter.

Hydraulic gradient constraints were always placed
uniformly along the plume perimeter, but a distinction
is made between whether the gradients were computed
numerically (based on a distance of 10 m between head
inside and outside the plume) or analytically, which is
not possible with standard FD/FE methods. In all, the
particle tracking, hydraulic gradient, and zone outflux
constraints provided a total of 13 different plume con-
tainment constraint configurations. Fig. 4 illustrates
Table 1
Plume containment constraints

Acronym Type Number of co
(control, comp

PTLB Particle Tracking Low (10,38)
PTMB Medium (25,9
PTHB High (50,190)
PTLP Low (10,38)
PTMP Medium (25,9
PTHP High (50,190)
HGLN Hydraulic Gradient control

(control points uniformly
distributed around plume perimeter)

Low (10,38)
HGMN Medium (25,9
HGHN High (50,190)
HGLA Low (10,38)
HGMA Medium (25,9
HGHA High (50,190)
ZONE ZONE Outflux n/a
selected constraints and Table 1 summarizes each of
the formulations. In Fig. 4, the arrows associated with
gradient control constraints indicate an inward flow
direction perpendicular to the plume boundary.

2.4. Optimization algorithms

The performance of each of the optimization
algorithms is dependent to some extent on the values
assigned to various algorithmic parameters. Where pos-
sible, parameters were assigned values taken from pub-
lished optimization studies, with preference given to
references that specifically addressed pump-and-treat
optimization. For example, PSO parameters values were
taken from the tuning study of [5] and the guidelines of
[50] were used in the assignment of SA and GA param-
eters. Algorithm parameters related to computation
time (for example, maximum number of generations)
were assigned so that each algorithm would run to com-
pletion using a similar number of objective function
evaluations.

2.5. Software

Three software packages were utilized in the experi-
ments, which were run on a workstation cluster com-
prised of 32 1-GHz Intel Pentium III processors with
256-kB cache, 1-GB of RAM, and the Red Hat Linux
7.3 operating system. Two of the software packages,
Split [28] and Bluebird [10], are AEM flow modeling en-
gines that incorporate high-order elements. For experi-
ments with particle tracking or numerical gradient
control constraints, the Split engine was used, while
the Bluebird engine was used for experiments involving
zone outflux or analytic gradient control constraints.
The two flow engines use identical system representation
and solution algorithms; selection between the two was
based solely on the availability of desired output. Both
models use an over-specified high-order representation
nstraints
lex)

Distribution or computation technique

Uniformly distributed throughout the plume Body
5)

Uniformly distributed along the plume Perimeter
5)

Gradients computed Numerically
5)

Gradients computed Analytically
5)

n/a
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of line elements [29,30]. For this work, the element seg-
ments were configured with an order of 12 and 18 con-
trol points, yielding maximum simulated head errors of
0.2 and 2 mm for the Control and Complex problems,
respectively.

The automated optimizations were performed using
Ostrich [36], a model-independent, multi-algorithmic
optimization tool. For this purpose, a pump-and-treat
optimization module was developed and is available
with version 1.4 of the public domain software.

2.6. Numerical experiments

To assess different aspects of AEM-based PATO, a
series of numerical experiments was designed using
the control and complex AEM models in conjunction
with various configurations of the PATO problem.
The goals of the experiments were: (i) demonstrate that
PATO problems can effectively make use of AEM flow
models, (ii) compare the effectiveness of various optimi-
zation algorithms, as applied to PATO, (iii) compare
the reliability (defined below, in Section 2.6.1) of vari-
ous plume containment constraint formulations, and
(iv) examine algorithm parallelization. To facilitate
analysis of the experimental results, quantitative expres-
sions for constraint reliability (R), algorithm effec-
tiveness (F), and speedup (S) were developed, as
discussed below.

2.6.1. Constraint reliability
Constraint reliability was computed following the

completion of a given optimization run and measures
the adequacy of the plume containment constraint for-
mulation used in the optimization. Using the current
optimal well-field design, the flow model was run with
a very large number of verification particles distributed
uniformly throughout the plume and forward-tracked
over the remediation time frame. The reliability of the
constraints was computed as the percentage of verifica-
tion particles successfully contained by the given opti-
mal design:

R ¼ ðN con=N totalÞ � 100%; ð5Þ
where, Ntotal is the total number of verification particles
and Ncon is the number of these particles successfully
contained.

2.6.2. Algorithm effectiveness

The measure of algorithm effectiveness was defined
as the optimal objective function value discovered by
a given algorithm, computed using the applicable
additive or multiplicative penalty method (APM was
used for particle tracking constraints, while MPM
was used for gradient control and zone outflux con-
straints). As such, lower values indicate more effective
algorithms.
2.6.3. Algorithm speedup

Algorithm speedup (S) was defined as the ratio of the
wall-time required for optimization using a single pro-
cessor (T1) to the wall-time required when using p pro-
cessors (Tp), where wall-time was the time required,
from a human perspective, for an optimization to run
to completion:

S ¼ ðT 1=T pÞ. ð6Þ
Highly parallel algorithms may be expected to produce
linear speedup (S! p).
3. Results

More than 80 optimizations were performed. In gen-
eral, a typical flow simulation for both the control and
complex problems consumed less than 1 s of computa-
tion time. However, the use of particle tracking con-
straints significantly increased the model computation
time. On average, the tracking of particles increased
the AEM model run-time by approximately 1 s for every
25 particles. However, the increase was affected by the
complexity of the local flow field and varied consider-
ably between model configurations. Because of the addi-
tional model computation, optimization using ‘‘high’’
numbers of particle tracking constraints required con-
siderably more computer time than other constraint for-
mulations. The Split modeling engine supports parallel
particle tracking, and while not utilized in the present
study, this feature may provide substantial benefit to
more complex problems involving hundreds or thou-
sands of particles.

3.1. Algorithm comparisons

To assess algorithm effectiveness, the CG, GA, PSO,
RND, and SA algorithms were applied to the control
AEM model. For each algorithm, separate optimiza-
tions were performed using the CTOTQ, COPER, and
COPER+ cost functions and the HGMN (medium
number of numerically computed gradient control con-
straints) and PTMB (medium number of particle track-
ing constraints, placed throughout the plume body)
plume containment constraint formulations. Addition-
ally, two implementations of the conjugate gradient
(CG) algorithm were examined, differentiated by the
assignment of the initial well locations and rates. One
CG run (CG/AR) used randomly assigned initial
parameter values, while the other run (CG/EJ) used ini-
tial values assigned based on engineering judgment and
a limited number of manual trial-and-error runs.

In Fig. 5a–c, the effectiveness of each algorithm is
presented for the various cost and constraint formula-
tions. With the notable exception of the CG/EJ runs,
the relative effectiveness of each algorithm was consis-



Fig. 6. Comparison of algorithms applied to the complex model
optimization using PTMB and HGMN constraints and COPER+ cost
function.

Fig. 5. Comparison of algorithms applied to the control model
optimization using PTMB and HGMN constraints and: (a) CTOTQ

cost, (b) COPER cost, and (c) COPER+ cost function.
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tent across the different formulations. The particle
swarm (PSO) algorithm was the most effective; the ge-
netic algorithm (GA) also performed reasonably well
across all formulations. For the CTOTQ and COPER costs,
the CG/EJ formulation was highly effective, but, as
shown in Fig. 5c, the same algorithm was also the least
effective at optimizing the COPER+ cost formulation. It
appears that the gradient-based CG algorithm was frus-
trated by the inclusion of capital costs in the COPER+

cost function. These costs result in an optimization that
is driven by the number of active wells in the system, a
non-differentiable discrete parameter.

Based on their effectiveness at solving the control
problem, the PSO and GA algorithms were applied to
the complex problem. As shown in Fig. 6, the PSO algo-
rithm was much more effective at solving the complex
problem, which was optimized using the COPER+ cost
function. In the complex problem, the maximum num-
ber of wells was 19, a value much larger than required
for optimal satisfaction of the plume containment con-
straints (only one well is required). An examination of
the optimization behavior of the two algorithms
revealed that the PSO algorithm was much more effec-
tive at eliminating the abundance of unnecessary wells.
Given that the number of active wells drives the optimi-
zation of the COPER+ cost function, the large difference
between the effectiveness of the two algorithms is
therefore attributed to the superior ability of the PSO
algorithm to eliminate wells.

3.2. Constraint comparisons

The experiments described above focused on the abil-
ity of various algorithms to minimize one of three cost
functions utilizing a baseline set of plume containment
constraint formulations. Another set of experiments
examined the ability of alternative constraint formula-
tions to represent the goal of plume containment in a
reliable fashion. Optimizations were performed on both
the control and complex problems using the COPER+

cost function, the PSO algorithm, and each of the 13
constraint formulations listed in Table 1. Following
each optimization, constraint reliability (as defined in
Section 2.6.1) was computed based on the tracking of
1000 particles initially located in and around the plume.
Fig. 7a and b summarizes the resulting reliability
measures for the various particle tracking and hydraulic
gradient constraint formulations, respectively.

Among the particle tracking constraints, plume
perimeter distributions were clearly more reliable than
plume body distributions, but no configuration achieved
100% reliability (the ‘‘Control, PTHP’’ configuration
had a 99.5% reliability). For plume-perimeter particle
distributions, the ‘‘medium’’ setting yielded approxi-
mately 97% reliability, while ‘‘high’’ numbers of parti-
cles were required to achieve similar reliability for
plume-body distributions in the complex model (all of
the plume-body distributions in the control model have
less than 90% reliability). Conversely, ‘‘low’’ numbers of
gradient control constraints resulted in a range of
90–100% reliability while the ‘‘medium’’ and ‘‘high’’ gra-
dient control settings were all between 97% and 100%
reliable. Furthermore, the results show no difference in
reliability between the analytic and discretized gradient
constraint formulations.



Fig. 7. Comparison of (a) particle tracking and (b) gradient control
constraint reliabilities.

Fig. 8. Average model computation times for various plume contain-
ment constraints.
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The zone outflux constraint (not shown) was found to
be 100% reliable for both the control and complex prob-
lems. Average computation times required for the vari-
ous constraint types (particle tracking, gradient control
and zone outflux) are shown in Fig. 8, and illustrate a
significant computational advantage when using zone
outflux or gradient control constraints. The reliability
of the zone outflux constraint combined with its compu-
tational efficiency makes this constraint an attractive
Table 2
Solutions to the control problem

Cost function Constraint formulation
(or literature reference)

Optimized
cost [$]

Num
of w

OPER+ PTHP 20,273 1
HGHA 20,570 1
ZONE 20,745 1
Fowler et al. [19] 21,957 1
Type Curve Analysis 20,107 1
and powerful technique for constraining AEM-based
PATO problems.

3.3. Comparison with published solutions

Table 2 provides a summary of the solutions to the
control problem, using the zone outflux constraint and
the most reliable particle tracking and gradient control
constraint formulations. Also included in the table are
the solution found by Fowler et al. [19], using a finite
difference flow model, and a solution found using the
type curve procedures described by Javandel and Tsang
[31] and Grubb [24]. The type curve analysis is based on
the simplifying assumption of uniform flow through the
plume. The most reliable solution is that of the zone out-
flux constraint, whose optimal design is roughly 5 1

2
%

less costly than the published FD-based solution. One
possible explanation for the lower reliability of the pub-
lished FD-based solution is that it used relatively few
gradient control points (examination of Fig. 7b indicates
that low numbers of gradient control points are associ-
ated with reduced reliability). A possible explanation
for the increased cost of the FD-based solution is that
the gradient control constraint was more restrictive than
the one presented in the current study. In the FD-based
study, the gradient control formulation constrained flow
to be precisely directed toward an installed well, whereas
the present study required flow to be towards the inte-
rior of the plume.

Table 3 provides a summary of solutions to the com-
plex problem, using (i) the zone outflux constraint, (ii)
the most reliable gradient control constraint formula-
tion (HGHA), (iii) a particle tracking constraint formu-
lation (PTMP) analogous to the constraint formulation
used in the reference study [39], (iv) the optimal solution
reported in [39], which used a finite difference flow mod-
el and a particle tracking containment constraint formu-
lation consisting of 110 particles placed along the plume
perimeter, and (v) the optimal two-well solution using
type curve analysis (as with the control problem, this re-
quires the assumption of uniform flow through the
plume body).

Examination of the FD-based Complex solution and
the analogous AEM-based solution (PTMP) reveals a
close correspondence between the pumping rates of the
ber
ells

Well-field configuration
(Q [m3/day], X [m], Y [m])

Reliability [%]

(178.1,264,726) 99.5
(219.3,249,711) 98.6
(241.6,242,705) 100.0
(371.5,250,650) 96.8
(152.5,289,741) 86.6



Fig. 9. Thirty-year capture zones for solutions to the complex
problem.

Table 3
Solutions to the complex problem

Cost function Constraint formulation
(or literature reference)

Optimized cost
[$] (total rate)

Number
of wells

Well-field configuration
(Q [m3/day], X [m], Y [m])

Reliability [%]

TOTQ HGHA 3385 (62.8) 3 (8.3,1462,1664), (28.2,1432,1759)
(26.3, 1540, 1811)

100.0

ZONE 3489 (64.7) 3 (14.6,1441,1670), (11.9,1435,1745),
(38.2,1520,1819)

100.0

PTMP 1694 (31.4) 2 (24.4,1449,1679), (7.0,1569,1702) 97.6
Mulligan and Ahlfeld [39] 1565 (29.0) 2 (8.0,1347,1680), (21.0,1573,1720) 88.7
Type curve analysis 1511 (28.0) 2 (14.0,1504,1676), (14.0,1537,1706) 89.9
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two required wells. However, it is noted that the loca-
tions of the low-rate and high-rate wells for the two
solutions are inverted. The low-rate (7 m3/day) well in
the AEM solution is associated with the eastern lobe
of the plume, whereas the low-rate (8 m3/day) well in
the FD-based solution is associated with the western
lobe of the plume. Furthermore, the reliability of the
FD-based solution (computed by configuring the
AEM-based complex model with the reported FD-based
solution) is fairly poor (less than 90%). The discrepan-
cies between the FD- and AEM-based solutions, when
using comparable plume containment constraints, sug-
gests differences in the aquifer properties of the two
models (recall that the specified head boundary condi-
tions of the AEM-based complex model were estimated
using trial-and-error).

The type curve solutions for both problems are low
cost, but also have low reliability. Two aspects of the
type curve analysis account for its low reliability: (i)
the simplifying assumption of uniform flow results in a
less-than-optimal rate for plume containment, and (ii)
the analysis applies to the steady-state capture zone
(i.e., at infinite time), rather than the actual remediation
time frames used in this study (5 and 30 years for the
control and complex problems, respectively).

For the complex model, examination of the gradient
control (HGHA) and zone outflux constraint (ZONE)
solutions reveals that, relative to the particle tracking
constraint formulation, one additional well is required
and the total pumping rate is significantly higher
(roughly double). This increase in cost and number
of wells is likely due to the dual-lobed shape of the
plume. As shown by the capture zones in Fig. 9, the
gradient control and zone outflux constraints prevent
the ‘‘clean’’ region between the two lobes from being
contaminated during remediation, while the particle
tracking solution drags contaminated groundwater
through this region and then back into the confines
of the plume boundary. Maintaining an inward flux
along the plume boundary where the two lobes con-
verge (thus preventing contamination of the clean re-
gion) is a more restrictive constraint, and necessitates
an increased number of wells and increased total
pumping rate.
3.4. Comparison of continuous and discretized well

coordinates

Tables 4 and 5 summarize optimal solutions for
various constraint formulations using continuous and
discretized well coordinates. For discrete well-coordi-
nates, candidate well locations were set at 10 m intervals
in the x- and y-directions. Examination of Tables 4 and
5 reveals that discretization produces results nearly
equivalent to those in which well coordinates are varied
as continuous functions, both in terms of cost (the max-
imum cost difference is 4%) and well location. Since both
methods provide equivalent results, the choice between
discretized and continuous well coordinates (if continu-
ous well coordinates can be handled by the given
flow-modeling engine, and if the PATO problem is sim-
ilar to those presented in this study) can be based on
computational considerations. For example, conjugate-
gradient algorithms require continuous variables, to
facilitate computation of partial derivatives. Conversely,
a binary-encoded GA is more amenable to the use of
discretized (integer-based) values.



Table 4
Discretized versus continuous well-coordinate comparisons (control problem)

Cost function Constraint
formulation

Discretized? Cost [$] Number of
wells

Well-field configuration
(Q [m3/day], X [m], Y [m])

Reliability [%]

COPER+ PTHP No 20,273 1 (178.1,264,726) 99.5
Yes 20,333 1 (186.0,280,730) 98.5

HGHA No 20,570 1 (219.4,249,711) 98.6
Yes 20,588 1 (221.7,250,710) 98.8

ZONE No 20,745 1 (241.6,242,705) 100.0
Yes 20,850 1 (253.9,230,710) 100.0

Table 5
Discretized versus continuous well coordinate comparisons (complex problem)

Cost function Constraint
formulation

Discretized? Cost [$]
(total rate)

Number of
wells

Well-field configuration
(Q [m3/day], X [m], Y [m])

Reliability [%]

CTOTQ PTHP No 2015 (37.4) 2 (33.8,1507,1728), (3.6,1449,1646) 99.1
Yes 2018 (37.3) 2 (33.9,1510,1720), (3.4,1440,1640) 99.6

HGHA No 3385 (62.8) 3 (8.3,1462,1664), (28.2,1432,1759), (26.3,1540,1811) 100.0
Yes 3526 (65.3) 3 (7.5,1460,1660), (30.8,1430,1760), (27.0,1540,1820) 99.9

ZONE No 3489 (64.7) 3 (14.6,1441,1670), (11.9,1435,1745), (38.2,1520,1819) 100.0
Yes 3580 (66.3) 3 (17.8,1420,1660), (17.4,1440,1760), (31.1,1540,1820) 100.0
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3.5. Algorithm parallelization

A final set of optimizations examined improvements
in computation speed achievable via parallelization of
the optimization algorithm. The PSO algorithm was
parallelized for distributed, cluster-based processors
using the message passing interface (MPI) (e.g., [23]).
In the parallel PSO algorithm, a supervisor processor
begins iteration by broadcasting a revised population
set (particle swarm) to a set of subordinate processors.
Each subordinate processor computes the objective
function of one or more of the revised particles and
sends the results back to the supervisor. The supervisor
completes the iteration by revising algorithmic data (i.e.,
local and global memory) associated with each particle,
and the entire process begins again with the next
iteration.

As shown in Fig. 10, nearly linear speedup of the PSO
algorithm was achieved using up to thirty parallel pro-
Fig. 10. Parallel speedup of the PSO algorithm.
cessors. The complex model appeared to benefit slightly
more from the parallel processing, which is attributed to
the use of a larger swarm size (i.e., number of candidate
solutions) in solving the complex problem. Evaluation
of this larger swarm by the subordinate processors nec-
essarily consumed more computation time and therefore
diminished the relative amount of time spent performing
MPI communication.
4. Discussion and conclusion

In this paper, the use of AEM flow models in the
automated optimization of pump-and-treat systems
has been demonstrated for the first time. Two hydraulic
control problems were adapted from published litera-
ture and numerous optimizations were successfully per-
formed using a variety of algorithms, cost functions,
penalty techniques, and plume containment constraints.
Although the chosen problems are amenable to solution
by elementary type-curve analysis, they are also rather
complex from the viewpoint of a general-purpose opti-
mizer. When expressed in a constrained optimization
framework, the problems are highly nonlinear and con-
tain a multitude of design variables, and are therefore a
useful means to benchmark AEM-based PATO against
other simulation-optimization approaches.

Of the algorithms investigated, the particle swarm
(PSO) algorithm performed most effectively and exhib-
ited linear parallel speedup. Of particular note is the
ability of the PSO to reduce the number of extraction
wells when the maximum number is highly over-esti-
mated. This paper also marks the first application of
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the PSO algorithm to PATO problems, and its superior
performance suggests that it should be evaluated for
more complex environmental optimization problems.

The use of analytic element (AEM) flow models for
pump-and-treat optimization provides several interest-
ing capabilities that are either not possible or not yet uti-
lized within standard finite difference (FD) and finite
element (FE) flow models. For example, the optimiza-
tions in this paper varied well coordinates as continuous
functions, an approach that is not possible with grid-
based FD/FE models. Furthermore, while AEM models
can readily incorporate commonly used particle tracking
and gradient control plume containment constraints, the
method also supports the use of a zone outflux con-
straint (not presently implemented in FD/FE models)
and the analytic computation of gradient control con-
straints (not possible in FD/FE models). The zone out-
flux constraint was shown to be extremely reliable and,
like the gradient control constraint, required signifi-
cantly less computation time than particle tracking tech-
niques. Conversely, in the context of pump-and-treat
optimization, the results fail to demonstrate that other
features of AEM (such as well coordinates varied as
continuous functions and analytically computed head
gradients) offer a particular advantage.

Limitations associated with the AEM modeling soft-
ware used in this study include the assumptions of
steady-state two-dimensional flow with zoned heteroge-
neity (i.e., piecewise constant regions of aquifer hetero-
geneity). Other public domain AEM software (such as
TimML [4]) can overcome some of these limitations, sug-
gesting that the AEM-based PATO concepts discussed
in this paper may be applicable to more complex aquifer
systems. Alternatively, the particular advantages associ-
ated with the use of AEM-based PATO could be utilized
in a preliminary optimization exercise, to be followed by
optimization of a more complex (e.g., three-dimen-
sional, time-varying and/or heterogeneous) FD/FE
model. Such a preliminary model could be used to iden-
tify candidate well locations and estimate the required
number of wells and total pumping rate.
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Appendix A

This appendix provides more information on the
pump-and-treat cost and constraint formulations, as
well as a list of acronyms. Throughout the appendix,
numbers in parentheses following variable definitions
correspond to the values used in this study and brackets
following these numbers define the associated units. In
cases where two numbers are provided, the first number
applies to the control problem, and the second to the
complex problem.
A.1. List of Acronyms

AEM analytic element method
APM additive penalty method
CG conjugate gradient algorithm
CG/AR conjugate gradient algorithm, with initial

parameters values randomly assigned
CG/EJ conjugate gradient algorithm, with initial para-

meter values assigned based on engineering
judgment and a limited number of manual
trial-and-error runs

COPER cost function that considers operational costs
only (such as energy, treatment, disposal and la-
bor costs)

COPER+ cost function that considers operational and
capital (well installation and pump) costs

CTOTQ cost function that uses total pumping rate as a
surrogate for cost

EPM exponential penalty method
FD finite difference
FD/FE finite difference and finite element
FE finite element
GA genetic algorithm
HGHA hydraulic gradient plume containment con-

straint formulation, using a high number of
control points, distributed along the plume
perimeter and computed analytically

HGHN hydraulic gradient plume containment con-
straint formulation, using a high number of
control points, distributed along the plume
perimeter and computed numerically

HGLA hydraulic gradient plume containment con-
straint formulation, using a low number of
control points, distributed along the plume
perimeter and computed analytically

HGLN hydraulic gradient plume containment con-
straint formulation, using a low number of
control points, distributed along the plume
perimeter and computed numerically

HGMA hydraulic gradient plume containment con-
straint formulation, using a medium number
of control points, distributed along the plume
perimeter and computed analytically
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HGMN hydraulic gradient plume containment con-
straint formulation, using a medium number
of control points, distributed along the plume
perimeter and computed numerically

MPI message passing interface
MPM multiplicative penalty method
PAT pump-and-treat
PATO pump-and-treat optimization
PSO particle swarm optimization algorithm
PTHB particle tracking plume containment constraint

formulation, using a high number of particles
distributed throughout the plume body

PTHP particle tracking plume containment constraint
formulation, using a high number of particles
distributed along the plume perimeter

PTLB particle tracking plume containment constraint
formulation, using a low number of particles
distributed throughout the plume body

PTLP particle tracking plume containment constraint
formulation, using a low number of particles
distributed along the plume perimeter

PTMB particle tracking plume containment cons-
traint formulation, using a medium number
of particles distributed throughout the plume
body

PTMP particle tracking plume containment constraint
formulation, using a medium number of parti-
cles distributed along the plume perimeter

PTOTAL a penalty function that accounts for the cost of
various constraint violations (drawdown,
capacity and plume containment)

RND random search algorithm
SA simulated annealing algorithm
ZONE zone outflux plume containment constraint for-

mulation

A.2. System cost

Three cost functions were considered in this study: (i)
total pumping rate (CTOTQ), (ii) operational costs only
(COPER), and (iii) both operational and capital costs
(COPER+). The equations for these costs are derived
from the formulations provided in [37,43].
A.2.1. Total pumping rate
Minimization of the total pumping rate is often used

as a surrogate for a rigorous cost minimization objec-
tive. For problems in which the system will be operated
in the long term, this approximation is often adequate
because operational costs (which are largely a function
of pumping rate) will dominate capital costs.

CTOTQ ¼ aext

Xnext

i¼1

jQi;extj þ ainj

Xninj

i¼1

jQi;injj; ðA:1Þ
where, CTOTQ is the cost as a function of total pumping
rate; aext, the cost conversion factors for the total extrac-
tion rate (10.59,53.98) [$ day/m3]; ainj, the cost conver-
sion factors for the total injection rate (0.26,1.59)
[$ day/m3], next, the number of extraction wells; ninj,
the number of injection wells; Qi,ext, the rate of extrac-
tion of the ith extraction well; and Qi,inj, the rate of injec-
tion of the ith injection well.

A.2.2. Operational costs

Pump-and-treat operational costs reflect the ongoing
cost of operating the pump-and-treat system. Like the
total pumping rate cost, operational costs do not ac-
count for capital costs, making this an appropriate cost
function for long-term operations-dominated systems.
Unlike the CTOTQ formulation, the operational cost is
a nonlinear function of pumping rates (due to the addi-
tional consideration of lift), and may also be a function
of the total number of wells (if maintenance, analytic
and/or labor costs are included):

COPER ¼ ½CL þ CE þ CA þ CD þ CM�T ; ðA:2Þ
where, COPER is the operational cost, CL, CE, CA, CD,
and CM are the annual labor, energy, analytic, disposal
and maintenance costs, respectively; and T is the reme-
diation time frame (5 and 30 years for the control and
complex problems, respectively). To be consistent with
the community problems [37], only energy costs are con-
sidered in this paper (i.e., CL = CA = CD = CM = 0),
and the formulation of CE is

CE ¼ b0

Xnext

i¼1

jQi;extjðhi � Zgs;iÞ þ b1

Xninj

i¼1

jQi;injj; ðA:2aÞ

where, b0 is the annualized energy cost conversion factor
for extraction (0.11) [$ day/year m4]; b1, the annualized
energy cost conversion factor for injection (0.05)
[$ day/year m3]; hi, the head at extraction well i; and Zgs,i,
the ground surface elevation at the ith extraction well.

A.2.3. Operational and capital costs
Operational and capital costs account for fixed (one-

time) installation costs as well as ongoing operational
costs. As such, the formulation of COPER+ adds capital
cost terms to the operational cost defined previously:

COPERþ ¼ COPER þ b2ðNWÞ þ b3ðnextÞ; ðA:3Þ
where, b2 is the per-well drilling cost (15,258,13,511) [$/
well]; NW, the number of active wells; and b3, the pump
cost, assuming a design pumping rate of 553 m3/day
(4028, 3832) [$/pump].

A.3. Constraints

The total constraint violation (PTOTAL) is computed
as the sum of the violations of the three types of con-
straints considered in this study, namely capacity
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(PCPCY), drawdown (PDRAW) and plume containment
(PPLUME):

P TOTAL ¼ P CPCY þ P DRAW þ P PLUME. ðA:4Þ
A.3.1. Capacity constraints

Capacity constraints reflect a limit on the total pump-
ing rate that can be handled by an existing treatment
system:

P CPCY ¼
bCPCYðQtot � QmaxÞ; Qtot > Qmax;

0; Qtot 6 Qmax;

�
ðA:5Þ

where, bCPCY is the cost-conversion factor (dollars per
L3/T of excess) (100,000) [$ day/m3]; Qtot, the net extrac-
tion rate (total extraction minus total injection); and
Qmax, maximum allowable extraction rate (2765, 3000)
[m3/day].

A.3.2. Drawdown constraints

Drawdown constraints prevent the pump-and-treat
system from dewatering the aquifer, and are assessed
by examining the head near each well. If the head near
a given well is reduced (via pumping) below some mini-
mum allowable head level, a penalty is assessed:

P DRAW ¼ bDRAW

XNW

i¼1

maxðhmin � hi; 0Þ; ðA:6Þ

where bDRAW is the cost-conversion factor (dollars per
length of excess) (100,000) [$/m]; and hmin, the minimum
allowable head (10,1.5) [m].

A.3.3. Plume containment constraints

Plume containment constraints use flow-model out-
put to gauge the effectiveness of a given well-field design
at controlling plume migration. Each experiment in this
study considered one of three plume containment con-
straints: hydraulic gradient control, particle tracking,
or zone outflux:

P PLUME ¼ bHGRAD

Xm

i¼1

P HGRAD;i þ bPTRK

Xn

i¼1

P PTRK;i

þ bZONEP ZONE; ðA:7Þ

where, bHGRAD, bPTRK, and bZONE are the cost-conver-
sion factors (100,000) [$/m, $/m2, $ day/m3]; m, the
number of gradient control constraints; n, the number
of particle tracking constraints; PHGRAD,i, the penalty
of the ith gradient control constraint; PPTRK,i, the pen-
alty of the ith particle tracking constraint; PZONE, the
zone outflux penalty.

A.3.3.1. Gradient control constraints. Gradient control
constraints examine the head gradient at a given control
location, and assess a penalty if the gradient is oriented
away from the plume interior. For numerical gradient
computations, a pair of control points, one outside
and one inside the plume is considered, and the con-
straint requires that the head outside the plume be great-
er than the head inside the plume, implying flow
direction is towards the plume interior.

P HGRAD;i ¼ maxð0; hin;i � hout;iÞ if numerical;

P HGRAD;i ¼ maxð0; dhiÞ if analytic;

ðA:7aÞ
where, hin,i and hout,i are the inside and outside head of
the ith control pair and dhi is the analytically computed
gradient at the ith control location (a positive value of
dhi indicates flow away from the plume, and results in
a constraint violation).

A.3.3.2. Particle tracking constraints. Particle tracking
constraints advect a given particle from an initial loca-
tion within the plume body or along the plume perime-
ter. If the particle is not within the plume boundary or
captured by a well at the conclusion of the remediation
time frame, then a penalty is assessed:

P PCAP;i ¼
d2

i ; particlei outside plume;

0; particlei inside plume;

(
ðA:7bÞ

where di is the distance from the particle to the plume
boundary.

A.3.3.3. Zone outflux constraints. The zone outflux con-
straint examines the total outflux (F þZFP, as defined in
Eq. (3)) across the perimeter of the plume and assigns
a penalty if this outflux is nonzero:

P ZONE ¼ maxðF þZFP; 0Þ. ðA:7cÞ
A.3.4. Objective functions

The functional forms of the additive (FAPM), multipli-
cative (FMPM), and exponential (FEPM) penalty methods,
as applied in this study, are given below:

F APMðNW;Q;X ; Y Þ ¼ Costþ P TOTAL; ðA:8Þ
F MPMðNW;Q;X ; Y Þ ¼ maxðCost; P TOTALÞð1þ P TOTALÞ;

ðA:9Þ
F EPMðNW;Q;X ; Y Þ ¼ maxðCost; P TOTALÞ expðP TOTALÞ;

ðA:10Þ

Q ¼ ½Q1;Q2; . . . ;QNW�
T, vector of pumping rates; X ¼

½x1; x2; . . . ; xNW�T, vector of x-coordinates; Y ¼
½y1; y2; . . . ; yNW�

T, vector of y-coordinates; Cost: one of

CTOTQ, COPER or COPER+.

A.4. Parameter bounds

Tables A1 and A2 provide parameter bounds used in
solving the PATO problems.



Table A1
Control problem parameter bounds

Parameter Min value Max value Units

Qi �553 553 m3/day
Xi 189 328 m
Yi 495 769 m
NW 1 5 n/a

Table A2
Complex problem parameter bounds

Parameter Min value Max value Units

Qi 0 550 m3/day
Xi 1112 1624 m
Yi 1619 2031 m
NW 1 19 n/a
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