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Abstract—Current literature defines the effective capacity of a wireless link as the maximum throughput that can be supported while meeting specific Quality of Service targets on packet delay. This metric can be harnessed for a wide variety of QoS control routines within wireless networks such as traffic optimisation and delay sensitive admission control and routing. However to date, no empirical evaluation of the effective capacity of 802.11 wireless links has been carried out. We present an empirical study of the effective capacity throughput of 802.11 wireless links under a number of network scenarios. We evaluate an analytical effective capacity model and compare the result with an empirical evaluation. We find that with an accurate measurement of the channel service delay, the effective capacity model can approximate the empirical measurement quite well. We also evaluate the relationship between the effective bandwidth of multimedia traffic and demonstrate that when the effective bandwidth exceeds the effective capacity threshold of a wireless link, the probability of QoS violations increases. We conclude that the effective capacity measurement is usable within an operational setting, and can lead to optimized utilization of bandwidth in a wide range of delay sensitive control operations.

I. INTRODUCTION

In recent years there has been a dramatic increase in the delivery of delay sensitive multimedia services over wireless networks. With the introduction of Quality of Service (QoS) provisioning support in standards such as 802.11n [1] and 3GPP QoS architecture for LTE [2], wireless networks now have the capability of offering QoS provisioning of delay sensitive services to end user devices. However there still remains the challenge of optimizing these QoS provisioning schemes to maximize utilization of resources while maintaining QoS targets. A major challenge in this area is the issue of accurately measuring the availability of resources over wireless links to meet the QoS requirements of delay sensitive services given the varying state of the wireless link.

The objective is to accurately estimate the maximum service rate that can be supported by a wireless link while meeting specific QoS bounds on packet delay. Current literature has termed this the effective capacity (EC) of a wireless link [3]. An accurate estimate of EC can ensure that QoS provisioning of multimedia traffic over a wireless link can be optimal with respect to the wireless link properties. As wireless channels are commonly shared mediums which are loss prone and fading, this can impact on the capacity of the wireless link over time. This may also be specific to the particular environmental context of operation (e.g. mobility, urban setting, neighbor nodes, cross traffic), and the coding and modulation techniques employed. When estimating the EC of a wireless link, all factors impacting capacity must be accounted for, which can be very challenging indeed.

Recent research [3] has proposed a method of modeling the EC of a wireless fading channel through analysis of the data link layer queue behavior. The authors have demonstrated that this model in theory can accurately provide statistical guarantees on QoS targets over wireless links. This model has spawned a wide range of theoretical research papers in the area of wireless resource management with a view to QoS provisioning of delay sensitive services. However to the best of our knowledge, no validation of this model has been carried out on IEEE 802.11 wireless links. We aim to evaluate this model for a range of 802.11 physical technologies and varying environmental conditions using the OPNET Modeler™ simulation software [4].

The objective of this paper is to first validate the theoretical effective capacity model for IEEE 802.11 wireless links, studying the impact of various assumptions within the EC model and then evaluate the EC capabilities and performance of the IEEE 802.11 wireless links under varying environmental contexts. We also evaluate the relationship between the bandwidth requirements of multimedia traffic and the EC of a wireless link. In this paper we carry out a simulation based analysis of effective capacity measurements over 802.11 wireless links, where we vary both the range of communication, the channel coding and modulation schemes, the number of nodes competing for the shared channel and also the level of cross traffic within the shared channel.

We compare the empirically collected packet delay distributions at the wireless data link layer to the predicted effective capacity model to evaluate the QoS provisioning capabilities of the wireless links. We find that under ideal conditions with accurate measurement of channel service delay, the effective capacity model proposed by [3] matches well to the empirical results. However as the level of channel interference increases
the accuracy of the model can reduce to a margin of error of up to 9%. In such a case a more in-depth empirical analysis of the data link layer queue is required to ensure an accurate measurement. We also find that when the EB of a multimedia traffic flow increases beyond the measured EC of a wireless link, the probability of QoS target violations increases.

The paper is organized as follows. Section II provides a discussion of related work in the area of EC estimation and usage and motivates the particular EC model under analysis. Section III provides an overview of the EC model. Section IV discusses the measurement methodology used to estimate the EC of a wireless link. Section V defines the experimental setup used for this evaluation. Section VI discusses the results attained and evaluates both the validity of the EC model and the impact various factors have on this measurement. Finally section VII will conclude the paper with a discussion and outline future work.

II. RELATED WORK

The meeting of statistical delay target in packet based communication is a fundamental requirement of delay sensitive services such as voice and video delivery. Within a wired network, there has been much research into understanding the resource requirements of various traffic types to ensure delay targets are met. The concept of effective bandwidth has been extensively studied in the past, for example in [5] and [6]. This concept captures the asymptotic stochastic behavior of queuing delay for a traffic source. Understanding the effective bandwidth requirements of traffic within a network can aid a wide range of management processes in the provisioning of QoS within a network, such as admission control [7] and network planning [8], [9]. Active based measurement tools have also been proposed to measure the available bandwidth between two hosts within a wired network with the aim of improving end to end QoS provisioning [10].

More recent research has emerged that focuses on the QoS provisioning capabilities of a wireless link [3]. In contrast to the deterministic nature of capacity within a wired network, where components of delay across a link (e.g. transmission and propagation delay) are static, the capacity of a wireless link is considered non-deterministic. In this respect, deterministic QoS targets can not be guaranteed. Wu and Negi [3] proposed an EC model which determined the statistical probability of meeting QoS targets of packet delay across a wireless link. This model is based on the dual of the effective bandwidth model of a time-varying traffic source. The EC model captures the asymptotic stochastic behavior of queuing delay for a time-varying wireless link. By understanding these properties of the wireless link, one can appropriately manage traffic to ensure specific QoS targets on packet delay are met. The effective capacity model proposed by Wu and Negi [3] has motivated a broad range of research papers investigating the provisioning of delay sensitive services over wireless links such as voice and video. The authors of [11],[12],[13] and [14] focus on using the EC model of a wireless link as the basis of a cross-layer approach to power and channel allocation management for delay sensitive services over wireless links.

The effective capacity model has also been used as a delay sensitive performance metric over different wireless MAC techniques. For example in [15],[16] and [17], the authors analyzed the EC of cognitive radio channels given varying primary and secondary user scenarios. The authors in [18] analyzed the EC capabilities of a time division downlink scheduling system. Delay sensitive routing within a wireless multi hop network was also studied in [19] where the QoS capabilities of the wireless links were modeled using the EC model. The diversity and utilization of the proposed EC model in delay sensitive wireless networking scenarios motivates the authors to choose this model as the bases of the evaluation of EC over 802.11 wireless links.

These papers are primarily theoretical in nature and model the wireless link using Rayleigh fading channel models [20]. However no papers have attempted to evaluate the model empirically over 802.11 wireless links. The objective of this paper is to focus on analyzing the EC of the IEEE 802.11 MAC layer for a variety of settings within a simulated environment, and to evaluate the effective capacity of the wireless links. We also evaluate the relationship between EB of multimedia traffic and the EC of wireless links, to demonstrate the impact on packet delay, motivating the appropriateness of such a metric for delay sensitive QoS control operations. In the following section, we present the necessary knowledge to understand the effective capacity theory and the proposed measurement methodology.

III. EFFECTIVE CAPACITY MODEL

The theory of EC was developed by Wu and Negi [3] to define a data link layer model of buffer overflow probability for wireless links. This theory is the dual of effective bandwidth, which has been studied for many years in the area of wired networks [5], [6]. As the dual of this theory, the EC defines the maximum arrival rate a wireless link can support while maintaining specific targets of packet delay. It has been shown [3] that the EC of a queuing system with time varying service rate process \( S(t) \) at time \( t \), being supplied by a traffic source of constant rate \( \mu \) is:

\[
EC(\theta) = -\lim_{t \to \infty} \frac{1}{t\theta} \log E[\gamma e^{-\theta S(t)}] \tag{1}
\]

Using the theory of large deviations, Wu and Negi demonstrates that the delay distribution of this service process satisfies:

\[
Pr(D(t) \geq D_{\text{max}}) \approx \gamma(\mu)e^{-\theta(\mu)D_{\text{max}}} \tag{2}
\]

where both \( \gamma(\mu) \) and \( \theta(\mu) \) are functions of the constant source rate \( \mu \). The justification for using a constant arrival rate in this model has been discussed in [21]. In summary, the authors demonstrate that if a constant arrival rate arrives at a queue system with a time varying service process, the effective capacity of the system can be measured through analysis of the system queue behavior. In equation (2), the parameters
\{\gamma(\mu), \theta(\mu)\}$ provide the statistical characterization of the queue behavior of a time varying service process being offered a constant arrival rate $\mu$.

Assuming that (2) holds at equality, the authors of [22] have shown that through estimating the expected queue size $E[Q(t)]$, expected utilization of the queue $E[S_r(t)]$ and the average remaining service time of a packet $\tau$ of a given queue system being supplied with an arrival rate of $\mu$, the parameters $\gamma(\mu)$ and $\theta(\mu)$ can be measured as follows:

$$\frac{\gamma(\mu)}{\theta(\mu)} = E[D(t)]$$

(3)

$$= \tau E[S_r(t)] + \frac{E[Q(t)]}{\mu}$$

(4)

where $S_r(t) \in \{0, 1\}$ is the indicator as to whether a packet is in service or not at a given random time $t$ and $Q(t)$ is the size of the queue in bits at a random time $t$. $\tau$ in (4) is the average remaining service time for a packet in service as seen by an arriving packet (conditional on there being a packet in service). $D(t)$ is the total delay experienced by a packet combining queue delay with channel service delay at a random time $t$. We can compute $\gamma(\mu)$, the channel utilization, by noting any instance the queue is empty:

$$E[S_r(t)] = Pr(Q(t) > 0) = \gamma(\mu)$$

(5)

We can use equation (3) to obtain $\theta(\mu)$ as a function of delay and channel utilization through the following relationship.

$$\theta(\mu) = \frac{\gamma(\mu)}{E[D(t)]}$$

(6)

We can use equation (4) to obtain $\theta(\mu)$ as a function of the queue size, channel service delay and channel utilization, through the following relationship.

\begin{table}[h!]
\centering
\caption{Effective Capacity Model Notation}
\begin{tabular}{|c|l|}
\hline
\textbf{Notation} & \textbf{Description} \\
\hline
$\mu$ & Throughput rate of at traffic source. \\
$D_{max}$ & Target upper bound on packet delay. \\
$S(t)$ & Amount of data serviced by the service process at time $[0, t]$. \\
$Q(t)$ & Amount of data in the queue waiting to be serviced at time $[0, t]$. \\
$D(t)$ & Delay experienced by a source packet at time $[0, t]$. \\
$S_r(t)$ & An indicator at to whether a packet is in service or not at a randomly chosen time $t$. \\
$\gamma$ & Probability of a non-empty queue. \\
$\theta$ & QoS exponent. \\
EC($\theta$) & Effective capacity of a service process given $\theta$. \\
$\tau$ & The average remaining service time of a packet in service (assuming there is one). \\
$\hat{\gamma}$ & A sample probability of a non-empty queue. \\
$\hat{\theta}$ & A sample measure of average queue length (in bits). \\
$\hat{\tau}$ & A sample measure of the average remaining service time of a packet in service (assuming there is one). \\
$\hat{\theta}$ & An empirical estimation of the QoS exponent. \\
$\varepsilon$ & Target QoS violation probability. \\
\hline
\end{tabular}
\end{table}

$$\theta(\mu) = \frac{\gamma(\mu)\mu}{\mu\tau(\mu)\gamma(\mu) + E[Q(t)]}$$

(7)

With a method of calculating both $\gamma(\mu)$ and $\theta(\mu)$ from equations (5) and (6) or (7) we can then substitute these values into the effective capacity model in equation (2) to estimate the probability of queue overflow given a particular packet delay target $D_{max}$. The two options for calculating $\theta(\mu)$ depend on whether one has direct access to calculating the total delay experienced by a packet $D(t)$ or just access to the queue size $Q(t)$ at any given random time $t$. We now discuss practical methods of estimating the effective capacity model parameters.

\section{IV. Estimation of Effective Capacity Model Parameters}

The estimation of the EC parameters are based on observations at the data-link layer queue over a measurement interval $T$. The basic procedure is as follows, over interval $T$, a number of samples are taken, say $N$. At the $n^{th}$ sampling interval, the following quantities are recorded: $S_{rn}$ the indicator of whether a packet is in service $S_{rn} \in \{0, 1\}$, $Q_n$ the number of bits in the queue, $D_n$ the total delay experienced by a packet including queue delay and contention delay, and $T_n$ the remaining service time of a packet in service, if one is in service. The following sample means are calculated:

$$\hat{\gamma} = \frac{1}{N} \sum_{n=1}^{N} S_{rn}$$

(8)

$$\hat{\theta} = \frac{1}{N} \sum_{n=1}^{N} Q_n$$

(9)

$$\hat{d} = \frac{1}{N} \sum_{n=1}^{N} D_n$$

(10)

$$\hat{\tau} = \frac{1}{\hat{\gamma}N} \sum_{n=1}^{N} T_n.$$  

(11)

Then $\hat{\theta}$ is calculated via 6 or 7 using:

$$\hat{\theta} = \frac{\hat{\gamma} \mu}{\mu\tau(\hat{\theta})\hat{\gamma} + \hat{q}}$$

(12)

$$\hat{\theta} = \frac{\hat{\gamma} \mu}{\mu\tau \hat{\gamma} + \hat{q}} \approx \frac{\hat{\gamma} \mu}{\hat{\gamma}/2 + \hat{q}}$$

(13)

As the remaining service time of a packet in service is quite difficult to measure in practice due to random contention delay, authors of [22] claim that $\tau$ can be approximate with $1/2\mu$. This implies that the remaining service time of a packet is a function of the arrival rate $\mu$. These equations make up the channel estimation algorithm used to estimate the EC model parameters $\{\gamma(\mu), \theta(\mu)\}$. They will be used to predict the Quality of Service provisioning capabilities of a time varying wireless channel by approximating (2) with:

$$Pr\{D(t) \geq D_{max}\} \approx \hat{\gamma}e^{-\hat{\theta}D_{max}}.$$  

(14)
V. Simulation Setup

We use the OPNET Modeler\textsuperscript{TM} simulation environment\cite{4} to both study the EC model and to evaluate the EC of 802.11 wireless links under varying network scenarios. We use a single hop topology depicted in Fig. 1 for our network setup. The topology comprises of one data source node connected to a wireless access point (AP) using a wired link of throughput 100Mbps. One or more wireless stations (WS) are connected to this AP using the specified wireless channel. The WSs are located equal distances from the AP requiring only one hop from the AP to receive data. All 802.11 MAC settings are configured to standard. The following 802.11 MACs are evaluated; Direct Sequence (802.11b), OFDM (802.11a).

Traffic is generated by the data source and is directed towards the WS through the AP to determine EC throughput. This traffic is UDP with a fixed payload of 1000 bytes. This is to ensure that each packet is small enough to avoid any fragmentation at the MAC layer. The throughput rate of the traffic is therefore controlled by the inter-departure time of each packet, which is uniformly distributed to ensure a constant bit rate throughout the simulation.

The AP model has been extended to collect the required samples to calculate the EC parameters as outlined in section IV, namely the queue size (\(Q_n\)) and service indicator (\(S_{r_n}\)). Samples are taken every 0.01 seconds for a duration of 200 seconds. To ensure the simulation has reached a steady state, we run each simulation for 400 seconds and use samples taken for the latter 200 seconds. This therefore means that a maximum of 20000 samples are used for the calculation of each parameter. As the EC model calls for the estimation of the remaining service time of a packet \(\tau\), we do not collect this sample explicitly. We will however collect the total delay experienced by a packet at the wireless interface of the AP \((D_n)\). This is to evaluate the accuracy of the model with complete knowledge and to evaluate the assumption that the parameter \(\tau\) can be estimated with the EC model.

For each experiment we use the samples collected to estimate the parameters \(\hat{\gamma}\) and \(\hat{\theta}\) using equations (8) and (12) or (13). Table. II depicts the set of parameters we will use within the experimental evaluation. Each experiment proceeds as follows: for a given set of parameters, an inter-departure time is chosen for the UPD constant bit rate traffic source. Traffic is then sent towards a single WS passing through the single AP. Samples are taken from the AP data link layer queue, and are processed offline. We present our proposed empirical measurement methodology within the following section.

A. Empirical Measurement Methodology

To evaluate the accuracy of the EC model, we compare all estimates to a base set of empirical data. As the EC model aims to estimate the packet delay distribution through the use of the exponential function denoted in equation 2, we will directly collect the packet delay distribution \(D_n\) from the AP within the simulation also at a sampling interval of 0.01 seconds. This is achieved by collecting the media access delay parameter of the wireless link within the OPNET modeler. OPNET provides this parameter directly and is defined as the total of queuing delay and contention delay of all packets transmitted by the MAC. From this sample set, we can create a cumulative distribution function (CDF) for the following \(Pr\{D_n \geq D\}\) where \(D \in \{0 \ldots D_{max}\}\). We can test our QoS target against both the CDF and the effective capacity model to determine the probability of packet delay being greater than the \(D_{max}\) target. At the end of each experiment, the collected data is analyzed to determine if the chosen traffic rate successfully meets the QoS target imposed. Fig. 2 depicts the search rule used to identify whether the EC has been found. Once found, the experiments are complete, however if the probability of violating the QoS target \(D_{max}\) is either higher or lower than the violation target \(\varepsilon\) then the search will continue and a new simulation will be started with a new traffic inter-departure time. We employ a straightforward binary search algorithm to perform the search between the traffic rates of 0Mbps and the maximum theoretical rate of the physical technology within the experiment.

VI. RESULTS

We began our evaluation of the EC model within an ideal scenario i.e. with only one WS connected to one AP and no competing cross traffic. This serves to determine the accuracy of the EC model in ideal conditions. The evaluation then progresses with the addition of various contending cross traffic scenarios at two different distances. Table. III depicts four experimental results comparing the empirically collected data.
to the theoretical EC model with perfect estimation of channel service delay through the collection of parameter $D_n$.

The two wireless MAC standards were evaluated, Direct Sequence (802.11b) and OFDM (802.11a), with transmission rates of 11Mbps and 54Mbps respectively. We first evaluated the empirical data to the EC model with perfect channel service delay measurement at the lower rate of 11Mbps. We found the model to be highly accurate in estimating the EC with a relative error of 0.075%. EC was found to be about 4.86Mbps in both cases. In proportion to the maximum theoretical rate of 11Mbps, the EC is a ratio of 0.442 approximately.

As cross traffic was introduced, there was a very slight increase in the relative error of approximately 1.2% between the empirical EC value and the EC model estimation. We also notice that as the cross traffic increases, the EC of the wireless link decreases in both the empirical data and the EC model, as can be seen in Table. III. This demonstrates that the EC model can accurately capture the impact cross traffic has on the EC of a wireless link.

Fig. VI depicts a semi-log scale graph of the empirical data of the packet delay distribution collected for Experiment 1 with 3 cross traffic nodes generating 1Mbps traffic each and sending this traffic towards the AP. The graph also depicts the distribution generated by the EC model at the same arrival rate. One can see that at this particular arrival rate, the empirical distribution shows that 0.001 of packets are delayed greater than 0.01 seconds. However the EC estimates that approximately 0.0004 of packets are delayed greater than 0.01 seconds. As can be seen in the results in Table. III, the EC model conservatively estimates the EC to be at 2.041 Mbps which is a relative error of 5.56%.

At the higher transmission rate of 54Mbps, the EC model with perfect channel service delay measurements using the media access delay parameter $D_n$, achieved high accuracy in comparison to the empirical data with relative error as low as 0.072% with no interfering cross traffic. EC in both cases of 50 and 100 meters was found to be approximately 24.5Mbps which in comparison to the theoretical maximum is a ratio of 0.454. As cross traffic was introduced, the accuracy of the EC model estimation in comparison to the empirical data remained low with a relative error of up to 4.234%.

At the higher transmission rate, however, solely using the queue size and the service indicator to calculate the EC model parameters, returned a high level of accuracy which is depicted in Table. IV for Experiment 3 parameters. We repeated the experiment for the distance of 100 meters also and found the results to be consistent. In addition to this, as cross traffic is introduced the accuracy of the EC estimates in comparison...
to the empirical data still remains low at about 1.7% relative error.

VII. CONCLUSIONS

We have presented an empirical analysis of the effective capacity throughput of 802.11 wireless links under varying network scenarios. We evaluated the proposed effective capacity model against the empirical data for a number of wireless network scenarios. With direct access to packet delay across a wireless link being available within the simulation environment, we determined that the effective capacity model delivers a high degree of accuracy ranging from 0.074% to 9.09% when compared to the empirical data. We therefore conclude that based on our analysis the effective capacity model is usable and the assumptions on estimation of channel service delay can yield a conservative estimate of effective capacity under varying network conditions. We plan to develop the effective capacity measurement methodology into a usable tool for wireless network delay sensitive control operations, such as admission control and routing.
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