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ABSTRACT. In recent years, wireless sensor networks have gained a tremendous amount of attention due to their potential ability in providing solutions in various areas such as health care, environment, defense, surveillance, industry, transport, etc. Typically, the sensors are small, with limited processing and computing resources and thus useful for network operations. In this paper, we present an improved Dynamic Cluster-based Wireless Sensor Network (WSN) that facilitates an efficient routing protocol. The cluster-based structure presented here is self-constructible and reconfigurable and is supported by two atomic operations: node-move-in and node-move-out. Our routing protocol finds routes on graph G, unlike some previous routing protocols that find routes on the structure in a similar cluster-based structure. For the two operations we also propose two algorithms: Node-Move-In and Node-Move-Out. We show that to establish a route on graph G using the structure, it requires O(p) rounds, where p is the number of clusters in the network. Note that, in a scenario where the number of sensor nodes n is enormous, p is much less than n. We also show that the proposed Node-Move-In and Node-Move-Out algorithms require expected O(q) and O(|T|) rounds, respectively. Here q is the number of neighbors in G of the node that wish to join to an existing cluster-based structure and T is the sub-tree of the structure whose root is
the leaving node. Finally, our simulation results describe that the proposed routing protocol finds a better route with less length and using less computational time.
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1. Introduction. A Wireless Sensor Network (WSN) contains hundreds or thousands of sensor nodes that have the ability to communicate either among each other or directly with an external base-station. In the last few years, Wireless Sensor Networks (WSNs), the dense wireless networks of sensor nodes collecting and disseminating environmental data, have received a tremendous amount of attention in the research field. There are many scenarios in which such networks might find applications, such as environmental control in office buildings, robot control and guidance in automatic manufacturing environments, smart home, and so on [1], [16-17]. The sensor nodes have a large coverage area and longer range than other wireless networks. They have a higher degree of fault tolerance than other wireless networks: failure of one or a few nodes does not affect the operation of the network. They are also self-configuring and self-organizing [2]. Clustering is used to leverage the underlying flat sensor network topology and provide a hierarchical organization [9-11].

The topology of a WSN changes when its physical condition is changed. When the topology and geography of WSN changes, its network structure and network functions need to be reorganized. With regard to mobility and scalability, two topology management operations are considered: node-move-in and node-move-out. Node-move-out and node-move-in are the situations where nodes are getting out of and nodes are joining into an existing network [5-7]. Even for stationary nodes, when the battery charge is low, it must get out of the network and transition to charge mode. Then, the charged nodes should join back into the network once again. Once a hierarchical clustering is established, the maintenance of the cluster organization becomes crucial in network topology changes.

The underlying objective of any routing protocol is to render the network useful and efficient. A routing protocol coordinates the activities of individual nodes in the network to achieve global goals and to do so in an efficient manner [3], [4], [6], [12-14]. To minimize communication overhead and facilitate energy efficient routing we construct a cluster-based structure within a flat Dynamic WSN, where the maintenance of the structure is done through node-move-in and node-move-out operations [5-7].

Our proposed cluster-based architecture and the routing technique could be applied in a scenario when sudden natural disaster occurs. In this situation, sensor nodes would be deployed physically in such a way that they form a dynamic cluster in order to monitor a network. The sensor nodes then can collect critical data from the network (e.g., information on survivors etc.) and forward the message efficiently to gateway computer nodes using the proposed routing technique.

In [5], a novel Cluster-Based Structure for a Dynamic WSN is presented, where the maximum radius of a cluster is one. To perform efficient broadcasting the structure then constructs and maintains a Communication Highway called Backbone Tree (BT). Broadcasting is done on this structure using the size of the BT. However, no routing
protocol for this structure is proposed.

Later, in [6], to find a routing path better than the size of BT, the authors have proposed another novel cluster-based structure where the maximum radius of clusters is more than one. To perform efficient routing a Communication Super Highway called Super Backbone Tree (SBT) is developed which is smaller than BT in size. Then a route on SBT is created. Finally, it is shown that to find a route on graph $G$ it requires $O(n)$ rounds (where $n$ is the number of the nodes in the network), which is the gossiping time on this network. The process requires that each node in the network participates in finding a shortest path on $G$, which is not realistic for a WSN where the nodes are memory, processing power and energy constrained.

However, communicating to the nodes using BT and/or SBT only is not realistic. This is because the nodes in the network have only 1-hop data (some cluster head nodes in SBT have at most $r$-hop (where $r \geq 2$) node information). Therefore, to communicate to a node which is a 3-hop neighbour, the source node has to traverse completely through the path of BT or SBT each time to get into the destination node.

To solve this problem, in this paper, we propose to first re-design the cluster-based structure and then we propose an efficient routing protocol that uses the improved structure to find a path on graph $G$. The most important benefit of this approach is that once the route is developed, each packet uses this path to reach the destination node thus making it much more efficient than some previous routing approaches on a similar structure, where each time a packet has to traverse completely the cluster-based structure to reach the destination node. We also study maintenance of the cluster-based structure where we give two algorithms: for node-move-in operation we propose Node-Move-In algorithm and for node-move-out we present Node-Move-Out algorithm.

First, we describe the improved cluster-based structure in Section 2. Then in Section 3, we present our routing protocol. Here we also show that to create a route on graph $G$ using the cluster-based structure it requires $O(p)$ rounds, where $p$ is the number of clusters. In Section 4, we present the maintenance algorithms for the cluster-based structure. We describe that the proposed Node-Move-In and Node-Move-Out algorithms can be done in expected $O(q)$ and $O(|T|)$ rounds, respectively. Here $q$ is the number of nearest neighbors in $G$ of the node that wish to join to an existing cluster-based and $T$ is the sub-tree of the structure whose root is the leaving node. Finally, in Section 5, we present some simulation results of our proposed routing protocol. Table 1 gives the summary of our results.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Our Results</th>
<th>Some Previous Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Routing Path</td>
<td>On Graph $G$</td>
<td>On Cluster-based Architecture</td>
</tr>
<tr>
<td>Routing Time</td>
<td>$O(</td>
<td>BT</td>
</tr>
<tr>
<td>Node-move-in</td>
<td>$O(q)$</td>
<td>$O(q+k)$, where $k \geq 2$</td>
</tr>
<tr>
<td>Node-move-out</td>
<td>$O(</td>
<td>T</td>
</tr>
</tbody>
</table>

Here, $p$: the number of clusters in $CNet(G)$. 

TABLE 1. Summary of our Results
2. Cluster-based Structure for Dynamic Wireless Sensor Networks. In this section, we describe the model and the cluster-based structure for a flat wireless sensor network.

A wireless sensor network can be represented by an undirected graph $G = (V, E)$, where $V$ is the set of nodes that represent the sensor nodes and $E$ is the set of edges. In graph $G$, nodes $u$ and $v$ have an edge between them if and only if they are in each others’ transmission range.

2.1 The Model. The model of a flat wireless sensor network $G$ in this paper is as follows [5-7], [15]:

- Each node in the network has a distinct ID. Initially, nodes do not have any knowledge about the network except for their own IDs which are unique.
- Each node repeats transmission or reception, and performs local computation in synchronized fixed intervals, called rounds. In each round, a node can act either as a transmitter or as a receiver.
- Nodes have no collision detection capability.
- Communication between nodes is symmetric. This means that if a node $v$ can receive a message from a node $u$ then $u$ also can receive a message from $v$.
- There is a single communication channel in the network.

2.1 Cluster-Based Structure. In this section, we define the cluster-based structure for a dynamic wireless sensor network $G$. In our clustering, the nodes of $G$ are partitioned into node-disjointed clusters. There is one head node, called a cluster-head, in each cluster. A cluster-head is connected to all other nodes called member nodes. Between two neighboured clusters, there is a gateway node which is a member of one cluster but connects the cluster-head nodes of both clusters. The following defines the construction of the clustering.

**Definition 2.1.** Let $G = (V, E)$ be a connected undirected graph with a specified node $r$, a cluster-based network of $G$, called as cluster-based network of $G$ and denoted as $CNet(G)$, is a spanning tree of $G$ with root $r$. In $CNet(G)$, each node knows its status: either as cluster-head, or as gateway, or as pure-member.

Figure 1 shows an example of the construction of a cluster-based structure $CNet(G)$ (Figure 1(b)) from a flat sensor network $G$ (Figure 1(a)). Here, the red, blue and green coloured nodes (Figure 1(b)) are the cluster-head, gateway and pure-members nodes, respectively, in $CNet(G)$.

The structure of $CNet(G)$ is defined recursively as follows:
If \( G \) contains one node \( r \), then \( r \) is the root of \( CNet(G) \) and \( r \) is a cluster-head.

Let \( G=(V,E) \) and \( CNet(G)=(V, E_{CNet(G)}) \) be its cluster-based network. Let \( G'=(V \cup \{\text{new}\}, E \cup E') \) be a graph obtained by adding a node \( \text{new} \) to \( G \), where \( E' = \{(\text{new}, u) | u \in V\} \) and \( \text{new} \) and \( u \) are in the transmission range with each other. Then cluster-based network of \( G' \) is defined as \( CNet'(G) = (V \cup \{\text{new}\}, E_{CNet} \cup \{(\text{new},w)\}) \), where \( w \) is the parent of \( \text{new} \) in \( CNet(G) \). Let \( U \) be the set of the nodes in \( V \) connected to \( \text{new} \).

In \( G' \), other than \( \text{new} \) and \( w \), the nodes have the same status as they have in \( CNet(G) \). The status of \( w \) and \( \text{new} \) in \( CNet'(G) \) is decided as follows:

If there exist cluster-head(s) in \( U \), select one as \( w \) and \( \text{new} \) is a pure-member of \( w \).
Else if there exist gateway(s) in \( U \), select one as \( w \) and \( \text{new} \) is a cluster-head (of a new cluster).
Else, \( U \) contains only pure-members. Select one as \( w \); then set \( w \) to be a gateway and \( \text{new} \) to be a cluster-head (of a new cluster).

**Figure 1.** Example of a Cluster-based Wireless Sensor Network

**Figure 2.** Status determination process of a new node in Cluster-based Structure \( CNet(G) \)
Figure 2 shows an example of how the status of a new node in $CNet(G)$ is determined.

**Definition 2.2.** Given a graph $G$ and its cluster-based network $CNet(G)$, a backbone of $CNet(G)$, denoted as $BT(G)$, is a sub-tree of $CNet(G)$ formed by cluster-heads and gateways. $BT(G)$ has the same root as $CNet(G)$ (In Figure. 1(b) the thick lines refer to the edges that belong to $BT(G)$, whereas the slim lines are edges in $CNet(G)$).

Below are some of the properties of the structure.

**Property 2.1.** Given a graph $G$ and its cluster-based network $CNet(G)$ where $p$ is the smallest number of complete sub-graphs in $G$, then $CNet(G)$ and $BT(G)$ have the following properties [5]: (1) $CNet(G)$ has at most $p$ clusters and $BT(G)$ has at most $2p - 1$ nodes, (2) there is no edge between cluster-heads in $G$.

**Property 2.2.** Given a graph $G$ with $CNet(G)$ as its cluster-based network, and let $MDS(G)$ be the maximum dominating set of $G$, then [5]: each node $u \in MDS(G)$ has at most 5 cluster-heads in its neighbors.

**Property 2.3.** Let $G$ be a graph, and $CNet(G)$ be its cluster-based network, then [8]: for each node in $CNet(G)$ of graph $G$ the number of cluster-heads within two hops is less than 20.

In [5], Eulerian $BT(G)$ is described where the message travels an Eulerian tour in $BT(G)$ if every undirected edge in $BT(G)$ is replaced by two edges with opposite directions. In the tour, a message called token starts from the source node, visits every node and returns to the source node. At the beginning, the token is in the source node. It then visits each node in $H$ starting from the source node in depth-first order. When a node $v$ receives the token, it sends the token and its ID with the message to one of its neighbors which has not received the token yet. If $v$ has no such neighbor which has not been visited by the token yet, $v$ returns the token to the node from which it received the token for the first time.
The movement of the token forms an Eulerian cycle of $BT(G)$. It patrols every node in $BT(G)$ and returns to the source node finally.

**Definition 2.3.** Given a graph $G$ with $CNet(G)$ as its cluster-based network, $CGraph(G)$ is a Cluster-graph obtained from $CNet(G)$ where each cluster-node in the graph represents a cluster in $CNet(G)$. In the cluster-graph, there exists a cluster-edge between two cluster-nodes, for example, $C1$ and $C2$ if there exists at least a node $u \in V(G)$ or nodes $u, v \in V(G)$ connecting two clusters of $CNet(G)$.

Figure 3 shows an example of the construction of cluster-graph $CGraph(G)$ from a cluster-based network $CNet(G)$.

We define the node-move-in and node-move-out operations for our dynamic cluster-based network as follows:

**Definition 2.4.** Given a graph $G$ and a cluster-based network of $G$ $CNet(G)$, a node-move-in operation is a process where a node new moves into the existing $CNet(G)$ and the network is re-organized to $CNet'(G)$, where $G'$ is the graph obtained by adding new to $G$.

**Definition 2.5.** Given a graph $G$ and a cluster-based network $CNet(G)$, a node-move-out operation is a process where a node lev leaves from the existing $CNet(G)$ and the network is re-organized to $CNet'(G)$, where $G'$ is the graph obtained by removing lev from $G$.

Initially nodes in $G$ know their IDs. Later, the following information is maintained at each node through node-move-in and node-move-out operations:

- self ID
- self status i.e. cluster-head, gateway, or pure-member
- IDs and status of all 1-hop neighbours in $G$
- neighbouring cluster-heads’ IDs in $G$
- parent’s ID (if the node is not the root)
- children’s ID and the shortest way to the neighboring clusters (if the node is a cluster-head)

3. **Proposed Routing Protocol.** In this section, we present an efficient routing protocol. Unlike the routing protocol proposed in [6] that established a path on the cluster-based structure, this protocol establishes a path from a source node $s$ to a destination node $d$ on graph $G$. Nodes that lie in between $s$ and $d$ maintain a routing table which consists only of the destination node’s ID and the next hop node towards $d$.

The protocol performs two basic functions: route discovery and route maintenance. The route discovery procedure is invoked when a source node $s$ wishes to find a fresh route to a destination node $d$. On the other hand, the route maintenance procedure is called when an
intermediate node $u$ does not find the next hop node, say $v$ towards $d$. For route maintenance, we assume that $u$ does not find $v$ due to its leave from the network and that the reconstruction of $CNet(G)$ has already been completed.

3.1. **Route Discovery Procedure.** We describe our proposed routing protocol $\text{SPRP}_G$ below.

**Phase 1:** $s$ first generates a message $\text{find-cluster-route}$ then appends its own ID and destination node $d$’s ID to the message.

**Phase 2:** if $s$ is not a cluster-head, it generates a message $\text{find-route}$ then appends the source and destination nodes IDs to the message. The message is then sent to its cluster-head.

**Phase 3:** the cluster-head $h$ then generates another message $\text{cluster-info}$ and performs $\text{Eulerian}(BT(G))$ to collect each cluster’s neighbors’ information in order to form the cluster-graph.

**Phase 4:** once the cluster-graph is formed, $h$ computes the shortest (cluster) route to the destination node’s cluster using the Breadth-First Search (BFS) technique.

**Phase 5:** hereafter, the source cluster-head transmits $\text{find-route}$ message along with the computed route to the destination cluster-head using the route in the BFS technique. Upon receiving $\text{find-route}$ message each cluster-head forwards the message to the next cluster-head until the destination node is found.

**Phase 6:** Once the destination node is found the node found it generates a $\text{route-found}$ message and sends it to the source node.
Figure 4 shows an example that compares what could be achieved with previous proposed protocols in [5-7] and what could be achieved with our proposed protocol.

3.2. RouteMaintenance Procedure. Let \( u \) be a node which does not find the next hop node towards \( d \).

**Phase 1:** \( u \) generates a token that contains a search-route message then appends \( d \)'s ID and sends the message back to the source node \( s \).

**Phase 2:** \( s \) calls the RouteDiscovery Procedure.

**Theorem 1.** Let \( G \) be a graph, \( CNet(G) \) and its cluster-based network, \( CGraph(G) \) be the cluster-graph. Then \( SPRP_G \) can be established from a source node \( s \) to some destination node \( d \) in \( O(p) \) rounds, where, \( p \) is the number of clusters in \( CNet(G) \).

**Proof:** In the RouteDiscoveryProcedure, first Eulerian\((BT(G))\) is called to collect the cluster information with which to form the cluster graph which requires \( O(p) \) rounds. Then the cluster-graph is calculated locally. Once the cluster-graph is developed, the source cluster uses the BFS technique to find the destination cluster node. Finally, the computed cluster-graph route is used to find the destination cluster. The total time requires in this process is \( O(p) \) rounds.

Therefore, the total time required in the RouteDiscovery Procedure is \( O(p) \).

In the RouteMaintenance Procedure, the node fails to find its next hop towards the source node which requires \( O(p) \) rounds. Then the source node initiates the RouteDiscovery Procedure which requires \( O(p) \) rounds. Thus, the total time required in the RouteMaintenance Procedure is \( O(p) \).

Hence, the \( SPRP_G \) protocol requires \( O(p) \) rounds to establish the route from the source node to the destination node.

4. Maintenance of Cluster-based Structure \( CNet(G) \). According to the definition of \( CNet(G) \) in Section 2 and the algorithms \( SPRP_G \) in Section 3, each node in \( CNet(G) \) is required to have the following knowledge:

(I) It knows its neighbors in \( G \) and \( CNet(G) \), and the parent in \( CNet(G) \), respectively. It knows its status (as a cluster-head or a gateway node or a pure-member).

(II) Each cluster-head maintains its neighboring clusters’ information in graph \( G \). Each cluster-head also maintains a potential member node(s) to send messages to the neighboring cluster(s). For one neighboring cluster only one potential node is selected.

In [5], [7] two operations, node-move-in and node-move-out, are used for constructing and reconfiguring \( CNet(G) \), where the nodes of \( CNet(G) \) maintain knowledge (I) only. Note that, in [6] each cluster-head maintains its \( r (>1) \) hop members.
In this section, we show how we maintain knowledge (II). There are two ways to construct a CNet(G); one way is to add nodes of G one by one into CNet(G) by using node-move-in operation; and the other way is to do a gossip on G once so that every node knows the knowledge of whole network G which requires \(O(n)\) rounds, and then construct the same CNet(G) at each node.

4.1. Node-Move-In Algorithm. Let graph \(G=(V,E)\) have \(n\) nodes and \(CNet(G)=(V, E_{CNet(G)})\). A graph obtained by adding a node \(new\) into \(G'\) is a graph 
\[G = (V \cup \{new\}, E \cup E'),\]
where \(E' = \{(new,u)\mid u \in V\},\) and \(new\) and \(u\) are in each others’ transmission range. The cluster-based network of \(G\) is defined to be \(CNet(G) = (V \cup \{new\}, E_{CNet} \cup \{(new,w)\})\), where \(w\) is the parent of \(new\) in \(CNet(G)\). According to [5], a node-move-in operation can be done in \(O(d)\) expected rounds, where \(d\) is \(new\)'s neighbors in \(G\). Each node in \(G\) has knowledge (I) when the operation is finished.

We add two additional phases after the node-move-in operation of [5] as follows:

**Phase 1:** After determining its own status, node \(new\) informs its neighboring clusters about its ID, status and own neighboring cluster(s)-head’s ID(s) one by one.

- If \(new\) finds the cluster-head in its neighbor, \(new\) informs it directly;
- Else if there are gateway(s) in its neighbors that are connected to cluster-head(s), \(new\) chooses the gateway node with lowest ID;
- Else \(new\) chooses the pure-member with the lowest ID for each neighboring cluster that is connected to cluster-head.

**Phase 2:** Upon receiving information from node \(new\), each neighboring cluster-head \(h\) then updates its information.

- If the status of \(new\) is a cluster-head, then \(h\) chooses the node that forwarded it the message as the route to cluster \(h\);
- Else if \(new\) is a pure-member, then \(h\) updates its route to its neighboring cluster if it finds that \(new\) is the better option to reach the cluster(s).

**Theorem 2.** Let \(CNet(G)\) be a cluster-based network of \(G\). Then when joined with \(new\) into \(CNet(G)\) it is expected to take \(O(d)\) rounds, where \(d\) is the number of neighbors of the new node \(new\) of the cluster-based network.

**Proof:** According to the theorem 4 of [5], it requires an expected \(O(d)\) rounds to collect neighbouring nodes’ information and to determine the status and parent node of \(new\) i.e., knowledge (I). In order to achieve knowledge (II) we use property 2.3. According to the property in the cluster-based structure a node can have at most 19 cluster-heads within its 2-hop neighbours. Thus \(new\) requires 19 more rounds to inform the neighbouring clusters’ information to those cluster-heads. Then to update the information on potential nodes, it
requires at most 19 more rounds. Thus the whole processes here can be done in \( O(1) \) rounds.

Hence, the total time required for Node-Move-In algorithm is an expected \( O(d) \) rounds.

4.2. Node-Move-Out Algorithm. Let graph \( G=(V,E) \) have \( n \) (\( n \geq 1 \)) nodes and \( CNet(G)=(V,E_{cNet}) \). The graph obtained by deleting a node \( lev \) from \( G \) is a graph \( G=(V-\{lev\},E-E') \), where \( E' = \{(lev,u) | (lev,u) \in E\} \). We assume that the graph \( G \) is connected and after the leave the resulting graph is also connected.

We divide \( CNet(G) \) into two sub-trees: tree \( T \) with \( lev \) as the root, and tree \( H \) whose root is the root of \( CNet(G) \) (when \( lev \) is the root of \( CNet(G) \) it can be dealt with similarly).

Assume that \( C_i \) (\( i=1,2,3,\ldots \)) are the sub-trees of \( lev \) in \( T \). Since \( G \) is connected, after \( lev \) is executed there exists at least one edge \( e \) in \( G \) which is neither an edge of \( T \) nor an edge of \( G \) but connects node \( u \) of \( T \) with node \( v \) of \( H \). In [5], \( CNet(G) \) with knowledge (I) is reconfigured in \( O(|T|) \) rounds by using the following two phases:

\begin{center}
\textbf{Figure 5.} \( CNet(G) \) is divided into two subtrees \( T \) and \( H \)
\end{center}

**Phase 1:** \( lev \) calls \textit{Eulerian}(\( T \)). Here, a message “Find an edge that is not in \( T \)” is sent to find the edge \( e=(u,v) \).

**Phase 2:** node \( u \) calls \textit{Eulerian}(\( T-\{lev\} \)). Here, a message “Move into \( H \)” is sent to start an \textit{Eulerian} tour in \( T-\{lev\} \) from node \( u \) until all the nodes of \( T-\{lev\} \) moved into \( H \).

However, to maintain knowledge (II) the following additional phase is performed:

**Phase 3:** finally, once the new clustering is formed, node \( u' \) calls \textit{Eulerian}(\( T' \)), where \( u' \) is the node that found the edge with node \( v' \) in \( H \) and \( T' \) is the subtree rooted by \( u \) excluding \( lev \). In this procedure each node in \( T' \) updates their neighboring cluster and potential nodes’ information as in the \textit{Node-Move-In} algorithm.
In our node-move-out operation, we need to maintain knowledge (II) too. Before moving the nodes of $T$ into $H$, the nodes of $H$ need to delete the nodes of $T$ from their neighbor lists and recalculate their neighboring clusters and potential nodes’ information.

**Theorem 3.** Let $CNet(G)$ be a cluster-based network of $G$, then leave of $lev$ from $CNet(G)$ can be done in $O(|T|)$ rounds, where $T$ is the sub-tree rooted by the leaving node $lev$.

**Proof:** Using our Node-Move-In algorithm and Theorem 5 of [5] we can prove the Theorem. In the first phase, node $lev$ calls $Eulerian(T)$ by which each node in $T$ can know about its presence in $T$ and whether there exists any neighbouring node in $H$. This requires $O(|T|)$ rounds. In the second phase, $Eulerian(T')$, where $T' = T \setminus \{lev\}$, is called by which nodes in $T$ other than $lev$ moves in $H$ determine their status and parents which also take $O(|T|)$ rounds. Finally, in the third phase, $Eulerian(T')$ is called by which nodes in $T'$ update their information on neighboring clusters and select potential nodes to the neighboring cluster. Since according to the property 2.3 each node has at most 19 cluster-heads i.e. clusters in its neighbours according to the node-move-in algorithm this process requires $O(|T|)$ rounds.

Hence, the total number of rounds required for Node-Move-Out algorithm is $O(|T|)$.

5. **Simulation.** This section describes the simulation result. The experiments are carried out on random unit disk graphs that are generated in 1000m x 1000m square fields. The transmission range of each node is set to 50m. The number $n$ of nodes used in the experiment varies from 200 to 1000. For each number $n$ of nodes the experiments are repeated 10 times, each time by generating a random unit disk graph. The average results are then presented here.

Figure 6 presents a comparison between the lengths of path found in our protocol and in [6]. It is observed that our protocol always finds a path with smaller shorter length than that found in the previous routing protocol.

On the other hand, Figure 7 shows the computational complexities required in finding the routes. Here we show a comparison between computational time to find a route using our protocol and in the protocol presented in [6]. It is observed that our routing protocol uses less computational time. This is because once the destination node is found the route is then created using the path on graph $G$ compared with the route on the cluster-based structure which requires the same path to be travelled.
Figure 8 shows the cluster information in the network after *n* number of nodes form a cluster-based network. Initially an increased number of clusters can be seen when the number of nodes in the network is small. However, the network grows larger the number of clusters decreases proportionally, thus showing the effectiveness of the proposed model. On the other hand, Figure 9 shows the computational complexity of forming the network. Here we show a comparison between computational time to form a cluster-based network using the proposed model and the technique presented in [6, 7]. It is observed that our proposed model uses less computational time. This is because in the proposed cluster-based model nodes have to maintain less status information than in [6] and once a node joins an existing network it does not have to communicate with the root node to update the height of the network.
Finally, in Figure 10, we show a comparison of the effect on the number of clusters between the proposed model and the model presented in [6]. It is observed that in our proposed model once a node leaves an existing network it much less of an effect than in [6].
6. **Conclusion.** In this paper, we have presented an efficient Routing Protocol SPRP\(_6\) using our improved dynamic cluster-based wireless sensor network. We also have updated *Node-Move-In* and *Node-Move-Out* algorithms to fit into our proposed cluster-based structure. Finally, our experimental results have showed that our proposed protocol finds a better route with less computational time.

In future work, we would like to concentrate on the following aspects. Firstly, we would like to design a cluster-based structure with multiple simultaneous node-move-in operations. Here we also plan to reduce the time complexity for a join and a leave operation. Secondly, we would like to establish a method for our dynamic cluster-based structure with which nodes could communicate with each other in a secured manner. Thirdly, we plan to propose new architectures with better properties than that of the architecture *CNet(G)* in this paper.

Moreover, we intend to consider fault-tolerance and self-stability. Fault-tolerance is necessary because of the instability of both the node itself and of the communication via radio. We understand that the achievement of fault-tolerance is important as our development progresses in the future. Self-stabilization is considered to be a promising part of that. One of the most important goals in achieving self-stabilization is to get rid of the assumption that the node joins one by one from an initial state (one node), which is our present model. It is necessary to consider clustering from an arbitrary situation. Finally, we would like to consider not only the problems with this network communication model but also the validity of the model itself in order to bring it close to reality.
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