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 Editorial 
Message from Editorial Board 

It is our great pleasure to present the March 2017 issue (Volume 15 Number 3) of the 
International Journal of Computer Science and Information Security (IJCSIS). High quality 
research, survey & review articles are proposed from experts in the field, promoting insight and 
understanding of the state of the art, and trends in computer science and technology. It especially 
provides a platform for high-caliber academics, practitioners and PhD/Doctoral graduates to 
publish completed work and latest research outcomes. According to Google Scholar, up to now 
papers published in IJCSIS have been cited over 9800 times and this journal is experiencing 
steady and healthy growth. Google statistics shows that IJCSIS has established the first step to 
be an international and prestigious journal in the field of Computer Science and Information 
Security. There have been many improvements to the processing of papers; we have also 
witnessed a significant growth in interest through a higher number of submissions as well as 
through the breadth and quality of those submissions. IJCSIS is indexed in major 
academic/scientific databases and important repositories, such as: Google Scholar, Thomson 
Reuters, ArXiv, CiteSeerX, Cornell’s University Library, Ei Compendex, ISI Scopus, DBLP, DOAJ, 
ProQuest, ResearchGate, Academia.edu and EBSCO among others.  

A great journal cannot be made great without a dedicated editorial team of editors and reviewers. 
On behalf of IJCSIS community and the sponsors, we congratulate the authors and thank the 
reviewers for their outstanding efforts to review and recommend high quality papers for 
publication. In particular, we would like to thank the international academia and researchers for 
continued support by citing papers published in IJCSIS. Without their sustained and unselfish 
commitments, IJCSIS would not have achieved its current premier status, making sure we deliver 
high-quality content to our readers in a timely fashion. 

“We support researchers to succeed by providing high visibility & impact value, prestige and 
excellence in research publication.”  We would like to thank you, the authors and readers, the 
content providers and consumers, who have made this journal the best possible.  

For further questions or other suggestions please do not hesitate to contact us at 
ijcsiseditor@gmail.com.   
 
A complete list of journals can be found at: 
http://sites.google.com/site/ijcsis/  
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Abstract -In the last decade; mobile devices and Smartphone have become a major part of our lives 
because of its countless advantages. These advantages are seen in Information and Communication 

Technologies (ICTs) such as data-sharing, uploading, downloading a lot of gigabytes, etc. On the other 
hand, what happened if we use one of these technologies; e.g. Mobile Technology (MT) with an integrated 
service such as Service Oriented Architecture (SOA) for developing any complaint system. Although, there 

are traditional means to handle customers ‘complaints without moving toward the application of the recent 
technologies. Therefore, the major work of a complaint system is to find a solution to handle complaints. In 
this paper; a proposed mobile-based complaint system that handles complaints by using the advantages of 

SOA and also depending on a proposed Complaint Management Life Cycle (CMLC). The integrated system 
will have many advantages such as reducingthe waiting time for uploading, receiving a complaint, 
guarantee a fast solution, make complaints easier to monitor, track until achieving customer satisfaction 

and preserve customer loyalty. 

Keywords: ICT, MT, SOA, Complaints System, CMLC 

1. INTRODUCTION 

There is no company without complaints. Customers evaluate any institution according to the way of 

handling their complaints. Most of Middle East companies ignore the role of the complaints system 

inside its policies. There are many definitions of a complaints system. One of them is not only the 

system of communication of raising a problem for the organization owners or decision makers but also 

it is a discussion of unusual work or actions. In this context, a complaints system is defined as a set of 

procedures that is used to address complaints and resolve disputes or problems [1]. Companies should 

move towards applying the new development trend of complaint management such as the full 

automation system in order to preserve the customer's loyalty. Moreover, the innovative means of 

complaint handling will achieve one of the important company's goals which are customer's 

satisfaction.  It appears that, ICT has a positive impact on improving life quality. Therefore, it required 

human to do any activities by optimizing the available up-to-date technologies that have a rapid 

development such as mobile technology. In this paper, the Mobile Technology will be used in handling 

complaints systems.  
  

As we know that mobile application is becoming the most popular platform for doing business. These 

resulted from mobile popularity, flexibility. Furthermore; the Smartphone becomes equipped with a 

greatly reduced cost hardware and software technologies such as Bluetooth, digital camera, Wi-Fi 

network, GPS, etc. So, the wide use of mobile devices makes the Smartphone is the better choice for 

accessing point of a logical and conventional business application. A growing number of mobile 

employees want to make business decisions using their own cell phones. Moreover, a mobile-based 

system needs a platform in order to integrate different services and other client applications. This is 

will appear in the below section which focuses on the role of SOA that represent different system 

functionality and independent from underlying platforms [2, 3]. SOA will be used here as an 

interoperability framework in order to integrate heterogeneous systems. 
 

The content of this paper is organized as follows: Section 2 reviews the related work on complaints 

system and section 2.1 summarizes the proposed CMLC phases. Section 3 introduces the importance of 

Mobile-based application usage in the complaints system. Section 4 presents the benefits of using 

SOA. The proposed complaints system and its major function are discussed in section 5. A discussion 

on the proposed system is presented in section 6. Finally, the conclusions are drawn in section 7. 

2. RELATED WORK 

There is no one hundred percent perfect body or company. Mistakes can occur from any person or 

service provider at any time. Complaints are a valuable source of information about how and where 

mistakes have occurred and can pinpoint weaknesses in the system. The matter that companies should 

have clear instruction responds to such incidents. It uses an effective response to fix the mistake in 

order to reduce the likelihood of incidents occurring again. There are many ways of complaints system 

representation such as customer call center, manual complaint box, or semi-automated complaints 

system which may be only the organization's email. There are different complaints systems. Its 
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methods focus on receiving complaints from complainants by any mean. The existing means of a 

complaints management handling are summarized as follow:  
1- Online Complaints form/template 

2- Telephone /Customer Call Center 

3- E-Mail (e.g. info@company.comor any other mailbox). 

4- The Customer Complaint form (paper-based form). 

5- Face-to-face interaction (verbally). 

Many organizations fail to integrate the essential components of an effective complaints management 

system, leading to lost opportunities for improvement and continued customer satisfaction. 

2.1 A PROPOSED CMLC PHASES 

After looking at many studies on complaints management system [1, 7], it basically works, focuses on 

one issue; the complaints system extracts communicative actions and their subjects and classifies a 

complaint as valid or invalid (submitted due to a customer misunderstanding, bad mood or other 

unrelated issues) in order to resolve it. A summarization of the most important phases are depicted on 

fig. 1 that represents the proposed life cycle of most complaint management steps that will be 

integrated by using SOA with a mobile-based application.  

3. MOBILE-BASED APPLICATION USAGE 

Basically, Mobile technology gives an opportunity to variety users in doing his activities without 

worrying about its physical connections or technical details. Generally, there is a general structure of 

the mobile technology; which is composed of three major components; hardware, software (mobile-

based application) and communication. Figure 2 shows the three-tier architecture of the mobile-based 

system which is (mobile-client application, mobile-middleware and enterprise application) 

respectively. Whereas, mobile users access the enterprise applications (e.g. CRM,BI,ERP, Complaints 

System) via the connection of the network operators that allow mobile devices to establish and control 

the internet-connection by using the internet services providers (ISPs). The mobile network operators 

can provide services to mobile users such as accessing data that stored in databases and accessing 

different web services (e.g., web-server, enterprise application, and database servers). There are 

different kinds of mobile clients. The first; is a fat client application that is able to accept user input and 

store data in a local database until connectivity with the server is re-established and the data can be 

moved to the server. The second; is a thin client that haven't custom application code and completely 

rely on the server-tier for their functionality. The third; is a thick client that provides users with more 

features, graphics choices making the mobile-based application more customizable. The fourth; is a 

smart client that is internet-connected, allows the mobile user to interact with the server-based 

application through the use of web services (middle tier)[4-6]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1.  A proposed Complaint Management Life Cycle 
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Figure 2.Three tier architecture of mobile-based application 

 
Mobile-based application has different advantages such as providing anywhere, anytime availability, 

make easy to use and gives flexibility. It is frequently used in all our life activities. The complaints 

management system's activities will be performed in less amount of time, without bothering the time 

and contact limitations, with more efficient and effective manner and with the advantage of 

transparency, fast connectivity and flexibility of mobile-based application in order to find fast 

solutions. 

4. WHY SOA? BENEFITS AND ADVANTAGES 

SOA means an integration of different heterogeneous operating systems, software systems, and 

application infrastructures by using the SOA model. Figure 3 represents the SOA model which based 

on three roles (publish, find and bind) services. SOA's benefits are for example to establish and 

maintain federated data resources by using interoperability languages such as XML and RDF and 

SOAP services [5, 6].  

 

 

 

 

 

 

 
Figure 3. SOA Service Model 

 

On the same context, SOA model for Complaints system is proposed in the figure (4) in order to 

integrate between complaint system's services and its mobile-based application .It represents the 

relationship between complainants as a service requester, complaint side /company as a service 

provider and complaint service as a service registry. More than two studies [7,8] proved that there is a 

robust technical relationship between SOA and Mobile-based applications. 

 

 

 

 

 

 

 

 

 

 
Figure 4. SOA model for Complaints system 

We can summarize the benefits of SOA in these points as following: 
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2- High-degree of distribution  

3- Loose-coupled of services  

4- Utilize the service reusability  

5- Rapid flexibility  

5. SYSTEM ARCHITECTURE PERSPECTIVE CONSIDERATION   

A workflow of the proposed system is showed in figure (5) that represent the pattern of business 

activity either processes or services. The complainant journey starts when he registers a complaint, the 

interaction is logged, and then a notification is sent to the appropriate/corresponding department for 

follow up and taking action. If action on the complaint is not documented, an SMS notification is 

generated to the complainant; a reminder is automatically generated and ensuring that the task is 

resolved. Therefore, the process of following-up complaint still monitors until reach a satisfactory 

solution to the complainant. At the end, the proposed system will be changed the status of the 

complaint by giving an alert for closing the complaint. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                     

                                            Figure 5. A flow chart for the proposed system 
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Furthermore, the GUI of the proposed complaints system is depicted on figure 6. It shows the process 

of registering a new complaint and checking the complaint's status as a demo version. Therefore, 

functions of the proposed complaints system are summarized as the following: 
 

1. Allows the complainant to create/register a new complaint 

2.  Upload/send a complainant documents such as (text file, picture, video, etc.) 

3. Determine the spatial location of the complaint by using GPS 

4. Administration panel to follow up the complaint status 

5. Send SMS alert for every action   

6. Navigate and explore the complaint data anytime  

7. Update and  change the complaint anytime  

8. Ensure the complaint privacy and confidential  

 

 
 

Figure 6. A demo GUI for the proposed complaints system 

  

6. ADVANTAGES OF  THE PROPOSED SYSTEM 

After applying the proposed complaints system, it will be lead to achieve more than features. For 

example, complaints staff responsibilities are clearly outlined, the complaint's documents/data are 

never lost or forgotten and online available. Moreover, the proposed system will promising 

minimizing time, quick information assembling and gives a quick response. Moreover, companies 

will gain more than one benefit such as improved customer satisfaction and increased customer 

loyalty. 

7. CONCLUSION  

There is an urgent need to apply the proposed system for all companies that treat with customers. 

X-customers will return to the company after applying the proposed system. Any company will 

achieve its major objective to increase the productivity ratio. The integrated system will allows 

different users to access it anytime from anyplace in order to achieve one goal; "User satisfaction". 

A Complaint Management Life Cycle is presented in details to summarize the overall functions 

that will be mobile-based application. The integrated system will achieves important target such as 

reducing the waiting time for uploading, receiving a complaint, guarantee a fast solution. The 

advice now for all customer-dependent companies to apply this integrated system.  
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Abstract 

Providing security for the multimedia 

documents is of prime important in today’s world, as 

there is rapid growth in internet and multimedia 

technology. This paper proposes a secure document image 

encryption scheme based on multi chaotic systems, which 

aims at fulfilling the purpose with the combination of the 

traditional bit stream ciphers technology and the spatial-

domain encryption of digital image. This strengthens the 

security mechanism of the encryption process effectively 

instead of encrypting an image using a single chaotic 

signal directly. The proposed scheme combines two 

different chaotic sequences to provide higher security for 

multi-system. The first chaotic system used is the logistic 

map which is used to generate a chaotic sequence. Then 

using a threshold function this chaotic sequence is 

transformed into a binary stream. The second chaotic 

system used is the Henon map which is used to build a 

permutation matrix. First, using the stream of bits as a 

key stream, the pixel values of a plain image are modified 

randomly. Second, the altered image is encrypted again by 

using the permutation matrix. Detailed  

 

Analysis of the encryption method depicts that 

the simulation results shown in the proposed scheme has 

a better efficiency than other existing methods and 

provides high security performance. 

 

Keywords: 

Image encryption; chaotic system; multi-chaotic 

sequence; Logistic map, Henon map 

 
I. INTRODUCTION 

Today advancing internet and multimedia 

technology is more evolved than before.  Data 

containing image, video, audio and other information, 

is being transmitted over the internet. Images are 

being widely used in daily life. The application of 

image processing mainly includes documents, 

military photographs and financial records etc., to 

interchange all kinds of data. Recently, the problem 

of image security has attracted increased attention. 

Due to some intrinsic feature parameters of 

image, such as bulk information capacity and high 

correlation co efficient among the pixels, 

conventional encryption algorithms have however 

been found not appropriate in cases of image 

encryption. Further, because of this problem single 

chaotic system also fails to encrypt the image 

effectively. Currently, there are many image 

encryption algorithms such as affine transformation, 

Tan gram algorithm, magic cube transformation, 

Arnold map, and Baker’s transformation [1-5] etc. In 

few algorithms effective separation of algorithm and 

secret-key is not possible. Because of this, the 

existing algorithms fail to satisfy the needs of modern 

cryptographic mechanism. 

In order to overcome the above mentioned 

shortcomings, an image encryption technology based 

on multi chaotic systems has been proposed. 

Chen Wei-bin et al. [6] presented a new 

image encryption algorithm based on the 

combination of Arnold cat map and Henon chaotic 

system in order to meet the requirements of secure 

image transfer. First, the positions of the pixels are 

shuffled using Arnold cat map method. Second, 

Henon’s chaotic system is used to encrypt the 

shuffled-image based on pixel by pixel. Ali 

Soleymani et al. [7] proposed a novel encryption 

scheme using Arnold cat and Henon chaotic maps. 

The proposed scheme performs bit and pixel-level 

permutations on plain and secret images using Arnold 

cat map, while Henon map creates secret images and 

specific parameters for the permutations. The method 

yields a result with the entropy value equal to 7.997 

and UACI 29.84. The multchaos-based image 
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encryption scheme proposed by Brindha Murugan et 

al.  [8] Using Lorenz equation and Henon map with 

multiple levels of diffusion yields the entropy of 

7.999 and the UACI of 33.44. Xingyuan Wang et al. 

[9] proposed image encryption algorithm based on 

DNA encoding rules and Chaos. Logistic Map and 

Piecewise Linear Chaotic Map (PWLCM) are applied 

to generate all parameters. Wang Yujing et al. [12] 

Presents Fast Fourier Transform (FFT) based mixed 

high dimensional chaotic system for image 

encryption scheme. Fadia TALEB [13] proposed a 

color image encryption algorithm by using the 

concept of confusion and diffusion. The author used 

One-dimensional chaotic map called logistic maps to 

generate the chaotic sequence. Hang, G., et al. [14] 

proposed a method in which the permutation box P-

box is generated which is used to scramble the pixel 

positions totally to increase the encryption level. 

Teng, L, et al. [15] used a bit-level encryption of 

image using the algorithm which reduces execution 

time in the size of data during encryption and 

decryption. Wang, X.,et al. [16] proposed a method 

where the confusion process is obtained by the Game 

of Life permutation using logistic map and diffusion 

is achieved using piecewise linear chaotic map 

(PWLCM) chaotic system. Wang, X., et al. [17] 

proposed an improved cat map method and dynamic 

random growth technique for fast image encryption. 

Both key and plain image contributes for pixel 

diffusion process. Chen, J.X et al in [18] presented, 

dynamic state variables which assigns a chaotic 

variables for pixel encryption dynamically. Boriga, 

R., et al. [19] proposed an image encryption consists 

of three 2D chaotic maps and the pixels are shuffled 

by using random permutation matrix chaotic map. 

Zheng, Y, et al. [20] presented an encryption scheme 

in which the pixel permutation is obtained by using 

Henon map and pixel shuffling is achieved using 

compound spatio-temporal chaos. Kumar, G., in [21] 

the image encryption is achieved using 3D chaotic 

dissipative based on Lorenz attractor. Lorenz 

attractor is used for image encryption by using the 

Confusion matrix. 

Based on chaotic systems many digital 

image encryption algorithms have been presented. In 

this paper, a multi-image encryption scheme 

composed of two chaotic systems is proposed here. 

The scheme incorporates the traditional bit stream 

ciphers technology and the spatial-domain encryption 

of images. One of the chaotic systems used is the 

logistic map that generates a chaotic sequence. This 

chaotic sequence is applied to threshold function in 

order to obtain its equivalent stream of ones and 

zeros. Another chaotic system Henon map is used to 

get the permutation matrix P. A random modification 

of the pixel levels of the input plain image is 

conducted by the application of the bits stream 

ciphers technology, then using the permutation 

matrix P, the obtained image is encrypted. By 

amalgamation of the above two methods, the security 

of the encryption system is further strengthened and 

the security is analyzed in detail at the final stage. 

The results depict a higher security quotient in 

comparison to the currently available methods. 

 

II.THE CHAOTICS SYSTEMS 

CHARACTERISTICS 

 

Chaotic systems are very suitable for 

message information encryption because of their 

many characteristics, for example, (a) chaotic 

sequence is not periodic and not convergent and their 

domain is limited. Along with time, the movement of 

the points traverses the entire domain, called as the 

periodicity of the chaotic orbit. (b) Through the 

limited domain, collapsing and flexing are carried 

continuously. The output of the chaotic systems like 

random noise is irregular in nature. (c) For initial 

conditions the chaotic systems are extremely 

sensitive. Hence, according to the exponent rule the 

movement of two closed points can be separated. 

These dynamic properties cause chaotic sequences to 

be pseudo-random, unmasked, hardly and wideband. 

Differences in initial conditions of values result in the 

generation of varied chaotic sequences. Hence, the 

space for encrypting is very wide. The possibility for 

encryption as well as decryption can be provided, 

because the chaotic sequence are very easy to 

generate and easy to control. 

The basic one dimensional logistic map can 

be formulated as 

 

𝑋𝑘+1= 𝑎 ∗ 𝑋𝑘 ∗ (1- 𝑋𝑘)  (1) 

 

Where 𝑋𝑘€ (0, 1). The value of 𝑎 and the intial value 

𝑋0 are used as the key 𝑘1 for the system (𝑎, 𝑋0). The 

results obtained from the research indicates that the 

system is in chaotic condition when 𝑎 ranges from 

3.569 <𝑎<4.0. 
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In discrete time dynamic systems Henon 

map exhibit good chaotic behavior thereby taking the 

point (𝑋𝑘,𝑌𝑘) to a different point location in space. 

 

Mathematically it can formulated as  

𝑋𝑘+1=𝑌𝑘- 1+ 𝑎 ∗ 𝑋𝑘
2  (2) 

𝑌𝑘+1= 𝑏 ∗ 𝑋𝑘   (3) 

The initial value 𝑋0€ (0, 1) and 𝑌0€ (0, 1) can be used 

as the key 𝑘2for the system (𝑋0, 𝑌0).  The Henon map 

mainly depends on two parameters 𝑎 and 𝑏, the 

research results shows that the value for 𝑎 is 1.4 and 

for 𝑏 is 0.3 for which the Henon map exhibits chaotic 

nature. 
III. ENCRYPTION SYSTEMS 

 

Many of the existing algorithms for image 

encryption technologies work based on the image 

content such as Arnold transformation. Further in few 

algorithms, Key and algorithms cannot be separated 

effectively. These algorithms change only the 

position of the pixels in the image, not the pixel 

value. This will give more attention for the attackers 

and probability of successful attack may increase. 

The multi-level encryption technique 

proposed in this system consists of two different 

systems which are used to produce two different 

chaotic sequences.  One sequence generates a bit 

stream and other sequence used for permuting the 

matrix P. Using the bit stream the pixel values are 

modified in the plain image. Then the modified 

image is again encrypted using permutation matrix P.  

 

A. Proposed Methodology 

 

Let the plain image I, whose pixels can be 

accessed using i, j, can be represented as I (i, j). And 

the keys for encryption can be represented as 𝑘 

(𝑘1 ; 𝑘2 ) = 𝑘(𝑎, 𝑋0;𝑋0, 𝑌0), where the key 𝑘1   using 

logistic map and key  𝑘2 using Henon map can be 

represented as 𝑘1 = (𝑎, 𝑋0), 𝑘2 = (𝑋0, 𝑌0). The scheme 

of multi chaotic encryption system consists of 

following steps. 

 

1. The first chaotic sequence is obtained by 

applying  𝑘1 to the logistic chaotic system. 

The values for  𝑘1 being (𝑎, 𝑋0). 

2. Using a threshold function, transform the 

obtained chaotic sequence into a bits stream 

matrix. 

3. From the obtained bits stream, modify the 

levels of the pixel in the input plain image I 

(i, j) and obtain the first round ciphered 

image I’ (i, j). Then transpose the bits stream 

matrix and obtain the second round diffused 

image I” (i, j). The operation performed is 

the bit-wise XOR. 

4. The Permutation matrix P is constructed by 

making use of the Henon Chaotic system 

with the help of  𝑘2. The values for  𝑘2 being 

(𝑋0, 𝑌0). 

5. Perform the second level encryption of the 

image I” (i, j) by using the permutation 

matrix P and obtain the encrypted image I”’ 

(i, j). 

 

 

 

 

 

 

 

 

 

 

Figure1. The encryption scheme 

 

B. Bit stream Generation  

 

Using the equation (1) for the logistic map, the 

bit stream can be generated as follows: 

1. Select the real value chaotic sequence {𝑠𝑖 

i=0, 1, 2, 3, 4…….} generated by the 

chaotic system. 

2. From the above chaotic sequence 

𝑠𝑖 ,  generate the bits stream using a threshold 

function T. The function T can be defined as 

below: 

 

 

 

Input 

Plain 
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ge 
Permutation  
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1 
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Where the value of K=8; 

 

C. Permutation matrix generation  

 

Using the equation (2) and (3) for the Henon 

map, the permutation matrix can be generated as 

follows: 

1. The input image having size of A x B is 

dived into R squares of size U x V such that 

U x V x R=A x B.  These squares are then 

placed one on top of the other to obtain 

matrix I having height T. The square matrix 

thus obtained by way of placing. 

2. For the Henon map select the initial values 

𝑋0, 𝑌0 and the parameters, 𝑎, 𝑏  and iterate 

(2) and (3) to obtain the consecutive T 

values. 

3. At every iteration the values of 𝑋 and 𝑌 are 

rounded to an appropriate decimal number. 

4. Modulus is calculated between the obtained 

natural number and the height T, to obtain 

the matrix S having length 1 x T. 

5. The T elements of Matrix S along the length 

array I are then filled up into another same 

sized matrix P (permutation matrix). 

6. The Permutation matrix P is used to change 

the position of the T squares in the input 

image in round 1. In round 2, the pixel 

levels of the image in round 1 are again 

transposed with new chaotic sequence. 

 

IV. SECURITY DISCUSSION 

 

The improvised encryption system should 

enhance the resistance capacity against all types of 

attacks. The important attacks aimed at the chaotic 

encryption system contain statistical analysis, key 

space analysis, cipher text attack, plain text attack 

and so on. The proposed multi chaotic system 

provides all types of security measures. The 

performed security analysis scheme as follows. 

 

A. Analysis of the Key space  

 

The maximum possible number of distinct 

keys used with the algorithm is termed as key space 

analysis. The keys used in the proposed multi-level 

encryption includes (𝑎, 𝑋0) of the logistic map and 

(𝑋0, 𝑌0) of the Henon map.  Based on the floating 

point standard IEEE, In case of a double-precision 

number with 64-bit, the computation precision in this 

method is    10-15. The results in this algorithm 

provides key length larger than 2256  avoiding all 

types of Brute-force attack. 

 

B. Key sensitivity test 

 

The proposed method aims at finding the 

sensitivity of the encryption scheme in comparison to 

change-in values of initial conditions. The proposed 

multi-level encryption algorithm contains two keys 

key1 and key2 for both logistic and Henon map. It 

has been found that the proposed encryption scheme 

is very sensitive in terms of initial value and 

parameters. The key sensitivity test is experimented 

and it’s shown in Figure 2 below. The result shows 

that the encryption system is very sensitive to initial 

conditions. 

 
 

Figure2. Key sensitivity results 

Picture (a) shows Lena’s decrypted image by correct 

decrypting key, while picture (b), (c) and (d) show 

Lena’s decrypted image by selecting the wrong 

decrypting key 
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C. Entropy analysis 

 

To measure the randomness entropy is 

considered as a very imperative feature.  It can be 

mathematically formulated as below: 

 

ET (m) = -∑ 𝑝(𝑚𝑖)
𝐿−1
𝑖=0  x 𝑙𝑜𝑔2(𝑝(𝑚𝑖))    (4) 

 

Here ET represents the entropy; L represents total   

grey scale values and 𝑝(𝑚𝑖) representing the 

probability of occurrence of pixel at each grey 

level 𝑚𝑖. Ideally the image to be considered random, 

the entropy value must be 8. The Table 3 shows the 

entropy variation for different schemes. 

 

D. Statistical analysis 

 

For any hacker the statistical analysis is the 

most important attack method. By way of calculating 

the correlations of adjacent pixels in different 

directions, the multi-level encryption statistical attack 

analysis can be arrived at. The Correlation co-

efficient can be calculated using equation (5) 

 

𝐶𝑥𝑦 = 
𝐶𝑂𝑉𝑅(𝑥,𝑦)

√𝑉(𝑥)√𝑉(𝑦)
                                          (5) 

 

Where 𝐶𝑂𝑉𝑅(𝑥, 𝑦) is the Covariance between x and 

y can be formulated as 

𝐶𝑂𝑉𝑅(𝑥, 𝑦)=
1

𝑛
∑ 𝐸 ((𝑥𝑖 − µ(𝑥))(𝑦𝑖 − (𝑦)))𝑛

𝑖=1        

                       (6) 

Where, y and x are two adjacent pixels values in the 

image, V (x) is the variance of variable x, 

 

𝑉=
 1

  𝑛
∑ (𝑥𝑖 − µ(𝑥))2𝑛

𝑖=1                              (7) 

 

µ(𝑥) Is the average of variable x. 

 

         µ(𝑥)=
1

𝑛
∑ 𝑥𝑖

𝑛
𝑖=1                   (8) 

 

Table 1. Correlation Co-efficient of the adjoining 

pixels along different directions. 

 

 

The pixels that are distributed in the plain 

image as well as ciphered image is shows in Figure 3. 

Table 1 shows the correlation coefficients of the 

adjacent pixels along the horizontal, vertical and 

diagonal direction. 

 

 

Figure3. The pixel distribution of the Lena Image  

(a) The plain Lena image in horizontal 

(b) The ciphered Lena image in horizontal 

(c) The plain Lena image in vertical 

(d) The ciphered Lena image in vertical 

 

E. Histogram 

 

The histogram variations are calculated for 

both cipher images as well as for the plain image. 

Figure 4 shows the variations in the histogram for 

input plain Lena image and its output encrypted 

cipher image. 

 

 

 
(a) 

Position Plain Image Cipher image 

Horizontal 0.9722     -0.0087 

Vertical 0.9892     -0.0273 

Diagonal 0.9578     -0.0049 
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(b) 

Figure 4. The histogram variations for Lena image 

(a)  Histogram variation for plain image 

(b)  Histogram variation for cipher image 

 

F. Differential attack 

 

 Rate of Change of Pixel Number (NPCR): 

NPCR calculates the total number of pixels that have 

been changed in the ciphered images obtained for the 

plain image and its modified plain image at the same 

location. The Table 3 shows the NPCR variations 

among different encryption schemes. 

 

NPCR = 
∑ 𝐷(𝑖,𝑗)𝑖,𝑗

(𝑈𝑋𝑉)
x 100 (9) 

 

Here U and V represent the height and width of the 

image. 

 

𝐷(𝑖, 𝑗) Can be defined as 

                           1     𝐶𝑖𝑝1(𝑖, 𝑗) ≠ 𝐶𝑖𝑝2(𝑖, 𝑗) 

𝐷(𝑖, 𝑗) =         

0 𝐶𝑖𝑝1(𝑖, 𝑗) = 𝐶𝑖𝑝2(𝑖, 𝑗) 

 

 𝐶𝑖𝑝1(𝑖, 𝑗)Grey value of cipher image and 𝐶𝑖𝑝2(𝑖, 𝑗) 

Grey value of new cipher image. 

 

 Unified average changing intensity: 

UACI calculates the mean change in intensity 

between plain image and the encrypted images as a 

percentage with N. The maximum intensity pixel 

value. N for the grey image being 255. Table 3 

depicts the UACI variations among various 

encryption schemes. 

 

UACI = 
1

(𝑈𝑋𝑉)
∑

𝑎𝑏𝑠(𝐶𝑖𝑝1(𝑖,𝑗)−𝐶𝑖𝑝2(𝑖,𝑗))

(255)𝑖,𝑗 x 100 

     

     (10) 

𝐶𝑖𝑝1(𝑖, 𝑗) Represents ciphered image for the input 

plain image. 

𝐶𝑖𝑝2(𝑖, 𝑗) Represents encrypted image for the 

modified input image. 

 

 

 

V. SIMULATION 

The Simulated images are the color Lena 

image and different document images. These images 

are transformed to grey scale and then the encryption 

scheme is applied. The encryption results are shown 

in Figure 6 and Table 2 shows the variation of 

parameters for different document images. The initial 

key values used here for both logistic map and Henon 

map are 

𝑘 (𝑘1 ; 𝑘2) = 𝑘(𝑎, 𝑋0;𝑋0, 𝑌0) = (3.97, 0.3; 0.6315477, 

0.18906343). 

 
Figure5. The Document plain images 

(a) Doc1 (b) Doc 2 (c) Doc3 

 

 
 

Figure 6. The encrypted Document images 

(a) Doc 1 (b) Doc 2(c) Doc 
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Table 2. The variation of parameters (MSE, PSNR, UACI, NPCR, Entropy, UIQ and SSIM) for different document 

images with different rounds. 

 

 

 

 

 
Table 3. Comparison of NPCR, UACI and Entropy 

for different schemes using Lena Image. 

VI. CONCLUSION 

The image encryption scheme based on 

multi chaotic systems by applying both logistic and 

Henon map tested through simulation and security 

analysis reveal the efficacy of the proposed 

encryption method over the existing methods. The 

proposed encryption method by way of increased 

sensitivity to the key and its larger space reduces the 

instances of differential attack and statistical attack. 

From the above detailed analysis the proposed image 

encryption is an appropriate method for secured 

document image encryption. 

 

 

 

 

 

 

 

 

 

 

Images Rounds MSE PSNR UACI NPCR Entropy UIQ SSIM 

 

DOC 1 

Round 1 1.4948x104 6.3848 39.4336 99.5605 7.9937 0.0018 0.0080 

Round 2 1.4965x104 6.3799 39.4143 99.5636 7.9937 -1.558x10−5 0.0087 

 

DOC 2 

Round 1 1.8366x104 5.4907 44.5601 99.3164 7.9899 0.0024 0.0112 

Round 2 1.8372x104 5.4893 44.5507 99.3256 7.9899 0.0018 0.0099 

 

DOC 3 

Round 1 1.8074x104 5.5602 44.0566 99.4705 7.9901 0.0031 0.0113 

Round 2 1.8081x104 5.5585 44.0518 99.4339 7.9901 0.0023 0.0083 

 

DOC 4 

Round 1 1.3787x104 6.7361 37.5908 99.5789 7.9926 2.123x10−4 0.0094 

Round 2 1.3817x104 6.7268 37.6222 99.53 7.9926 -0.0037 0.0055 

 

DOC 5 

Round 1 1.5360x104 6.2669 39.9917 99.5911 7.9945 -0.0013 0.0086 

Round 2 1.5371x104 6.2639 40.0130 99.5529 7.9945 -0.0027 0.0056 

 

Lena 

Round 1 7.5846x103 8.8050 28.28 99.627 7.997 -0.0016 0.0105 

Round 2 7.5617x103 8.8180 28.1870 99.6582 7.997 0.0014 0.0105 

Scheme NPCR UACI Entro

py 

Brindha Murugan 

et al[8] 

        

99.6204 

       

33.4612 

       

7.994 

Xingyuan 

Wang[9] 

                

99.60 

                

33.45 

               

7.997 

Yannick 

Abanda,et al[10] 

         

99.57 

                

35.08 

                

7.996 

Ritesh et al[11]                    

99.60 

                 

33.47 

                 

7.997 

 

Proposed 

                  

99.627 

                  

28.28 

              

7.997 
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Abstract— Zigbee protocol is based on IEEE 802.15.4 standard 

which mainly supports two types of routing protocols. The first is 

the well-known Ad-hoc on demand Distance Vector (AODV) 

routing protocol, which was considered for highly self-motivated 

application situations in wireless ad-hoc networks and second 

type is the Tree based routing scheme which is established at the 

time of network formation. True Time 2.0 is a MATLAB/ 

Simulink based simulator used for real time control system. This 

paper uses the wireless block of True Time for the simulation of 

signal transmission range of Zigbee network using AODV 

routing protocol. Simulated results are also analysed using 

various soft computing techniques such as Fuzzy logic (FL), 

Artificial Neural Network (ANN) and Adaptive Neuro Fuzzy 

Inference System (ANFIS).  On the basis of analysis done, 

comparison is done between the True Time simulated result and 

the soft computing based techniques for the signal transmission. 

Keywords-com Zigbee and IEEE 802.15.4 standard, Zigbee 

protocol, AODV, ANFIS, ANN and Fuzzy logic. 

I.  INTRODUCTION 

Zigbee based on IEEE 802.15.4, defines a specifications for 
low rate WPAN (LR-WPAN) which supports simple devices 
that consume less power and typically operate in the personal 
operating space (POS) of 10m [1]. The Zigbee Alliance [2] is 
an association of companies working together to develop 
standards (and products) for reliable, cost-effective, low-power 
wireless networking. Zigbee technology is used  in a wide 
range of products and applications across consumer, 
commercial, industrial and government markets worldwide.[3] 
Zigbee is based on  the IEEE 802.15.4 standard [4] which 
describes the physical and MAC layers which provides low 
cost, low rate  personal area networks. 

Zigbee technology has greater features when compared 
with other existing wireless methods like WIFI, Bluetooth, 
Ultra wide band, WiMaX and so on. Comparison between 
Zigbee, IEEE  802.11 based Wi-Fi, Bluetooth, Ultra Wide band 
and  WiMaX can be obtained from [5]-[7].  Comparison shows 
that the data rate in Zigbee is least among all, but the power 
consumption is minimum. These two characteristics allow the 
Zigbee based devices to be in power saving mode when it is 
not used. Zigbee protocols are intended for use in embedded 
applications requiring low data rates and low power 
consumption. Though WPAN implies a reach of only a few 
meters, network has several layers, designed to enable the 
intrapersonal communication within the network, connection to 

a network of higher level and ultimately an uplink to the Web 
[5].  

This paper has focused on soft computing techniques which 
is basically a combination of artificial intellect methodologies 
used to do the modelling and solving the real world problems 
which are not easy to be solved mathematically [8]. Paper 
presents a review on different types of soft computing 
techniques and the application areas where they can be applied. 
Authors have presented the significance of power optimization 
in the field of Industrial WSN and explained the various 
method available commercially for power optimization and 
also dealt with the routing based methods for power 
optimization. In paper [9] authors have emphasized on 
prediction based shortest routing protocol for the optimization 
of energy in Zigbee standard. Paper [10] describes various 
routing protocols defined for Zigbee standard and proposes 
anew routing protocol which uses a modified AODV and 
Hierarchical Tree Routing.  In [11], Authors have introduced 
an adaptable fuzzy-logic assisted configuration mechanism for 
Zigbee networks which is considered as most promising 
standards in the area of wireless sensor networks. Result shows 
that the use of fuzzy-logic principles can significantly improve 
the tree-based routing mechanisms if the set-up network time 
and the number of router nodes are reduced in the network, 
leading to the reduction of energy consumption by nodes by 
nodes. Paper [12] shows a reduction in the number of packets 
and overhead related to packets, communication delay and the 
improvement in route efficiency. Paper proposes the use of a 
novel fuzzy-logic-based metric to be used for the decision 
making process in AODV. 

Paper is organized as follows:  Section II will explain the 
802.15.4 standard based Zigbee Protocol including the types of 
devices in Zigbee standard, Network topologies in Zigbee and 
the routing techniques in Zigbee. This section also includes the 
comparison between the traditional routing protocols and the 
modified protocols for further improvement in Zigbee 
performance metrics. Section III will discuss the necessary 
steps needed for the simulation process in MATLAB/ 
TRUETIME 2.0 including the AODV process and the features 
of MATLAB/ TRUETIME 2.0.  

Section IV will explain the three soft computing techniques 
like Artificial Neuro Fuzzy Inference System, Artificial Neural 
Network (ANN) and Fuzzy Logic for the optimization of signal 
transmission range in Zigbee network. This section will explain 
the various soft computing techniques with involved 
mathematics. Section V will discuss the comparison between 
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different soft computing techniques and will provide the 
conclusion based on the comparison made. 

II. IEEE 802.15.4 BASED ZIGBEE 

A. Device types: There are mainly three types of devices 
in Zigbee network. The Zigbee coordinator (one in 
the network) is a full functioned device which 
manages the whole network. An FFD can perform 
all the responsibilities defined by Zigbee standard 
based on IEEE 802.15.4 MAC layer.  Third device 
is an end-device is a reduced functioned device 
which has limited tasks to perform. The whole 
comparison between the three types of devices are 
shown in table 1. 

B. Topologies: Zigbee is based on IEEE 802.15.4 
standard for its physical layer and Medium access 
layer. IEEE 802.15.4 supports various topologies 
such as star, tree, cluster tree, and mesh; however, 
Zigbee provide support only star and peer to peer 
topologies. These two topologies are discussed in 
table 2 in brief.  

C. Routing in Zigbee network : In every system or 
network, the resources are fixed so it’s essential to 
manage with the limited resources. Routing plays a 
very important role in  any network in the direction 
of utilizing limited resources. An intelligent routing 
strategy can manage with the limited resources as 
well as it can be adaptable to changing network 
conditions like network size, traffic density and 
network partitioning [9]. In case of wired networks, 
link-state and distance-vector algorithms are used 
where each node maintains a list of its neighbours 
and periodically intimates its status to other nodes 
using flooding strategy. The traditional link-state 
and distance-vector algorithms do not work in large 
Mobile Ad Hoc networks (MANET’s). This is 
because periodic or repeated route updates in a 
large networks may lead to a significant increase in 
consumption of available bandwidth, increase in 
channel collision and need every node to recharge 
itself regularly. In order to overcome these 
problems associated with the link-state and 
distance-vector algorithms, various routing 
protocols have been proposed for Mobile Ad Hoc 
networks.  

Table 1   TYPES OF DEVICES IN ZIGBEE STANDARD [1], [13] 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2   NETWORK TOPOLOGIES 

Star topology Peer-to-Peer Topology 

 It consist of a coordinator and only the end devices.  More complex network can be formed such as mesh 

topology. 

 All end devices (RFD) communicates with the PAN 
coordinator directly.  

 Here a FFD can communicate with another FFD directly 
within the transmission range. 

 If there occur any malfunctioning in the coordinator 

then the communication between the two nodes get 
disturbed as the communication is via coordinator 

only.  

 A peer-to-peer network can be of ad hoc, self-organizing, and 

self-healing [4]. 

 Star topology Applications include home automation, 
personal computer (PC) peripherals, toys and games, 

and personal health care [4]. 

 FFD’s can transfer the data to other FFD still if there are out 
of range using intermediate FFD nodes forming a multi hop 

network. 

 The advantage of star topology is that it is simple and 
packets go through at most two hops to reach their 

destination [13]. 

 Applications such as industrial control and monitoring, 
wireless sensor networks, asset and inventory tracking, 

intelligent agriculture, and security would benefit from such a 
network topology [4]. 

 

Zigbee Coordinator (ZC) Zigbee Router (ZR) Zigbee End Device (ZED) 

 Known as Coordinator in IEEE 

802.15.4 standard. 

 One and only one required per 

network 

 Takes the initiation in network 

formation. 

 Selects the channel to be used by the 
network. 

 Does address assignment for nodes.  

 Maintains a list of neighbors or 

routers to the coordinator. 

 May act as router once network is 

formed 

 Transfers application packets. 

 Non-compulsory device in the 

network 

 Generally contributes in multi 

hop routing. 

 Used in tree and mesh topology to 

increase the network coverage. 

 Router finds the best path between 
the sources to destination to transfer 

a message. 

  A router has a similar characteristics 

as that of coordinator except the 

establishment of network. 

 Non-compulsory device in the 

network. 

  The end device can be connected to 

a coordinator or router. 

  It works at very low duty cycle as 

consumes power only at the time of 

transmission. 

 Leads to reduction in transmission 

time in Zigbee network. 

 An RFD is use for very simple 

applications like switching a light or 

a fan or used in passive infrared 
sensor. 
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There are various performance metrics in Zigbee network 

such as  packet delivery ratio, packet loss ratio, Hop delay, 

Average end to end delay, Network Lifetime, Optimal path 

length, Throughput and Media Access Delay and so on. 

Authors have done so much research for the improvement of 

these parameters based on two routing protocols in Zigbee 

network: Tree based routing and the AODV. Many researchers 

have modified these protocols for further improvement in 

performance metrics. Table 3 gives the brief of some of the 

modified algorithms based on AODV and tree based routing. 

 

Table 3   COMPARISON BETWEEN TRADITIONAL ALGORITHMS WITH 

MODIFIED ALGORITHM 
 

Traditional 

method 

 

Modified algorithms 

Tree based 

routing 
 Self-Learning Routing (SLR) protocol [14] is 

based on overhearing and a caching mechanism 
which leads to decrease in the end-to-end delay. 

 Neighbor Tree Routing (NTR) [15], [16]: reduces 
the network costs and end to end delays, leading 

to the energy conservation and the real time of the 

network enhancement. 

 Fuzzy- Logic based Tree Routing, FL-TR) [17] 

leads to reduction in energy consumed by nodes 
by reducing the network Set-up time and the 

number of router nodes in the network get reduce. 

 In [18], leads to reduction in control overheads 
without influencing packet delivery ratio and path 

length of Zigbee network.  

AODV 
 

 

 
 

 

 
 

 

 

 In [19], Author has proposed an energy-aware 
routing mechanism EA- AODV for the 

maximization of the use of limited energy and 
prolonging the lifetime of Zigbee network. 

 In [20], Author has suggested a dynamic version 

of AODV called ARTO-AODV which 
outperforms with respect to packet delivery ratio, 

throughput, average end to end delay, and energy 

efficiency. 

 Here in [21], proposed algorithm is based on 

Flooding and AODV. It has higher reliability and 
lower overhead than AODV. 

 Proposed algorithm [22] reduces energy 
consumption, improve network energy efficiency, 

and avoid network segmentation. It also improves 

the reliability of network leading to extension of 
network lifetime. 

 In [23], proposed method decreases both the 
routing message overhead and the average end to 

end delay by on an average 27.9%, 13.7% 

respectively less than the well-known AODV 
routing protocol which ultimately increases the 

throughput by 23.87% more than the traditional 

AODV routing protocol. 

 

Table 4   DEFINITION OF AODV PARAMETERS USED FOR SIMULATION 

Parameter Values 

Active Route Timeout 3000 milli seconds 

Route time 2* Active Route Timeout 

Hello Interval 

 

1000 milli seconds 

Delete Period Allowed Hello loss*Hello Interval 

 

 

III. IMPLEMENTATION OF AODV ROUTING 

PROTOCOL FOR ZIGBEE NETWORK 

This section includes the explanation of AODV concept 
used here and how it is used in TRUETIME/MATLAB for 
Zigbee Network for the parametric optimization.  

A. AODV 

AODV [24], [25] is a reactive type of routing protocol 

where a path between the source and the destination is 

established only when there is a need. AODV defines three 

types of messages which are Route Requests (RREQs), Route 

Replies (RREPs) and Route Errors (RERRs). Figure 1 to 5 

explains the steps for the data transmission in AODV routing 

protocol. Figure 6 shows the different notations used for the 

type of messages in AODV [26]. Definition of AODV 

parameters considered for the simulation process is shown in 

table 4.  

A

D

B

C

S

 
Figure 1:  Node S wants to send a Data Packet to node D, S broadcasts an 

RREQ. 

 

A

D

B

C

S

 
Figure 2:   Reverse Route established between A & B and A & B 

rebroadcast RREQ to remaining nearby nodes. 

A

D

B

C

S

 

Figure 3:   D establishes Reverse Route and A establishes Route and 

unicasts RREP 
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A

D

B

C

S

 

Figure 4:   A path is established between Source S and Destination D 

 

 

A

D

B C

S

 

Figure 5:   Link between node A and D is broken. A generates RERR 
 

RERR

RREQ

ROUTE

RREP

 

Figure 6:   Symbols used for AODV messages 

 
B. True Time 2.0/MATLAB 

True Time is a Matlab/Simulink-based simulator, which 
provides co-simulation of controller task execution in real-time 
kernels, continuous plant dynamics and network transmissions 
[27], [28]. True Time library contains various blocks like True 
Time Kernel, True Time Network, True Time Send and 
Receive, True Time Wireless network etc. In our 
implementation, we have focussed on True Time Wireless 
Network, which can be used for data transmission in Ad-Hoc 
network. Mainly two network protocols are supported by True 
time wireless network block like IEEE 802.11b/g (WLAN) and 
IEEE 802.15.4 (Zigbee). Zigbee protocol mainly uses 
CSMA/CA MAC protocol for the data transmission. Flow 
chart for CSMA/CA [27] is shown in figure 7. Notations used 
here are  

 NB: Number of backoffs. 

  BE: Backoff exponent, macMinBE:  The minimum 
value of the backoff exponent. 

 MaxBE: The maximum value of the backoff 
exponent.  

 macMaxCSMABackoffs: The maximum number of 
backoffs . 

 

For simulating the AODV for Zigbee network, we need to 
provide the following parameters through MATLAB function: 

 Transmitting power 

 Receiver signal threshold     

 Sending node name 

 Receiving node name 

 x and y coordinates of sending and receiving node 

Current simulation time.Default Propagation model or the 
path loss function is used here is    



Where   is the pathless function which can be chosen for 
modelling in different environment. When the sending node 
wishes to send a data packet. It checks whether the medium 
is free or not. For busy medium mac procedure is followed 
as explained in figure above. When the transmission starts, 

its relative distance  with other neighboring nodes in the 
network is calculated as: 



   is used for the calculation of power level as: 



Where   is taken as 3.5. 

Initialize  by 

NB=0

BE=macMinBE

Set  random 

number  back off 

periods in the  

interval [0, 2^ BE 

  1]

 medium busy?

           start

Start 

sending 

data

Increment NB

BE= 

min(BE+1,MaxBE)

NB> 

macMaxCSMA

Backoffs?

Data 

packet 

dropped

No

No

 
Figure 7:   CSMA/CA algorithm in Zigbee Protocol 
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IV. SOFT COMPUTING TECHNIQUES 

This section will explain the main features of three soft 
computing techniques, Fuzzy logic, ANN and ANFIS with 
their implementation in True Time 2.0. 

A. Fuzzy logic 

In a fuzzy system like a conventional system, input 
variables are continuously read and manipulated and thus a 
controller continuously generates values for the system output 
plus two more steps are included: fuzzification and 
defuzzification [29]- [31]. Fuzzification is the first step of 
fuzzy controller which reads the crisp input data and transforms 
the actual values of the variables to “fuzzy values”. 
Defuzzification is the last step of fuzzy logic system which 
again transforms the “fuzzy values” back to the actual values. 

Figure 8 shows the fuzzy system scheme. Detail 
explanation of fuzzy logic implementation is given in [32] 
which includes the design of membership function and the rule 
base. The transmitting power and the threshold power are taken 
as the input to the fuzzy system and the signal transmission 
range is the output for the system.  

B. Artificial neural network 

Neuron is a fundamental building block for neural networks 
which contains three distinct functional operations: the scalar 
input let’s say ‘a’ is multiplied with the scalar weight w.  
Secondly this product is added with the bias ‘b’ forming net 
input and thirdly the net input is given to the transfer function 
‘f’ produced scalar output ‘b’ [33]. Process is shown in the 
figure 9.  

There are various Transfer function (TF) used in neural 
network are log-sigmoid (logsig), tan-sigmoid (tansig) and 
linear transfer function purelin. Details can be obtained from 
[33]. For ANN training, various training algorithms are used 
such as Levenberg–Marquardt back propagation, gradient 
descent back propagation, quasi-Newton back propagation and 
Bayesian regularization back propagation etc. Table 5 enlists 
some of the training algorithms with brief description. 

Fuzzification 
process

Rule base

Membership function

Defuzzification 
process

Inference 
system

Input
output

 

Figure 8   Fuzzy system scheme 

Data set for ANN contains two inputs and one output 
obtained from the simulation of AODV routing protocol for 
Zigbee network in TRUETIME in MATLAB. Overall 
simulation process for ANN is shown in figure 10. Complete 
information regarding ANN implementation can be obtained 
from [37]. 

 

Summation
Transfer 

function(f)
Weight(w)

a=f(wp+b)

bias

Simple Neuron

 
Figure 9  Basic Neural Network 

 

 

Table 5   TRAINING ALGORITHMS IN ANN 

 
Type of transfer 

function 

Description 

Levenberg–Marquardt 

back propagation 

(trainlm) 

 It is assumed to be fastest and default 

training function for feed forward net. 

 It is widely adopted as the training 
algorithm due to its fast speed and high 

performance accuracy [33], [34]. 

BFGS quasi-Newton 

back propagation 

(trainbfg) 

 Less efficient for large networks having 

weights in thousands. [34] 

Gradient descent back 
propagation (traingd) 

 Updates weight and bias values 
according to gradient descent [34]. 

Bayesian regularization 

back propagation 
(trainbr) 

 It updates the weight and bias according 
to Levenberg-Marquardt optimization. 

  It minimizes a combination of squared 
errors and weights, for determining the 

correct combination to produce a network 

that can generalizes better [34].  

 It mostly works best when the network 

inputs and targets are scaled to lie 

approximately in the range of  [-1, 1].[ 
33] 

Resilient back 

propagation (trainrp) 
 It has been used successfully in training 

multi-layer perceptron neural networks 

[35]. 

 Memory requirements is relatively small. 

 Much faster than gradient descent 

algorithms. 

 This algorithm takes the advantage of the 

signs of the gradient in order to increase 
or decrease the learning rate. [35],[36] 
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Figure 10  ANN simulation process [37] 

C.  ANFIS (Adaptive-Network-based Fuzzy Inference 

System) 

One of the most important problems associated with the 
Fuzzy Inference System (FIS) is making appropriate decision 
about the parameters like membership functions, distributions 
of MFs and the fuzzy rules composition. Trial and error is one 
of the methods which can lead to better shape and location of 
ANFIS membership function for each fuzzy variable. 
Moreover, user's experience also affects FIS modeling. So 
because of these problem and the unsatisfactory result obtained 
from implementation of FIS leads us to combine both neural 
networks and fuzzy logic to minimize the error and achieve 
optimized method for maximum transmission range [38]. 

The ANFIS [39] is an adaptive network of nodes and 
directional links where all or some of the nodes have 
parameters which affect the output of the node. There is a 
learning relationship between inputs and outputs. ANFIS 
approach is to construct a FIS whose membership function 
parameters can be tuned with the help of only a back 
propagation algorithm or combining with a least squares type 
of method which allows FIS to learn from the input-output data 
set provided. Here, the Neuro-Fuzzy is applied to the network 
for optimizing Signal Transmission Range for Zigbee network 
using AODV routing protocol in TRUE TIME in MATLAB. 

The ANFIS architecture for two inputs and one output [39] 
- [42] is shown in figure 11. The circular nodes represents the 
nodes that are fixed whereas the square nodes are nodes that 
have parameters to be learnt. 

Layer_1: is called the Fuzzification layer where Neurons 
perform Fuzzification. In Jang’s model,                                                 
Fuzzification neurons have a bell activation function [43].  

Membership function for bell function is given as  

       

Where    are parameters to be learnt. 

Layer_2: known as rule layer.  Every neuron in this layer 
relates to a single Surgeno-type fuzzy rule. This layer collects 
the inputs from the respective fuzzification neurons and 
calculates the firing strength of the rule it signifies. Every node 
in this layer is fixed.  

 

Layer_3: is the normalization layer where every neuron in 
this layer receives the inputs from previous Rule layer and 
calculates the ratio of the firing strength of the rules, also called 
normalized firing strength of a given rule. Normalized firing 
strength is given as: 

 

Layer_4: It is called defuzzification layer where each 
neuron in this layer is connected to the respective                                                         
normalization neuron. The nodes in this layer are adaptive and 
perform the consequent of the rules given as: 



Where the parameters ) are referred as consequent 
parameters which need to be determined. 

 Output_ layer: This layer represents a single summation 
neuron which calculates the sum of outputs of all 
defuzzification neurons and produces the overall ANFIS 
output. The overall output obtained at this layer is given as: 



MATLAB is used to load the training pairs decided by the 
Sugeno Fuzzy Inference System (FIS) to train the neural 
network using ANFIS Editor [41]-[42]. Further information on 
ANFIS can be obtained from [44]. Model generated by training 
through ANFIS Editor Tool is shown in figure 12, where the 
inputs to ANFIS are transmitting power and the threshold 
power and the output is signal transmission range respectively. 

Inputs to ANFIS is in form of matrix which contain inputs 
in form of column and the last column is of output. The input 
set taken for ANFIS is the data set created after the simulation 
of AODV model in TRUE TIME. The overall flow is shown in 
figure 13 and the surface viewer is shown in figure 14. 
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Figure 11  Overall ANFIS simulation process 
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Figure 12  Generated ANFIS Model Structure 
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Figure 13 Overall ANFIS simulation process 

 

 
Figure 14:   Surface view for generated model 

 

V. DISCUSSIONS AND CONCLUSION  

In previous sections, three soft computing techniques: 
ANFIS, fuzzy and ANN are discussed for a Zigbee network 
using AODV protocol in MATLAB, for data transmission 
between the source node and the destination node. On the basis 
of the discussion made in previous section, a comparison is 
done between these techniques for the optimization of 
transmission range in Zigbee network. Figure 15, 16 and 17 
shows the comparison between the three soft computing 
techniques with the classical method at various threshold 
power: -48dbm, -49dbm and -50dbm respectively for the 
transmission range in Zigbee network using AODV protocol. It 
can be seen that ANFIS based and the ANN based method 
performs very well as compare to Fuzzy based method. With 
the change in threshold power of the signal, the transmission 
range is also getting affected which is governed by the 
expression (1).  Fuzzy based transmission range varies abruptly 
with change in transmitting power. ANN and ANFIS based 
output is giving more promising output as compare to Fuzzy 
based method. Graph is plotted for three different values of 
threshold power: -48dbm,-49dbm and -50dbm respectively. It 
can be seen that, with the increase in the threshold value, the 
transmission range is also increasing. For threshold value of -
48dbm, maximum transmission range is observed. 

 

 

 
Figure 15 Comparison between various soft computing techniques with 

Classical Method at -48dbm threshold power 
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Figure 16  Comparison between various soft computing techniques with 

Classical Method at -49dbm threshold power 
 

 

 

Figure 17  Comparison between various soft computing techniques with 

Classical Method at -50dbm threshold power 

 

ANFIS and ANN soft computing seems to be more 
appropriate methods as compare to Fuzzy logic for the Zigbee 
parameter in TRUETIME/MATLAB. 
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Abstract— In recent years, the use of drones by civilians is 

increasing rapidly by the presentation of total sales continued to 

increase rapidly every year. With the increasing possibility of 

Unmanned Aerial Vehicle (UAV) abuse, crime in the use of 

UAVs to be larger. Through forensic analysis of data using static 

forensic and live forensic to obtain data that allows it to be used 

as digital evidence. To dig up information that could be used as 

digital evidence in the UAV and controllers, as well as to know 

the characteristics of digital evidence on a UAV. The results 

showed that digital evidence on a UAV, the smartphone is used as 

a controller UAV has a very important role in the investigation. 

The findings in aircraft has a percentage of 50% and a camera 

memory card with 16.6%. DJI Phantom 3 Advanced GPS 

coordinates always store data in flight LOG; the data is always 

stored even when the flight mode is used does not use GPS signals 

to stability. Due to DJI Phantom 3 Advanced always use GPS on 

flights, file, image or video captured by the camera has the best 

GPS location coordinates to the metadata therein. 

 

Keywords; UAV; Log; Forensic; GPS; Flight Data 

I. INTRODUCTION 

Unmanned Aerial Vehicles (UAVs) or drones are also 
called, is a small aircraft without a pilot. This is now the most 
widely used in the military and those fans the hobby of 
photography/videography. In recent years, the use of drones by 
civilians increased rapidly, until it is mentioned by the UK 
House of Lords that 2014 is the "Year of the drones" [1]. 

Forbes magazine in 2015 wrote on its Web site sales 
distribution one trademark holder drones from its inception to 
the present. At the beginning of sales in 2009 to 2010, the 
presentation of the annual income more than 50% of overall 
sales are in North American. Moreover, in 2011 the total 
annual sales presentation to increase up to 280%, while sales in 
the North American presentation of only about 30% of total 
sales. Presentation of total sales continued to increase rapidly 
every year, the sale of drones in 2020 is expected to touch $ 
2.28 Billion [2].  

Drone works with two parts; the first is the drone itself and 
a controller that functions to control the drones. In some types 
of drones, there is already no longer requires a controller for 
controlling the aircraft. This type of drone using GPS 
transmitters installed on the users, so when this is enabled 
drones, aircraft will automatically follow any direction from 
people who used the transmitter. Drone with works like this 

has many sensors on the aircraft, which is useful to keep the 
drones remain safe from the surrounding environment when 
flying follow users. 

Digital evidence that can be taken from the body of drones 
and the controller is the ID of the drone itself, the location 
where the drone ever flew, image or video is taken when 
drones were flown, log update the software used. While the 
controller can be found in the form of digital evidence storage 
of images or videos taken using drones, log the location of the 
use of drones, the software used to control the drone, the ID of 
the drones are connected.  

Realm of this study is to gather information and conducts 
an analysis of digital evidence contained on drones along its 
controller by using static forensic and lives forensic with 
efforts to help complete the information on the forensic activity 
that uses GPS on the drone. 

II. RELATED WORK 

Several studies have been done on a UAV. Research about 
the small quadcopter demonstrates the utility of UAVs to 
safely and accurately mapped physical and biological 
characteristics of the unique habitat[3]. Then research explores 
the basics of the estimates and the flight controls for small 
winged UAV remains that covers common sensor and sensor 
configuration used small UAVs to be estimated[4]. Other 
studies have also been conducted, which is about the theory 
and practice of spoofing of Unmanned Aerial Vehicle (UAV) 
is captured and controlled by using a signal Global Positioning 
System (GPS)[5]. 

In 2014 conducted research to discover forensic methods in 
the search for artifacts that may be used for digital evidence on 
the device Garmin and Tom Tom satnav. The results obtained 
in the form of the acquisition method and the analysis and 
comparison of data obtained in the navigation system Garmin 
and Tom Tom[6]. Similar research is also done by exploration 
of digital evidence on Android Smartphone with through 
several stages. Results obtained in the form of technical image 
acquisition and analysis of digital evidence GPS on Android 
Smartphone, the application framework for the investigation, 
and provides several options framework that can be used[7]. 

Another study conducted on GPS data are based on a study 
reported in the relevant publication and focuses on variable 
directly to a GPS device such as clouds, weather, obstructions, 
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signal split and user preferences, and test the accuracy of three 
GPS devices[8]. 

III. BASIC THEORY 

A. Log 

Log files become a standard part of large and very 
important applications in the operating system, computer 
networks, and distributed systems. The log file is the only way 
how to identify and locate faults in the software because the 
log file analysis is not affected by the issues based on the time 
known as the probe effect. This contrasts with the analysis of 
the program when the analytical process can disrupt critical 
condition time or critical resources in the program being 
analyzed. 

Log files are often very large and can have a very complex 
structure. Although the process of generating a log file is quite 
simple and straightforward, log file analysis can be a 
tremendous task requires very large computational resources, 
long and sophisticated procedures. This often leads to a 
common situation, when the log file is generated and continues 
to occupy precious space on a storage device, but no one uses 
them and utilizes the enclosed information [9]. The log has a 
large size. Therefore it is necessary steps to facilitate the 
process of storage and retrieval of information in databases 
[10].  

Log (record keeping) is a file that records events in the 
computer program. Meanwhile, according to the definition of 
the log is a record of daily activities. Activities that are 
recorded directly called the transaction log. The log file can be 
used as a support in the process of cyber forensics to obtain 
digital evidence during the investigation stage [11]. 

While the GPS log is a collection of GPS points, each GPS 
point containing latitude, longitude, and timestamp [12].  

B. GPS Forensics 

The GPS-enabled device uses satellite readings to 
determine the geocentric receiver. Coordinates associated with 
the center of the earth, and the information to be read by some 
satellites, which optimally at least four satellites. Gps is 
defined as a group of satellites in earth orbit that sends the right 
signal, to enable GPS receivers to calculate and display 
accurate location, time and speed information to the user [8].  

GPS evidence is digital evidence capable of determining a 
particular geographic location with incredible accuracy. It 
shows directly to a user's location, so it is easy to find, as well 
as with a particular user is sought in criminal cases. Evidence 
in the form of data GPS latitude and longitude [7].  

C. Unmanned Aerial Vehicles (UAVs) 

Unmanned Aerial Vehicles (UAV) is an unmanned flying 
vehicle. As for civilian purposes, UAVs can be used for 
mapping isolated areas, volcano monitoring, monitoring of 
congestion or shooting area after the tsunami disaster. UAV 
system consists of the air vehicle (aircraft), payload and control 
station [13].  

Hartmann and Steup [14] describes the flow of information 
between system components UAV with its ground station that 
shows in Figure 1.  

 

Figure 1 Flow of Information between UAV with Ground Station 

"UAV base system" is the basis of the UAV, linking 
together the components UAV. It is necessary to allow inter-
component communication and sensor control, navigation, 
avionics and communication systems. This can be considered 
as a UAV "operating system" [14].  

D. Flight Data 

Jiang and Huang [15] explains that in a conventional 
aircraft identification system, the various testing technology 
required for flight data. In general, these technologies can be 
divided into two methods that measure the parameters of the 
external and internal parameter measurements. Instantaneous 
position, trajectory, velocity, and acceleration, etc. can be 
measured with an external parameter measurement. This data 
can then be compared with data measured by the air system to 
test the accuracy of the air system. Measurement parameters of 
external equipment include photography, radar measurements, 
laser measurement and others. Measurement parameters 
include the internal apparatus of global positioning system 
(GPS) receiver, angular velocity gyroscope, accelerometer, an 
angular accelerometer, altimeter, airspeed meters and beyond. 

IV. RESEARCH METHODS 

To support experiment on this research, hardware, and 
software that necessary used is listed below: 

 DJI Phantom 3 Advanced and controller. 

 Android smartphone and PC. 

 DJI GO for Android version 2.8.4(415) 

 FTK Imager version 3.4.2 

 DatCon version 2.3.0 

 PhotoMe version 0.79R17 

To simulate the scenario created from the use of drones, 
while the UAV usage scenarios in this study will be described 
as a Figure 2. 
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Figure 2 usage scenario of UAV 

Scenarios designed in this study are operated a drone to do 
some flying with different flying mode and taking pictures and 
video on the site. In each of these locations, when flown 
navigation sensors inside drone receive location data from GPS 
and GLONASS satellites which then stored into the database 
on drones. Controller and smartphone as a ground station are 
used as a controller and video signal receiver of aircraft. All 
data received from the UAV ground station then stored in a 
database on the smartphone as a signal receiver 

V.  RESULT 

A. Scenario 

Scenarios used in this study through the multiple activities 
carried out using three different modes during the flight. The 
first flight is done by using the P-mode (Positioning), which in 
this mode using GPS and Vision Position System works 
together. In this mode, there are three circumstances that are 
automatically selected by DJI Phantom 3 Advanced based on 
the signal strength of GPS and Vision Positioning Sensor. As 
for the form of three circumstances: 

 P-GPS: GPS Positioning and Vision sensors are 
available in this mode UAV using GPS for the position. 

 P-OPTI: Vision Positioning available but GPS signal 
strength is not sufficient, in this mode using only UAV 
Vision Positioning System for the position. 

 P-ATTI: GPS signal and Vision Positioning is not 
available in this mode using only UAV barometer for 
the position, so only the height that can be stabilized. 

B. Acquisition 

The process of acquisition of the UAV performed in three 
parts, the first of the aircraft used during flight. The second 
camera storage media used in flight. Moreover, the third is on 
the controller or ground station that is here is to use a 
smartphone Lenovo P70. 

The acquisition process is in aircraft storage and the 
memory card found on the aircraft done by way of physical 

(sectors per sector or bit-stream copy) so that the imaging 
results will be the same as physical evidence. Imaging files 
saved with the extension .dd. 

C. Analysis 

1) GPS evidence extraction 
In this study, it was found that the logs that contain GPS 

information data have the file extension DAT on aircraft 
storage and file with a .txt extension on the smartphone. Log 
data on storage UAV with DAT extension that contains GPS 
information stored in the directory /root/FLY019.DAT. 
Whereas the log results on a smartphone with a .txt extension 
stored in the directory 
/root/DJI/dji.pilot/FlightRecord/DJIFlightRecord_2016-08-
29_[16-25-49].txt. 

a) P-mode (Position) 

In the log found on the aircraft analyzed by reading the file 
FLY019.log.txt outcome use of the DatCon application on file 
FLY019.DAT known flight mode, the location of the home 
point recorded, and the duration of the flight. For more detail 
can be seen in Figure 3. 

 

Figure 3 Results Event Log on File FLY019.DAT 

In the logs found on the UAV’s storage media can be seen 
the collection of coordinates and flight path conducted by 
uploading a log file FLY019.DAT to web applications based 
on https://www.mapsmadeeasy.com/log_viewer to get a list of 
coordinates to a .csv file. The examples of GPS log data can be 
seen in Table 1. 

TABLE I SAMPLE COORDINATES GPS LOG RESULTS ON FILE FLY19.DAT 

Longitude Latitude Altitude (m) 

110.407602 -7.70676706 292.17404 

110.407602 -7.70676696 291.9357 

110.407603 -7.70676250 378.17572 

110.407603 -7.70676783 400.34015 

110.407602 -7.70676827 408.8675 

110.407606 -7.70676712 387.056 

b) A-mode (Attitude) 

In the log found on the aircraft analyzed by reading the file 
FLY021.log.txt outcome use of the DatCon application on file 
FLY021.DAT known flight mode, the location of the home 
point recorded, and the duration of the flight. For more detail 
can be seen in Figure 4. 
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Figure 4 Results Event Log on File FLY021.DAT 

For the flight path with this mode can still be found using 
the same process as before. This is by uploading a log file 
FLY021.DAT to web applications based on 
https://www.mapsmadeeasy.com/log_viewer address to get a 
list of coordinates to a .csv file. The examples of GPS log data 
can be seen in Table 2. 

TABLE II SAMPLE COORDINATES GPS LOG RESULTS ON FILE FLY021.DAT 

Longitude Latitude Altitude (m) 

110.407974 -7.70653814 256.1733 

110.407877 -7.70667488 280.66656 

110.407814 -7.70676682 279.22858 

110.407825 -7.70669853 281.3734 

110.407841 -7.70661924 282.16977 

110.407827 -7.70658926 282.1325 

c) F-mode (Function) 

For a flight path with this mode can still be found using the 
same process as before. That is by uploading a log file 
FLY022.DAT to web applications based on 
https://www.mapsmadeeasy.com/log_viewer address to get a 
list of coordinates to a .csv file. The examples of GPS log data 
can be seen in Table 3. 

TABLE III SAMPLE COORDINATES GPS LOG RESULTS ON FILE FLY022.DAT 

Longitude Latitude Altitude (m) 

110.407070 -7.70664311 271.31238 

110.407070 -7.70664396 277.22327 

110.407069 -7.70664478 277.67554 

110.407073 -7.70664458 286.21893 

110.407111 -7.70661816 286.2421 

110.407074 -7.70650167 283.9515 

2) GPS evidence conversion 
Further analysis done is to convert log files other than that 

contained in aircraft storage, camera memory cards, and 
smartphones. This method is done by reading the file 
containing metadata or GPS location information; the file may 
include images, video, and others. In this process, after the 
captured image files in the storage UAV, and smartphones are 
found. The file exported using FTK Imager application to read 
metadata therein by using the application PhotoMe. In detail, 
the information on file .dd GPS coordinates can be seen in 
Figure 5. 

 

Figure 5 GPS Information on File Image 

From the result of the conversion files from storage media 
both the drone and controller Investigators can strengthen the 
evidence obtained from the GPS information found in the case 
of crime in the use of drones. 

D. Analysis Result 

After going through the process of extraction and 
conversion of digital evidence the GPS, the next stage 
performed is present in the form of presentation. Digital 
forensic presentation in a series of activities carried out by 
forensic experts in demonstrating his findings in court to 
explain a case in assisting judges in making decisions. 
Presentation of GPS digital evidence for a different shape GPS 
presented visually using Google maps or applications that are 
relevant in presenting the coordinates of the location. 

1) Data log on smartphone 
This research presentation made by using the website 

address https://healthydrones.com/ to display flight information 
stored in log files DJIFlightRecord_2016-08-31_[17-00-34].txt 
contained in smartphones. For more details, flight information 
can be seen in Figure 6. 

 

Figure 6 Presentation Log File DJIFlightRecord_2016-08-31_[17-00-34].txt 

Presentation of the results can be known UAV flight path. 
In a green dot "F-mode" is executed and the function Follow 
me on UAV work, and on the blue dots altitude of 16 meters 
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and as much distance as 39 meters from the home point, the F-
mode switched off and changed using P-mode. 

2) Data log on UAV storage 
To log file with the extension DAT contained in the storage 

UAV can use https://www.mapsmadeeasy.com/log_viewer site 
address in the presenting location, flight path, speed, altitude, 
and a wide range of useful information as evidence UAV. For 
more details log FLY021.DAT data presentation can be seen in 
Figure 7. 

 

Figure 7 Presentation Log File FLY021.DAT 

In the log data with the extension DAT, the information 
displayed are still not rich when compared with the information 
obtained from the log of the controller (smartphone) which is 
used to control the flight. 

3) The result of image conversion on UAV 
For GPS information, the presentation of the results of 

conversion image files taken by UAVs camera, use the Google 
Maps app. In Figure 8 can be seen results location of the 
coordinates contained in the metadata file 
org_a8ccc30f7ce0c44f_1472617871000.jpg 

 

Figure 8 presentations of Information GPS Data File 

org_a8ccc30f7ce0c44f_1472617871000.jpg 

 

Results of the presentations can be known location 
coordinates of -7.706890, 110.408255. The location of the 
pictures taken is in Sardonoharjo, Nganglik, Sleman Regency, 
and Special Region of Yogyakarta. 

E. Characteristics of Digital Evidence 

The characteristics of GPS digital evidence from the UAV 
is known in detail as follows: 

Evidence of digital GPS is very susceptible to changes in 
migration; a little movement can influence the change point of 
latitude and longitude. 

In the DJI Phantom 3 Advance, GPS coordinates and flight 
data information is always written into the log in aircraft 
storage and smartphone. Data will continue to be written and 
saved even used flight mode does not use GPS signals to 
aircraft stability. 

On aircraft storage, flight log information is stored in the 
file with the extension DAT, while the flight log information 
on the controller is stored in the application folder DJI with a 
.txt extension. 

At the camera's memory card found on the UAVs, GPS 
digital evidence that must be obtained through a process 
conversion of metadata from the pictures or video files 
contained therein. Digital evidence in storage is only in the 
form of latitude and longitude coordinates of the location at the 
time of an image or video was taken. 

Digital evidence information obtained from a smartphone 
as a controller has a wealth of information that is more than the 
information obtained from the aircraft storage or a memory 
card in the camera UAVs.  

As the result of analysis, a detailed comparison of the 
information obtained from the UAV storage, camera memory 
cards, and storage media within DJI applications on 
smartphones can be seen in Table 4. 

TABLE IV COMPARISON OF DIGITAL EVIDENCE IN UAV 

Digital Evidence Informations 

Storage 

UAV 
Memory 

Card 
Smartph

one 

Acquisition Method 
Live Static 

Live / 
Static 

Type of Image Physical Physical Logical 

Image Format .dd .dd .ad1 

Acquisition Tool FTK 
Imager 

FTK 
Imager 

FTK 
Imager 

GPS Location √ √ √ 

Log coordinate flight path √ - √ 

UAV configuration information √ - √ 

Pictures/ Videos  - √ √ 

Flight Mode Information √ - √ 

UAV user information - - √ 

UAV flight data information √ - √ 

Directions shooting - - √ 

UAV signal strength information - - √ 

Information UAV sensor 
condition 

- - √ 

UAV power condition 
information 

√ - √ 

Information condition UAV 
controller 

- - √ 
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Information included in the storage controller (smartphone) 
has more potential as digital evidence. To obtain digital 
evidence UAV flight path can be found in the storage UAV 
and smartphones. 

VI. CONCLUSION 

Forensics on the UAV can be done by using a static method 
on a forensic acquisition UAV storage media devices. Except 
for aircraft storage can not use static methods forensics because 
the system is turned on in order to be accessible. 

GPS data which could potentially be used as digital 
evidence is always stored in the system log UAV contained on 
aircraft storage, memory cards and smartphones. GPS data is 
always stored information even if the system uses UAV flight 
mode without using GPS. From this research, it has been 
known to the potential of the whole digital evidence contained 
information on the device UAV. Percentage of digital evidence 
found in the storage UAVs has 50% of the overall findings and 
on the memory cards has 16.6% of the overall findings. 

While most digital evidence found to exist on the storage of 
smartphones used as UAV controllers. In the smartphone 
storage media found almost the whole information that can be 
obtained from the UAV. 
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Abstract—This paper presents a flow-based methodology for 

capturing processes specified in business process modeling. The 

proposed methodology is demonstrated through re-modeling of 

an IBM Blueworks case study. While the Blueworks approach 

offers a well-proven tool in the field, this should not discourage 

workers from exploring other ways of thinking about effectively 

capturing processes. The diagrammatic representation presented 

here demonstrates a viable methodology in this context. It is 

hoped this explicit analysis of diverse fundamental approaches 

will benefit the research in the field and also advance current 

practices.   
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I.  INTRODUCTION 

Current tendencies in development of information and 
communication systems are leaning toward higher levels of 
abstraction in process modeling. Process modeling aims at 
capturing the reality of processes [1] through diagrams that 
symbolically depict the capture, manipulation, and handling of 
data and information between a system and its environment and 
among system components. Business process modeling is an 
example of such a process. The term “business” is 
interchangeable with “organization,” a term applicable to all 
sorts of organizations such as government agencies and 
departments, charities, mutuals and cooperatives, etc. [2]. The 
term Business Process Model refers to a diagram that describes 
flows and activities in a particular business or organizational 
unit [2].  

Process modeling takes diverse approaches found in the 
literature as well as in practice; e.g., software engineering, 
enterprise modeling, knowledge modeling, simulation and 
quantitative analyses, and workflow systems. Without loss of 
generality, this paper focuses on process modeling as adopted 
in IBM Blueworks [3-4], which captures business process 
blueprints and creates BPMN diagrams. Here the methodology 
is to start the “blueprinting process” [3] by generating 
milestones, followed by identifying activities in “discovery 
sessions” with the process owner and subject matter experts. 
Identifying milestones reflects a thinking paradigm, a certain 
way of generating elements, and directs attention to identifying 
interactions in a manner that affects how we link concepts. 

The most noteworthy aspect of the new Blueworks Live 

offering extends it beyond being a platform for process 

discovery and modelling – and into a platform for process 

automation and execution. Blueworks … focused on helping 

tackle the many dozens or hundreds of lightweight processes 

that are not properly with IT today. [6] 

According to Peisl [6],  

More and more customers are using IBM Blueworks Live 

for business process discovery and modeling, as well as for 

simplified analysis and … people LOVE to model their 

business processes with this tool, which is hosted in the 

cloud / managed by IBM and does not require any IT 

support ...  

 
This paper investigates the underlying theoretical principle 

at the base of the “blueprinting process” and proposes a flow-
based methodology of thinking to apply to capturing processes 
in business process modeling. The proposed methodology is 
demonstrated through re-modeling of a Blueworks case study.  
This explicit analysis of diverse basic approaches should 
benefit the research in this field and could also advance current 
proven practices such as Blueworks.    

 
The next section introduces a flow-based diagrammatic 

language to be used both as a thinking style and as a vehicle for 
depicting the outcome of captured processes. The rest of the 
paper applies this language to a case study taken from the IBM 
Blueworks literature. 

II. FLOWTHINGS MACHINE (FM) 

The FM Model was inspired by the many types of flows 
running through diverse fields, including information flows, 
signal flows, and data flows in communication models [7-10]. 
This model is a diagrammatic schema that uses flowthings to 
represent a range of items, for example, electrical, mechanical, 
chemical, and thermal signals, circulating blood, prepared and 
ingested food, shared concepts, pieces of data, activities, and so 
on. Flowthings (hereafter things) are defined as what can be 
created, released, transferred, processed, and received as 
stages of a flow machine (hereafter a machine), as shown in 
Figure 1, a generalization of the typical input-process-output 
model used in many scientific fields (Figure 2). 
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The stages of the flow machine can be briefly explained as 
follows: 
Arrive: A thing reaches a new machine, e.g., data flow to a 

process  

Accepted: A thing is approved/not approved to enter a 

machine, e.g., a datum is not of the right type. If arriving 

things are always accepted, Arrive and Accept can be 

combined as a Received stage. 

Processed (changed): A flowthing goes through some kind of 

transformation that changes it without creating a new thing, 

e.g., different number representation. 

Released: A flowthing is marked as ready to be transferred 

outside the machine. 

Transferred: A flowthing is transported somewhere from/to 

outside the machine. 

Created: A new thing is born (created) in a machine.  

In general, a flow machine is conceived as an abstract 
machine that receives, processes, creates, releases, and 
transfers things. The stages in this machine are mutually 
exclusive (i.e., a thing in the Process stage cannot be in the 
Create stage or the Release stage at the same time) with respect 
to atomic flowthings (things that are not constructed from other 
things). An additional stage of Storage can also be added to any 
machine to represent the storage of things; however, storage is 
not an exclusive stage because there can be stored processed 
flowthings, stored created flowthings, etc. 

Flow machines also use the notions of spheres and 
subspheres. These are the network environments and 
relationships of machines and submachines, e.g., a stomach is a 
machine in the digestive system sphere. Multiple machines can 
exist in a sphere if needed. A sphere can be a person, an entity 
(e.g., a company, a customer), a location (a laboratory or 
waiting room), a communication medium (a channel, a wire). 
A flow machine is a subsphere that embodies the flow; it itself 
has no subspheres. 

Example: Bækgaard and Andersen [11] define an entity as 
a chunk of space-time. An event is an entity with defined 
temporal boundaries, e.g., the Second World War. A process is 
an action composed of identifiable sub-events. The authors [11] 
propose a basic set of action types called interaction primitives: 
“An interaction primitive can be viewed as a pattern that 

defines a dynamic relation between two elements. One of the 
elements performs an action” [11].   

The two diagrams shown in Figure 3 represent this type of 
modeling style. Figure 4 shows the corresponding FM 
diagrams. In the upper diagram, the book on the shelf flows to 
the librarian, then to the borrower. The shelf is represented in a 
barrel shape as way to indicate a storage entity. For simplicity 
and because only the book flow is shown, the flow machines in 
Librarian and Borrower are not enclosed in boxes.  

To make the Speaker-Word-Listener diagram (machine)  
more interesting, we have added Concepts and Understanding 
in the lower diagram. The creation of a concept triggers the 
creation of a word that flows to the listener to trigger the 
creation of understanding.  

 

 

 

 

 

 

 

 

 

 

 

 

 

  

III. CASE STUDY: CALL CENTER COMPANY C 

IBM Blueworks (Live) is a flexible, graphical design and 
visualization tool that enables users to capture business process 
outlines and create BPMN diagrams. 

IBM Blueworks Live does not enforce any process 

classification framework. How you intend to use the tool 

for modeling mainly depends on the purpose of your 

process models. [3] 

King et al. [3] give a scenario to demonstrate how to 
analyze processes and define “solutions” in Blueworks. Their 
example uses a fictitious company, Call Center Company C, 
that provides call center services to its offices in the US, India, 
and China. When a large deal is made, Company C cannot 
serve the huge call volume with its current staff and must hire a 
significant number of call center representatives (onboarding). 
The process for hiring new call center employees is manual and 
not documented. 

The onboarding process of call center representatives 
involves the following players and their functions and 
requirements: 

Figure 1. Flow machine 

 

 

Create 

Receive 

 Transfer Release 

Process Accept Arrive 

Output Input 

Figure 2.  Input-process-output model 

Process Output Input 

Borrower Book Librarian 

Speaker Word Listener 

Figure 3.  Some modeling cases (redrawn from [11] 
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Figure 4. FM representation, with the lower diagram extended to 

include flow of concepts and understanding 
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Recruiter: identifies potential job candidates and manages 

communications with them. 

Job candidate: participates in a job interview, performs a test, 

and, if he or she accepts a job offer, changes role from job 

candidate to new hire. 

New hire: has successfully passed the hiring process but must 

attend call center training starting work as a call center 

representative.  

Hiring manager: performs interviews with job candidates and 

negotiates contracts, and manages communication with the 

recruiters. If a new hire’s probationary work period is 

unsuccessful, the hiring manager creates a performance plan. 

Call center manager: plans the work schedule and runs a 

probationary review with new employees after 7–10 days of 

work. 

Human resources (HR) administrator: helps new employees 

get started with their first days on the job and also enters 

employee information into the employee database. 

This process for onboarding of new call center employees 
was performed manually. A team of analysts was established to 
redefine it by using first IBM Blueworks and then IBM 
Business Process Manager for implementation of the process to 
increase process efficiency. 

IBM Blueworks is used as the tool to capture process 

models. The best practice is to first capture the current state 

process through discovery, then analyze the process 

information, and, finally, design a future process for IBM 

BPM implementation” [3]. 

King et al. [3] start “the blueprinting process” by generating 
a default process with two milestones and one activity in the 
“discovery map view” which involves discovery sessions with 
the process owner and subject matter experts. This leads to 
identifying the start and end points of the process, with no 
focus on exceptional or error conditions. The facilitator listens 
to the stakeholders and adds milestones and activities. A 
milestone is defined as a logical grouping of activities, 
including, 

 a specific event occurring or a condition met 

 a group of activities that represent a phase to deliver an 

output. 

In the case study, on the first pass the requirements are 
separated into the following logical groups of activities 
(milestones):  

 Selection of candidates  

 Conduct interviews  

 Offer negotiation 

 Orientation 

 Training 

 Probationary work review 

 Performance plan initiation 
After discussions with stakeholders, milestones are 

converted to activities, and vice versa, e.g., Selection of 
candidates: conduct interviews and offer negotiation. Activity 
is a generic word and can be atomic (task) or compound 
(process, subprocess, and so on). Then, the seven milestones 
might be converted to sub-processes. 

“Now that you have a sense of the flow of the process, it is 
time to start adding details to each of the processes and 
activities” [3]. Next, the following information is gathered: 
Who supplies the inputs, What are the inputs, What are the 
processes or activities, What are the outputs, and Who the 
outputs are for. 

Several diagrams are produced in this methodology, as 
shown in Figures 5, 6, and 7. For example, Figure 7 represents 
the background check process, involving a criminal 
background check, a credit check, and a social media 
background check.  The HR Admin conducts the background 
tests and sends the results to the HR Manager for review. 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

Clearly, it is not possible to present a fair description of the 
example, given the limitations of a conference paper; however, 
this description of the case study along with the diagrams 
provides a general idea of the methodology adopted to capture 
business process outlines and create a BPMN diagrams. 

Figure 5. Call center to-be (redrawn, partial from [3]) 
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Figure 6. Playback process flow split (redrawn, partial from [3]) 
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Figure 7. Background check (redrawn, partial from [3]) 
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In the material that follows, we offer an FM-based 
alternative methodology that could benefit this type of 
application. To understand the diagrammatic description of 
Call Center Company C, we have to juxtapose diagrams 
resulting from the original seven milestones. Because 
juxtaposing several different diagrams is difficult, our 
understanding of the details of the study case may be imperfect 
or incomplete; however, these inaccuracies do not detract from 
our purpose of contrasting two styles of modeling. Any 
inaccuracies can be redrawn using the FM model notions.  

While the Blueworks approach offers a well-proven tool in 
the field, this utility should not discourage exploration of other 
lines of thinking about capturing processes. This would benefit 
the research and also further current proven methodologies 
such as Blueworks. 

IV. ALTERNATIVE APPROACH 

An organization can be described in abstract form as an 
abstract machine (FM diagram) and realized in reality through 
its existence over time. Events, in FM, are slices of time when 
sub-machines become “active” to form processes and 
subprocesses. Figure 8 shows the machine description of 
Create job offers (in black in the online version of the paper). 
The machine is “activated” by four events: selecting 
candidates, creating offers, setting deadlines for response, and 
sending offers.  Note that the FM “process” (a stage in the 
diagram) of an event means that the event takes its course after 
creation. Accordingly, a process (in general) is defined as a 
diagram or subdiagram that incorporates events. Because of its 
event/time association, a process has a start, a time duration, 
and an end, and these phases are made obvious in the event 
descriptions shown in Figure 8. 

The Blueworks way of identifying milestones reflects a 

thinking paradigm that adopts a certain way of generating 

elements and directs attention to interactions with the world in 

a way that affects how we link concepts. The Blueworks way 

of analysis starts as follows:,  

 Identify milestones (e.g., in this example, select 

candidates, conduct interviews, negotiate, …) as 

disconnected pieces of reality. Then: 

 Find the connections among these pieces.  

It is a process-less (see the definition of a process given 

previously) approach that aims at capturing processes in 

reality.  

In this paper, the aim is not to scrutinize the method; 

rather, the purpose is to explain different philosophies of 

analysis, as in the case of contrasting the Blueworks approach 

with the proposed approach in this paper. Use of a certain 

approach influences the analyst’s thinking by “automatically” 

constraining meanings. 

Our proposed approach in the paper aims at modeling 

reality through processes that exhibit themselves through flows 

(solid and dashed arrows in FM). For example, in Figure 8, we 

start with Event 1: selecting candidates, and the triggering 

leads us to Event 2 of creating offer. This event leads to 

creating a deadline and starting the flow of an offer to the 

candidate.   

To further contrast Blueworks and our proposed 

approach, consider the following example from [12]. 

Example: To clarify the milestones-collection 

methodology of capturing processes in Call Center Company 

C, consider the analogy of a scientist who wants to model the 

phosphorus cycle. In the Blueworks approach, the modeling 

process is “jump-started” by identifying milestones, as shown 

in the left diagram of Figure 9. The connections (shown to the 

right in Figure 9) are found by identifying activities within 

each milestone. 

In contrast, the FM approach begins with the subprocesses 
of flow of inorganic material in rocks to water, then to ocean, 
then to sediments, etc., as shown in the steps in Figure 10. 
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V. APPLYING FM TO CALL CENTER COMPANY C 

Applying FM to the call center case results in not only a 
different diagram but also a different developmental method, as 
explained in the previous section.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11 shows different phases of building the FM 
representation. These phases are shown to emphasize the 
methodology of development. We will focus only on the final 
diagram at the bottom of the figure since it is the culminating 
representation. 
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Figure 11. FM representation of Call Center Company C 
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In Figure 11, the process starts with selection of a candidate 
(circle 1 in the figure) which triggers (2) the creation of an 
offer. The offer includes the element of time (4), a thing 
created universally outside the domain of the recruiter and the 
processing of time (5) performed by the recruiter. The offer 
flows to the candidate (6) who processes it (7) to trigger the 
creation of a response (8) that flows to the recruiter (9).  The 
recruiter processes the response (10); if the candidate has 
accepted the offer and the deadline period has not expired, then 
these two conditions trigger (11) the decision to start the hiring 
process. The thick horizontal line indicates that both conditions 
are realized. The scenario could be modeled in FM as the 
merging of two flows (of triggering); however, for simplicity, 
we have used the familiar computer science notation. 

This decision to start the hiring process is transferred to the 

system (12; as described in [3]) and this, in turn, triggers (13) 

the HR Admin to create (14) a background check. The created 

background check has a structure that is formed from: 

Social media background (15) 

Credit background (16), and 
Criminal background (17). 

The background report flows to the HR manager (18), who 

processes it (19), triggering creation of a hiring decision (20) 

that flows to the HR manager (21). If the decision is negative 

(22), a  Cancellation notification is sent to the recruiter (23 and 

24). If the decision is positive, it is sent to the Hiring manager 

(26), who registers the candidate’s information in the database 

(27). The Hiring manager also invites (28) the person (29) to 

an orientation with the Call Center manager (30). 

Upon arrival at the call center (31), the person enters an 
orientation session (32), where he/she is given a badge (33), 
network account (34), and equipment (35). Then he/she moves 
to training (36), is given a Work Schedule/Shift (37), creates a 
profile (38) and finally goes for the interview (39). 

VI. CONCLUSION 

This paper has presented a flow-based methodology for 
thinking about how to capture processes in business process 
modeling. The proposed methodology is demonstrated through 
remodeling of a Blueworks case study. The resulting flow-
based diagrams reveal a way of thinking in system analysis that 
is based on flows of things passing through flow machines. 
Accordingly, an analyst’s “thought machine” forms a train of 
thought that is different from other ways of thinking such as the 
one reflected in the Blueworks approach. The paper 
emphasizes this thinking style as a unifying method with 
potentially diverse applications. The remodeling of the 
Blueworks case sample seems to point to merits that deserve 
further development. 
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Abstract— Electromagnetic inference (EMI) is a major issue for 
all electronic devices, and it represents a major problem in 
wireless communication schemes. ZigBee is a wireless 
communication technology based on IEEE 802.15.4 standard, 
mainly using 2.4 GHz band in most ISM and electronic 
applications, but the performance of ZigBee nodes is seriously 
impaired by the interference generated in this channel frequency. 
This paper investigates the interference immunity of Zigbee 
devices and presents a new adaptive algorithm for selecting a new 
channel with low interference levels during network 
transmissions. The proposed algorithm achieves high packet 
delivery rates and low delay ratio within different levels of 
channel interference. 

Keywords-component; Wireless Communications, Zigbee, WiFi, 
Interference. 

I.  INTRODUCTION (HEADING 1) 
 

Wireless communication is used in various systems and 
applications, with wireless sensors networks (WSN) receiving 
particularly high attention in the most advanced research [1]. 
ZigBee technology is a special wireless communication module 
whose specifications were instituted for optimum compatibility 
with WSN [2, 3]. 

 ZigBee is considered a low-cost, low-power wireless 
network stack up operating in ISM 2.4GHz frequency band. 
ZigBee nowadays is being embedded in costumer electronics, 
home automation and medical applications etc. ZigBee 
standard has four basic layers: Physical (PHY), Media Access 
Control (MAC), Network (NWK) and Application (API). Each 
layer adds its header to the transmitted frame [4]. Physical 
layer activates and deactivates the transceiver to transmit data 
in radio frequency with (2.4-2.48) GHz band divided into 
sixteen channels, with 5MHz band guards between each 
channel. The transmitted signal power is about 3.5 dbm and 
QPSK modulation is used. The physical layer uses a low data 
rate of 250Kbps, and tests the energy in each channel to 
determine noise. In this concern, PHY uses Clear Channel 
Assessment (CCA), adopting Carrier Sense Multiple Access 
with Collision Avoidance (CSMA-CA). 

MAC layer handles all access to the physical radio channel 
and generates network beacons if the device is a coordinator, 
supporting Personal Area Network Identifier (PANID) for each 
network, and this layer also supports multi-level security. The 
encryption and decryption topology is implemented in MAC 
layer. The Application layer uses all previous layers for 
specific applications like home automation and wireless sensor 
network etc., and implements the API interface with the 
network layer for data and management services. The basic 
structure of ZigBee is based on a single channel for the 
network operation, determined once, and changing it requires 
modifying network structure. The fixed frequency channel of 
ZigBee increases the problem of interference. Hence, ZigBee is 
suitable for low data rate transmissions, and optimized for 
wireless sensor networks [5].  

The cause of electromagnetic interference could be 
internally by another ZigBee device or external devices that use 
a similar 2.4GHz protocol. The existence of too many ZigBee 
devices within a controlled sequence allows all devices to send 
and or receive data at the same time, increasing the receiver 
detectable power, which interferes with the received signal. 
This interference causes many problems, including increasing 
the time required for retransmission, increasing the power 
consumption that occurs because of repeated re-transmissions 
(as each retransmission consumes a lot of power that equals to 
the original transmission power), and increasing the possibility 
of data losses [6, 7]. In fact, the single channel utilized by 
ZigBee devices results in advanced interference levels. This 
means that, if the network devices are working on channel 1 of 
the ZigBee spectrum (2.40GHz to 2.48GHz), and interference 
happens on that channel, there is no way to avoid this 
interference other than repeated retransmission and error 
detection schemes. If this is the case, changing the interfered 
channel will temporarily solve the problem by avoiding the 
channel interference, thus saving time and energy [7].  

This work presents a new scheme for automatic channel 
selection used by ZigBee devices, increasing its immunity to 
interference effects caused by neighbouring devices operating 
within the same frequency band and scope. This paper is 
structured as follows: the next section describes the literature 
and related work; section 3 presents the proposed channel 
selection algorithm; section 4 explains experimental work 
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conducted to evaluate the proposed model, and illustrates and 
discusses achieved results; and finally, section 5 concludes this 
work. 

Literature Survey 

The ISM band frequency used for domestic and commercial 
user applications is 2.4GHz. This band is commonly used for 
different applications and technologies. Wi-Fi, Bluetooth, and 
ZigBee are the most common 2.4 GHz standards that all fall 
within IEEE 802 specifications. This makes the interference 
problem more common between applications utilizing these 
types of technologies. Bluetooth is more immune to 
interference than Wi-Fi and ZigBee because of its ability to 
change the channel and due to its frequency hopping topology, 
however Bluetooth is a peer-to-one communication protocol [7, 
8].  

A study [9] of the impact and interference between Wi-Fi 
and ZigBee devices operating within the same home area 
network, analysing the spectrum of different working channels 
of ZigBee and the existence of different channel power over 
Wi-Fi signals, indicated that the use of ZigBee devices in home 
applications within the area of Wi-Fi networking causes high 
loss rate in ZigBee data transfer and higher packet errors. In 
addition, it was found that the interference is not uniform, and 
depends on the distribution of each ZigBee channel and the 
interference level between the two devices working within the 
same spectrum. The interference issue between Wi-Fi and 
ZigBee devices was also investigated by [10], finding that 
ZigBee is considered more sensitive than Wi-Fi and is affected 
by its signal spectrum because it uses lower power level than 
the Wi-Fi. The experiments conducted indicated that channel 
interference increased the ratio of packet loss in ZigBee and 
affected the ratio of retransmissions, with an increased packet 
delivery delay. The constraints of using ZigBee in industrial 
applications were investigated in [11, 12], finding that 
interference in the communication channel between ZigBee 
and other wireless modules in the same ISM spectrum band 
was considered the main issue requiring further investigation.  

A methodology for monitoring the impact of WiFi 
networks on Zigbee networks is described in [14]. The 
methodology was used to conduct intensive experiment in a 
real-time environment consisting of 20 Wi-Fi access points and 
several mobile nodes. Experiment result reveals that Zigbee 
transmissions are severely suffering from vast and regular WiFi 
interference. In addition, the integration between WiFi and 
Zigbee in packet level was observed to mitigate the 
interference within MAC layer. In [15] a performance analysis 
of IEEE802.11 and IEEE 802.15.4 ZigBee model was 
conducted using NS2. The performance metrics were Packet 
Delivery Ratio, data loss, end-to-end delay and Throughput.  

Moreover, [16] analyses the effect of foliage on 2.4GHz 
frequency band. The study revealed that ZigBee signal 
degrades in more than 83% in a range of scenarios with 
different levels of obstacles, interference, and foliage. A new 
performance metric described as channel idle indicator (CII) 
was presented in [17], which is used to quantify channel 
quality. CII and logistic regression are utilized to build a 
channel idle state prediction model for ZigBee devices. 

Experimental results indicate that prediction model ensures an 
acceptable level of ZigBee performance. 

In the same concern, this work investigates the interference 
immunity of ZigBee devices operating in the same 
communication channel with Wi-Fi devices. The effects of 
interference on ZigBee network performance are analyzed and 
discussed, and a solution to reduce interference effects based 
on optimal channel selection and hopping is presented. 

II. PROPOSED CHANNEL SELECTION ALGORITHM 

There are 16 possible channels in the ZigBee spectrum. 
Channel bandwidth of 3MHz and 5MHz is used for pitch 
spacing between centers of two adjacent channels. Figure 
1 illustrates the spectrum of ZigBee and channels 
distribution [6]. 

 
 

Figure 1: ZigBee spectrum and channels distribution 

 

The most common interference source over the ZigBee 
spectrum is the Wi-Fi spectrum; Wi-Fi is a ubiquitous 
technology that uses the same spectrum band, and highly 
affects ZigBee due to its wider channel band and use of a 
higher signal power. Figure 2 illustrates the spectrum and 
channel distribution of the Wi-Fi, which falls under 
specifications of IEEE 802.11.  

 

 
Figure 2: Wi-Fi spectrum and channels distribution 

 
The idea of fixed channel ZigBee network implies that all 

network members are working on the same frequency channel, 
thus every node can leave and join the network without any 
request (i.e. parent / child connectivity). The use of single 
channel makes this functionality easy and the joining nodes are 
already working on the correct frequency. However, if the 
channel frequency changes, then nodes are unable to reconnect 
to the network because they are using different frequency from 
the network. 

Wireless sensor networks could be either hieratical or ad-
hoc. In hieratical networks, the head of cluster holds the 
management functionality over all cluster nodes, and has the 
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authority to lead to cluster settings, while the base service 
station does the same with respect to heads of clusters, and 
leads the functionality to control the settings of all cluster 
heads. Conversely, ad-hoc networks do not have cluster heads, 
and all network members are planners, thus the network nodes 
can talk together without the need for another medium node. In 
this case, the network settings are stored and held by a specific 
node called the “coordinator”, which is not intended to interact 
with the environment in order to enable physical functionality 
or send/receive data. Accordingly, the base station and head of 
cluster in hieratical clustering networks, and the network 
coordinator in ad-hoc networks, can carry-out the change of 
channel process. 

In this work the problem of channel interference in ZigBee 
network is solved by presenting a new scheme responsible for 
handling channel changing event. The new scheme is based on 
measuring the received power on a specified channel. If the 
received power is high and no data is detected, this means that 
another data structure is interfering in the working channel 
spectrum. If this condition is continued for a specific amount of 
time, the channel change decision is made, with selection 
carried out by the base station or cluster head acting as the 
functionality of the network coordinator node in ad-hoc 
networks.  

Figure 3 illustrates the proposed channel handling scheme. 
After detecting interference, the coordinator changes the 
channel by one hop to the next frequency channel and then 
tests the received power; if this is low, this indicates that the 
channel has no or limited interference and the network can 
utilize it. Before leaving the current channel, the coordinator 
broadcasts a request message to network nodes indicating that 
the channel should be changed, and notifying them of the new 
channel configuration. Nodes receiving the broadcast message 
reply to the coordinator affirmatively and immediately switch 
to the new channel. Afterwards, the coordinator starts working 
with responded nodes on the new clean or low interference 
channel. The coordinator saves nodes’ responses. If all nodes 
responded to the broadcast call, then there will be no remaining 
nodes in the old channel. However, if one or more nodes did 
not respond by confirmation, then the coordinator will enter a 
recheck back loop. This loop requires the coordinator to go 
back again to the old channel and re-send the broadcast with 
new channel configurations to remaining nodes, and wait for 
confirmation messages from them.  

The recheck back loop is repeated at specific intervals until 
all working nodes within the current channel change their 
frequency to the new spectrum channel. In this situation, old 
records of confirmation messages are deleted, previous channel 
settings and information is removed, and settings go to the new 
channel. 

  

 
Figure 3: Channel selection algorithm flow chart 

 
An additional situation that takes place when trying to 

switch to the new channel, is the interference level in the new 
channel being hopped to. If the interference is above a 
predefined threshold the next corresponding channel should be 
chosen, ignoring the current one. This process is repeated until 
a clean channel is found, and then the process of broadcast call 
and confirmations starts.  

III. RESULTS ANALYSIS AND DISCUSSION 

The presented channel selection algorithm was 
implemented in a network consisting of 100 ZigBee nodes. The 
network was designed to be an ad-hoc network structure. A low 
data rate was used to send and receive information between 
nodes. The frame structure in application layer was simple, 
merely representing a data packet and data transmission.  
Within the scope of the target ZigBee network, 10 Wi-Fi access 
points were used during the experiment representing different 
Wi-Fi interference sources. Figure 4 describes the relation 
between the packet delivery ratio and the number of access 
points during the experiment. It can be seen that the increase in 
Wi-Fi access points results in higher interference levels, 
increasing packet loss rate and packet delivery delay. Thus, the 
ratio of delivered packets is reduced dramatically. The 
relationship is directly proportional. 
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Figure 4: ZigBee delivery ratio over different levels of interference 

Figure 5 illustrates the packet delivery time (delay) in case 
of different interference sources running on a working ZigBee 
channel. It is obvious that the delay increases while the number 
access points increases, due to the high level of interference 
and large number of re-transmissions. 
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Figure 5: Packet delivery time in milliseconds over different levels of 

interference 

 
When applying the proposed channel selection algorithm, 

the noisy channel will be continuously overridden and a new 
clean channel is used to ensure clean and fast transmission of 
data. Figure 6 shows that the packet delivery ratio attains 100% 
with the new clean channel, because of the absence of the 
interference. 
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Figure 6: ZigBee delivery ratio when jumping to the new clean channel 

 

IV. Conclusions 
This work has focused on the limited interference immunity 

of ZigBee devices. A new channel selection algorithm used to 
increase the noise and interference immunity of ZigBee 
network nodes was described in this work. After detecting the 
interference on the current working channel, the algorithm 
starts the process of selecting the best suitable channel with low 
interference. The algorithm automatically and continuously 
changes the working channel by hopping to the next clean 
channel. The proposed channel selection algorithm was 
designed to ensure engaging all network nodes in the channel 
hopping process.  
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Abstract—This work examines and evaluates the state of the art 
research works on Machine Learning (ML) based support 
systems in two key areas: Business and Education. The purpose 
of this paper is to review the most recent works in ML based 
support systems (MLSS), since the research works in MLSS are 
evolving quite rapidly. We review the major reported works 
published during the period 2010 to 2016. We have divided the 
research works reviewed in this paper into three broad 
categories. Two categories are reserved for the works in MLSS 
for product development and business control. The third 
category of papers covers the Educational Data Mining (EDM) 
sector. For each of the categories, we identify the key issues 
addressed by the researchers, followed by the approaches 
adopted in those works. We then critically appraise the reported 
works in terms of techniques, data used and application domains. 
Finally, some suggestions on future research works are given for 
each category of the reported works 

Keywords-— Machine learning, Organization Support Systems, 
Decision Making Systems 

I.  INTRODUCTION  

Machine Learning (ML) based systems have radically altered 
the possibilities and ways of analysis and data processing. 
Although many researchers and practitioners have written 
about the benefits of machine learning based systems, few 
research works have been reported on how machine learning 
can support the business decisions in the extremely 
competitive business environment. ML can facilitate the 
implementation of ideas or the making of a business decision 
in the competitive market, as poor decision making can push 
down the reputation and trust of an organization. 
 For these reasons, in this work we review the state of 
the art research works on Machine Learning (ML) based 
support systems, called MLSS, in two prime areas: Business 
and Education. These two areas are selected due to the reason 
that education and business sectors represent the knowledge 
(the base) and the outcome (product of that knowledge) of a 
society. We have reviewed the major reported works 
published during the period 2010 to 2016. We have also 
referred some previous review papers in this area, in case 
readers are interested in research works prior to 2010. We 
have divided the research works reviewed in this paper into 
three broad categories. Two categories are reserved for works 
in MLSS for product development and business control. The 
third category of papers cover the Educational Data Mining 

(EDM) sector. For each of the categories, we identify the key 
issues addressed by the researchers, followed by the 
approaches adopted in those works. We then critically 
appraise the reported works in terms of techniques, data used 
and application domains. Finally, some suggestions on future 
research works are given for each category of the reported 
works. 
 Before we go into the details of the various methods, 
a brief discussion of the structure of such ML based support 
systems is given here. For this purpose, consider Fig.1 which 
is adapted from [Delen2013] for the illustration purpose. Prior 
to the availability of MLSS, a decision maker could consult 
other domain experts before making a crucial decision. With 
evolve of data science, now decision makers can ‘consult’ 
automated systems that can infer knowledge from raw data. 
Thus, various business processes can provide data and these 
data can in turn be used to infer ‘opportunities’ that further 
improve those business processes. ML based systems thus 
works on the business data to provide decision makers with 
suggestions or answers to queries which are otherwise difficult 
to achieve. With the rapid development of techniques in Big 
Data Analytics, the relevance of ML based support systems for 
decision makers is now more than ever. 
 

 
Fig.1. A framework for service oriented decision support systems using 

data science, adapted from [Delen2013]. 

The contributions of the current work can be summarized 
as follows: 

• A systematic review of most recent works in machine 
learning based support systems. 

• Identification of key issues with future research 
directions to help researchers advance the state of the 
art. 

This work was supported by the Deanship of Scientific
Research, project no. 3176, Qassim University, Saudi Arabia. 
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The rest of the paper is organized as follows. In Section 2, 
we review research works related to the product development 
sector. Section 3 deals with works that target business 
environments. Then, in Section 4, we discuss research works 
in Educational Data Mining (EDM). Finally, Section 5 is the 
conclusion. 

 

II. MACHINE LEARNING FOR PRODUCT 

DEVELOPMENT (ML-PD) 

A number of works have been reported where machine 
learning is used for improving product development process 
[Babiceanu2016, Cato2015, Dutta2015, Hamid 2015]. As 
outlined in Section 1, we first discuss the issues addressed by 
the researchers in this area, followed by a discussion on the 
techniques, open challenges and future work. Table 1 
summarizes the reported works in ML-PD. A more detailed 
discussion on the techniques are given below. 

2.1 Issues in ML-PD 

Businesses that aim to improve their products (either hardware 
or software products) can utilize ML at a multitude of levels.  

Machine learning is widely used in prediction 
problems, so it is no surprise that researchers have used ML 
for deciding products’ fate. Hamid and Peng addressed the 
issue of measuring products’ future changes and quantified 
uncertainties (external or internal) in product design process 
[Hamid2015]. Edwards et al. used seven different machine 
learning algorithms for predicting future hourly electrical 
consumptions in residential and commercial buildings in US 
[Edwards2012]. Another work tried to assess sustainability 
integration in company decision systems for product 
development levels [Hallstedt2010]. 

A number of works have used Big Data Analytics for 
product development process [Babiceanu2016, Cato2015, 
Dutta 2015]. Dutta and Bose [Dutta2015] used big data 
models to build a performance measurement system using 
several metrics. Their system was capable of analyzing 
performance at real time across multiple levels such as 
districts, regions, zones, dealers, etc. Another work 
[Babiceanu2016] used big data analytics, virtualization and 
cloud-based services for planning and control of 
manufacturing operations (see Fig.2. for the structure of such a 
system). 

Some researchers focused on green product 
development and market analysis [Lee2012, Lin2013]. A 
framework for sustainable marketing for green market 
analysis, green market development, sustainable operations 
management and customer acquisition was discussed in 
[Lee2012]. [Lin2013] examines how market demand affects 
green product innovation. This work addressed questions like 
how does market demand influence a firm’s green product 
innovation or how can green product innovation affect firm’s 
performance. 

Several works are reported on improving software 
products. Suma et al. presented a software defect prediction 
model based on Random Forest (RF) ensemble classifier for 

large-scale software system [Suma2014]. Another work for 
cross-company software defect prediction system was reported 
in [Ying2012] using algorithms based on Naive Bayes called 
Transfer Naive Bayes. 

 

 
Fig.2. Big data analytics in manufacturing process [Babiceanu2016]. 

Interface issues of logistics and supply chain 
management for bio-energy production was discussed in 
[Gold2011]. The authors addressed a number of issues and 
challenges regarding the design and operation of biomass 
chains. The goal of the work was to secure stable and 
competitively-priced feedstock supply for bio-energy plants. 
For that purpose, the authors classified the issues in a bio-
energy plant into a number of operations, namely harvesting 
and collection, storage, transport, and pre-treatment 
techniques, in addition to overall design of supply system. 

The study in [Yao2015] identified the task of 
manufacturing into two types: smart and additive 
manufacturing. The authors aimed to utilize both forms 
manufacturing as a paradigm shift in industry. They discussed 
the methodologies to enable human capabilities in generating 
ideas for product development utilizing information and 
communication technologies. The goals of such generated 
ideas were multifold: (i) products should be economical in 
small or large scale, (ii) efficient enough for mass production, 
(iii) flexible enough to be customized to satisfy the needs of 
individuals/customers. The authors also discussed from the 
organizational semiotic perspective various social aspects, 
SCPS-based (socio-cyber-physical system) manufacturing. 
 
2.2 Approaches Used in ML-PD 

Edwards et al. [Edwards2012] used seven ML methods, 
namely Linear Regression, Feed Forward Neural Network, 
Support Vector Regression, Least Squares Support Vector 
Machine, Hierarchical Mixture of Experts, Fuzzy C-Means 
with Feed Forward Neural Networks, Temporal dependencies 
for predicting energy consumption. 

Ying et al. [Ying2012] used TNB algorithm for 
building a system to guide optimal resource allocation 
strategies with two goals in mind: (i) reduce software testing 
cost and (ii) increase effectiveness of software testing process. 
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Their algorithm was based on the weighted Naive Bayes 
model that worked in two steps. In the first step, the system 
calculated each attribute information of the target data. Then 
in the second step, the similarity score for each sample in the 
source data was computed by comparing the features extracted 
in the first step. 

The approach in [Suma2014] used Random Forest 
Classifier for the efficient prediction of defects in a project. 
Again, the goal of such a system was to enhance the decision 
making capabilities of project managers/developers prior to 
start of the project.  

In [Dutta2015], the authors argued how enterprise 
manufacturing and business decision support could be 
improved using cloud business solutions and cloud 
manufacturing. They used state-of-the-art cloud manufacturing 
solutions and Big Data Analytics to propose a framework for 
the development of predictive cyber-physical manufacturing 
systems. Such a system incorporates a number of capabilities: 
capability to attach to Internet of Things (IoT), capability for 
complex event processing and Big Data algorithmic analytics. 

The general interoperability model for SCPS-based 
manufacturing proposed in [Yao2015] can also be applied to 
other integrated manufacturing systems. Their proposed 
framework for SCPS-based manufacturing incorporated 
Internet of People (IoP), Internet of Knowledge (IoK), Internet 
of Things (IoT) and Internet of Services (IoS). 

In [Afshari2015], two methods were proposed to 
model and quantify uncertainty in the product life cycle. 
Changes of user preferences are considered as the external 
uncertainty. An innovative application of Big Data Analytics 
(BDA) was proposed to evaluate the external and internal 
uncertainties in product design. 

Based on a case study, challenges and difficulties 
faced by the OEM were identified in [Lee2012] and the 
potential solution and performance measurement of reverse 
logistics were suggested. 
 
2.3 Appraisal of Methods in ML-PD 

In this section, we critically appraise the reported works in 
ML-PD, pointing the possible weakness in methods or results. 

Some works has used a single case study for reaching 
conclusions. [Dutta2015] drew inferences based on one single 
case study which could be fraught with its own bias. In 
addition, the case study used a limited amount of data. Similar 
comments can be made for the approach in [Suma2014]. 
Likewise, the work in [Cato2015] suffer from small data set. 
Other works have used only a few of the features of data. For 
example, [Ying2012] used simple information of the target 
data, i.e. the max and min values of each attribute. Similar 
limitations exist for the work in [Gold2011]. 

In a number of other works, comparative evaluations 
were not provided. In [Yao2015], previous comparative data 
of ‘industrial revolution’ were not provided. The study in 
[Afshari2015] lacks the access to other sources of Big Data in 
order to compare with the used sources. Similarly, the main 
focus of the work in [Lin2013] is the motorcycle 

manufacturing industry in Vietnam, with no comparative study 
with other markets are provided. 

The work in [Edwards2012] used various sensors in 
homes for collection of data. Since the total number of 
possible sensor combinations could be exponential, the authors 
used approximate solutions for their purpose. This approach is 
rather expected though, as a large number of sensors means 
that it would be expensive and time consuming to explore all 
possible sensor combinations. However, the authors argued 
that even these approximate solutions could help reduce the 
cost and overhead of energy usage in homes, making sensor-
based energy modeling more viable. 
 
2.4 Research Directions in ML-PD 

In this section, we provide some future research directions for 
different methods discussed earlier. Obviously, the discussion 
here cannot be comprehensive and new research directions can 
always be found. 

Some reported works can be extended by 
implementing and testing them on a broader scale. For 
example, the framework presented in [Dutta2015] was a 
theoretical and holistic one, thus it remains a challenge how 
the framework could be implemented for different production 
companies. Likewise, the assessment approach presented in 
[Hallstedt2010] can be tested in other companies to verify its 
generic applicability and to find potentials improvements. 

[Ying2012] used Naïve Bayes classifier for software 
defect prediction. It will be interesting to explore other transfer 
algorithms for cross-company software defect prediction on 
more software defect data sets. 

The work in [Babiceanu2016] can be extended by 
adapting Big Data algorithms for the requirements in 
manufacturing processes.  For example, the task of scheduling 
a set of jobs across a set of machines using algorithms for Big 
Data platforms should consider distributed file systems like 
HDFS. In addition, these algorithms should analyze the system 
performance at very high load. 

The authors in [Lee2012] proposed some future work 
in terms of confirmatory factor analysis to analyze the 
measurement properties of the four constructs to determine 
how well the items represent the latent factors. Also their 
methods can be employed for empirical investigation. 

Other works are constrained by the utilization of 
specific factors. Thus, an obvious future work can be the 
utilization other factors! For example, in [Afshari2015], 
uncertainty in the product design phase was modeled. This 
work can be extended by evaluating the effects of the 
quantified uncertainty on different design objectives (e.g. 
product cost, development time, environmental impacts of a 
product, etc.). Here, to goal is to evaluate and optimize design 
parameters under uncertainty when multiple design objectives 
are demanded. Likewise, Future studies of the work in 
[Cato2015] include wider variables to examine the effects of 
market demand, green product innovation and firm 
performance in more details.  
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Table 1: Summary of Results in ML-PD. 

Ref. ML Techniques Used Issues Addressed Limitations/Future Works 

Suma, V2014 
[35] 

Random forest classifier. Software defect prediction for 
large-scale software system. 

Single Case Study. 

Edwards, 
2012[13] 
 

Linear Regression, Feed 
Forward Neural Network, 
Support Vector Regression, 
Least Squares Support Vector 
Machine, Hierarchical Mixture 
of Experts, Fuzzy C-Means with 
Feed Forward Neural Networks, 
Temporal dependencies. 

Predicting future hourly 
Residential and commercial 
buildings electrical consumption 
in US. 

Predicting residential electrical 
consumption This is a pivotal problem 
that must be solved, because it is not 
practical to install and support 140 
sensors for new homes. 
 

Ma, Ying, et 
al.2012 [38] 
 

TNB (Transfer Naive Bayes) 
algorithm applies the weighted 
Naive Bayes model. 

Cross-company software defect 
prediction. 

Only use simple information of the 
target data, i.e. the max and min values 
of each attribute. 

Babiceanu 
2016 [4] 
 

Cloud business solutions and 
Big Data algorithmic analytics. 

A review of the current status of 
virtualization and cloud-based 
services for manufacturing 
systems and of the use of Big Data 
Analytics for planning and control 
of manufacturing operations 
 

Missing case study and comparative 
data. 

Cato, Patrick 
et al. 2015 [7] 
 

Big Data Analytics. Analytical approach they are used. Small data set used only few 
publications have specifically addresses 
reliability may have some biases 
because data does not capture 
incidentally 
 
Could not include the ACM digital 
library and Springer Science direct 
should include in future 
 

Afshari, 
Hamid 2015 
[1] 
 

Big Data Analytics (BDA) is 
proposed to evaluate the external 
and internal uncertainties in 
product design. 

Quantify external and internal 
uncertainties in product design 
process. The research addresses 
the measure of product future 
changes. 
 

Lack of access to other sources of Big 
Data to compare with the used sources. 
 
Should evaluate effects of the quantified 
uncertainty on different design 
objectives (e.g. product cost, 
development time, environmental 
impacts of a product, etc.). 
 
Should evaluate and optimize design 
parameters under uncertainty when 
multiple design objectives are 
demanded. 

Lin,2013 [25] Empirical study used for 
findings. 

Examines how market demand 
affects green product innovation, 
and firm performance in the 
context of Vietnamese motorcycle 
industry. 

The main focus is only on the 
motorcycle manufacturing industry in 
Vietnam. Why it’s not generalized 
study. 
 
No comparison study with other 
methods. 
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III.  MACHINE LEARNING FOR BUSINESS CONTROL 

(ML-BC) 

 
In this section, we review some recent works that address 
issues related to business operations. These methods differ 
from the methods discussed in the previous section in their 
focus area. Here, we deal with issues that affect business 
operations, factors that affect the product development 
process, but does not improve the product itself directly. Such 
issues include predicting customer behavior, supplier selection 
problem, evolution of business relationships, etc. Again, in 
this section, we follow the same structure of discussions as 
followed in the previous section. Table 2 summarizes the 
reported works in ML-BC. A more detailed discussion on the 
techniques are given below. 

3.1 Issues in ML-BC 

A lot of work have been reported for the case of supplier 
selection problem. The work in [Chai2013] reviewed Data 
Mining (DM) techniques for supplier selection. They 
considered four aspects: decision problems, decision makers, 
decision environments, and decision approaches. By 
examining the research trends on uncertain supplier selection, 
26 DM techniques were identified from three perspectives: (1) 
Multi-criteria decision making (MCDM) techniques, (2) 
Mathematical programming (MP) techniques, and (3) 
Artificial intelligence (AI) techniques. Another work that 
reviews approaches used for supplier selection is 
[Govindan2013].  This work mainly deals with the issue of 
green supplier evaluation that considers environmental 
aspects. In the following, we discuss some recent works on 
supplier selection problems for a completeness of the review. 

[Lin2015] used Analytic Network Process (ANP) to 
supplier selection issues at a Taiwanese Electronics Company. 
The selection process was based on a technique called Triple 
Bottom Line (TBL). A framework was developed to enable 
general application of ANP. A case study involving ten 
executives from an anonymous Taiwanese company was used 
to illustrate the framework and to identify the key factors in 
supplier selection. 

An integrated methodology for product line design 
and supplier selection problem was proposed in [Deng2014]. 
They formulated a multi-objective optimization model to 
determine the specifications to select suppliers that ensured 
maximization of the profit, quality and performance as well as 
minimization of the cost of the product line. The work in 
[Rezaei2014] deals with supplier selection in the airline retail 
industry. The authors argued that supplier selection in supply 
chain management was a highly complex process, due to the 
involvement of many, sometimes conflicting, qualitative and 
quantitative criteria. 
 In [Kar2014], the author utilized heuristic models to 
enable supports for group decision making. The authors 
integrated AHP, fuzzy set theory and mathematical 
programming theories for predictive decision support system 
for the supplier selection problem. Other works that deal with 

supplier selection issues include: selection of suppliers for a 
semi-conductor industry [Deswal2015], supply chains (SC) 
activities that requires the need for coordination between 
supply chains partners to maximize the efficiency (to solve 
supply chain coordination problem) [Igoulalene2015]. 

The work in [Fu2012] utilizes GSDP (Green Supplier 
Development Programs) categorizations to decide on multi-
functional managerial inputs within a telecommunication 
systems provider to evaluate the GSDPs. 

Another slightly different problem was dealt in 
[Ofoghi2013]. This work describes the implementation of 
machine learning techniques that assist cycling experts in the 
crucial decision-making processes for athlete selection and 
prediction athletic performances Olympics games. 
 Other than supplier selection problem, several other 
works focus on other issues related to business control. An 
integrated model predicting whether a customer buys or does 
not buy a specific product for target marketing strategy was 
proposed in [Bae2010]. Ali and Khan developed a software 
outsourcing partnership model (SOPM) to identify and 
analyze factors that were important for vendors in conversion 
of their existing outsourcing relationship to partnership 
[Ali2016]. 

[Akın2015] considered Seasonal Auto Regressive 
Integrated Moving Average, n-Support Vector Regression, and 
multi-layer perceptron type Neural Network models to 
evaluate performances on monthly tourist arrival data to 
Turkey from different countries. Based on these results, this 
study proposed a model for selection of tourism time series. 
Another related work on supporting tourist information 
retrieval and decision making is [Gretzel2011]. 
 
3.2 Techniques and Approaches in ML-BC 

In this sub-section, we briefly present the ML techniques used 
for business control operations. 

A number of ML methods have been used in works 
that deal with supplied selection. Multi-criteria decision 
making (MCDM) techniques, Mathematical Programming 
(MP) techniques and Artificial intelligence (AI) techniques 
were used in [Chai2013]. [Lin2015] adopted fuzzy theory, in 
addition to ANP model, to collect, analyze and express 
experts’ judgments. A methodology for integrated product line 
design and supplier selection based on a multi-objective 
optimization was proposed in [Deng2014]. 

Another work that utilize Fuzzy Logic for supplier 
selection problem is [Kar2014]. This work integrated two 
techniques: fuzzy Analytic Hierarchy Process (AHP) and 
fuzzy goal programming. The goal of the first techniques was 
to enable group decision making, while the second one for 
discriminant analysis. The authors utilized evaluation criteria 
used by the decision makers and developed some performance 
vectors consisting of the standardized prequalifying supplier 
scores. Similarly, fuzzy analytic hierarchy process (AHP) was 
also used in [Akın2015] to evaluate suppliers based on a 
number of criteria. 
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Igoulalene et al. [Igoulalene2015] used two 
approaches for the problem of multi-stakeholder multi-criteria 
(MSMC) decision making. The first technique was the hybrid 
approach that combined fuzzy consensus based possibility 
measure and fuzzy TOPSIS method. The second hybrid 
approach combined the fuzzy consensus-based neat OWA and 
goal programming model that explicitly included the 
participation of stakeholders in the decision-making process. 
Similarly, multi-criteria decision making (MCDM) technique 
for supplier selection in a semi-conductor industry was used in 
[Deswal2015]. 
 As for green supplier problem, [Govindan2013] used 
fuzzy based single model approaches. For a similar problem a 
grey-based DEMATEL (Decision-Making Trial and 
Evaluation Laboratory) approach was used in [Fu2012]. 

As for the case of athlete selection, Omnium (a 
multiple race event in track cycling) competition data from the 
World Championships (since 2007) were analyzed by 
statistical, machine learning based and probabilistic 
approaches [Ofoghi2013] 

Works that deal with consumer behavior utilized 
various ML methods. 4 tree-based models of CHAID, CART, 
QUEST, and C5.0 was used in [Bae2010] for predicting 
customer buying habits. [Ali2016] developed a model, called 
SOPM (Software Outsourcing Partnership Model), with the 
intent to assist SDO vendor organizations in measuring their 
capabilities for successful conversion of their contractual 
outsourcing relationship to outsourcing partnership. 
 

3.3 Appraisal of Methods in ML-BC 
 

In this section, we identify the limitations of the various works 
described in the previous two sections. Again, we first discus 
the methods related to supplier selection.  

The study in [Lin2015] focused on TBL only. To 
evaluate the green performance of suppliers, it examined three 
scopes of sustainable development as critical factors, while 
there are other factors that may have similar implications. The 
empirical study in that work considered data from only one 
firm in the electronics industry in Taiwan. Similarly, 
[Rezaei2014] considered data from just only some specific 
airlines. In addition, no comparative results can be found in 
[Lin2015]. Chai et al. [Chai2013] mainly focused on the 
application of DM techniques for SS and important aspects 
such as criteria analysis and evaluation in SS processes were 
not considered. Karconducted multiple cross-validations to 
provide comparable performances for the proposed approach 
[Kar2014]. However, the outcome of that work would always 
be dependent on the context specific data inputs and 
distribution of data used during the prediction stages. 

As for the works dealing with green supplier 
problem, the method in [Govindan2013] needs experimental 
designs, in addition to application validation. The authors 
could have addressed multiple criteria decision analysis 
concerns, which might be useful in socially sensitive decisions 
like green supplier selection. Additionally, [Fu2012] discussed 
their limitations in terms of utilization of some assumed grey-

scale values for a linguistic variable. The work in 
[Ofoghi2013] (athlete selection) didn’t use any data, the 
theoretical results had no data-related supports. 

We also discussed some works related to consumer 
data. [Akın2015] used monthly tourists coming to Turkey 
only, without considering the case for other countries. As for 
the work predicting consumer behavior [Bae2010], the authors 
predicted the purchase behavior of customers for some 
specific products. However, the authors only considered a 
limited number of products. In addition, ML based techniques 
can be used in an integrated approach, as opposed to using 
single individual models. 

 
3.4 Research Directions in ML-BC 

 
In this section, we provide some future research directions for 
the general are of ML-BC. Again, we start our discussion with 
the works related to supplier selection. 

In addition to supplier analysis, the scopes of the 
model in [Lin2015] might be extended to include other issues, 
like strategic planning (i.e. decision of merge and acquisition) 
and strategic alliance (i.e. deciding on business partners 
essential for sustainable development). In addition, the model 
in [Lin2015] could be further extended by incorporating 
environmental aspects like environmental conservation or 
environmental education. 

The method in [Igoulalene2015] (for decision 
making) can be enhanced in a number of ways. First, the 
technique can use a hybridization of two consensus methods to 
obtain a new consensus with an interactive aspect (consensus-
based neat OWA). Second, the method can be modified to 
keep as much as possible the stakeholders’ preferences 
(consensus-based possibility measure).  

In the development of the proposed methodology in 
[Deng2014], it was assumed that the market demand is static. 
In reality, market demand can be quite dynamic. Thus, a future 
work could consider the dynamic effects in the integrated 
problem.  

As for the work in [Kar2014], one can 
compare/integrate the proposed approach with other 
techniques (i.e. techniques like TOPSIS, VIKOR, ELECTRE) 
for group decision making in supplier selection problem. In 
addition, the performance of the integrated approach can be 
compared and extended on group decision making in the 
supplier selection domain. Furthermore, other theories (like 
multi-attribute theories, analytic network process, etc.) could 
be explored for possible application for supporting group 
decision making. Similarly, in [Deswal2015], TOPSIS can be 
used with fuzzy set theory to include linguistic terms of 
decision making. 

In [Rezaei2014] the authors recommended examining 
the general applicability of the supplier selection methodology 
in the airline retail industry. They proposed to integrate more 
supply chain activities such as procurement, purchasing and 
protocols between the stakeholders to better coordinate. 
Additional issues to deals with include how the coordination 
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between the stakeholders’ decisions can help to mitigate the 
risks such as delays in deliveries. 

Works dealing with green suppliers can be further 
extended. The authors in [Govindan2013] pose a number of 
additional issues that need additional research. For example, 
longitudinally are the results in their work associated with the 
greenest suppliers that are selected, confirmed months or years 
after the selection? Are the decisions that are made good ones? 
In [Fu2012], the authors suggested future research into a 
comparative analysis across multiple companies to determine 
the generalizability of GSDP relationships. 
 The data driven methodology in [Ofoghi2013] 
accepts data from a variety of sources of evidence (similar to 

the rankings of the participants in the six events of the 
omnium racing competition).These data can be used in various 
domains where epistemological prediction of certain outcomes 
are needed, like winning a medal, for a given dependent event 
(e.g., finishing the omnium in certain overall rankings). An 
example of such application domain is Resource Allocation 
problem in Financial Planning. 

As for the work on consumer behavior, the results 
from the study [Bae2010] should be generalized as the 
purchase behavior of customers were predicted for some 
specific products. 

Table 2: Summary of Results in ML-BC. 

Ref. ML Techniques Used Issues Addressed Limitations/Future Works 

Akın, Melda 
2015 [3] 
 

Decision Trees, n-Support Vector 
Regression, Multi-layer Perceptron. 
 

Monthly tourist arrival data to Turkey 
from different countries. 

Data from one country only. 

 
Ofoghi, 
Bahadorreza 
2013 [28] 

Utilization of statistical, machine 
learning-based, and probabilistic 
approaches. 
 

Implementation of ML techniques that 
assist cycling experts in the crucial 
decision-making processes for athlete 
selection and strategic planning in the 
track cycling omnium. 

No data used, theoretical result no 
data support 
 

Chai, Junyi 
2013 [8] 

Multi-criteria decision making 
(MCDM) techniques, Mathematical 
programming (MP) techniques and 
Artificial intelligence (AI) techniques 

Selection of suppliers using DM 
techniques. 

A survey paper of limited coverage of 
recent works. 

Govindan, 
Kannan 
2013[16] 

Applied techniques are mostly fuzzy 
based single model approaches.   

Supplier evaluation and selection, with 
green supplier evaluation that considers 
environmental impacts. 

Experimental designs, not just 
application validation, are needed for 
future research. Additional 
investigations in experimental 
settings are needed. 

Gretzel, 
Ulrike 2011 
[17] 
 

Theoretical discussions. Support tourist information search and 
decision making as well as work 
processes. The development of 
intelligent systems, which will likely 
increasingly permeate consumption and 
work processes related to tourism. 

Considers the tourism domain only. 

Deng, S., et 
al 2014 [9] 

Multi-objective optimization 
techniques. 

Integrated product line design and 
supplier selection.   
Joint-spacing mapping is used to help 
estimate market share of products and 
indicate positions of product variants. 

Static market data is used. 

Rezaei, Jafar 
2014[30 

Fuzzy analytic hierarchy process 
(AHP). 

Supplier selection in supply chain 
management. Select the most suitable 
supplier(s) that meet a company’s 
specific needs. 

Supplier selection in the airline retail 
industry only. 

Igoulalene 
2015 [20] 

Fuzzy consensus based possibility 
measure and fuzzy TOPSIS method. 

Addressed supply chain coordination 
and strategic supplier selection 
problems. 

Explore hybridization of the two 
consensus methods to obtain a new 
consensus and keep the stakeholders’ 
preferences as much as possible. 

Deswal M 
2015 [10] 

Multi-criteria decision making 
(MCDM). TOPSIS are used.  

Supplier selection in a semi-conductor 
industry 

Only theoretical discussion. 
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IV. MACHINE LEARNING FOR EDUCATIONAL DATA 

MINING (ML-EDM) 

 
In this section, we present some research works that use 
machine learning for educational data mining. Again, we 
follow the same structure of discussion as done in the previous 
two sections. 
The primary goals of an EDM system and its various 
components are shown in Fig.3. (adapted from [Romero2007] 
for illustration purpose). As shown in Fig.3. educators and 
students have different goals from an EDM system, which 
basically draws its inferences upon the data provided by the 
traditional class rooms and educations processes. As compared 
with the process outlined in Fig.1 the educational system can 
be compared with ‘business processes’ and the 
educators/students take the role of the decision makers. Table 
3 summarizes the reported works in ML-EDM. A more 
detailed discussion on the techniques are given below. 

 
 

 
Fig.3. The cycle of applying data mining in educational systems 

[Romero2007]. 

4.1 Issues in ML-EDM 
 

Siemens discussed the relationships between data and 
education, dividing the research in this respect into two 
research communities: Educational Data Mining (EDM) and 
Learning Analytics and Knowledge (LAK) [Siemens2012]. A 
good review paper in EDM is [Li2015] where the authors 
examined the research literature published in the last five 
years and constructed a systematic review of learning 
analytics. Another survey in EDM area is [Romero2010] 
where the authors classified each study in EDM not only by 
the type of data and DM techniques used, but also and more 
importantly, by the type of educational tasks they resolve. 

As outline in [Romero2010], the objective in EDM 
“is to be able to make recommendations directly to the 
students with respect to their personalized activities, links to 
visits, the next task or problem to be done, etc., and also to be 
able to adapt learning contents, interfaces, and sequences to 
each particular student.” 

Berland et al. investigated the relevance EDM 
techniques to help provide a basis for quantitative research on 
constructionist learning (a student-centered, discovery based 
learning) which does not abandon the richness seen as 
essential by many researchers in that paradigm [Berland2014]. 
Siemens built up a substantial base of techniques for analyzing 
discourse, social networks, sentiments, predictive models, and 
semantic content (they call as “intelligent” curriculum) 
[Siemens2012b]. 
 There are a number of tasks that various reported 
techniques in EDM tried to handle. One these tasks is 
predicting students’ performance. Xing et al. built a student 
performance prediction model with the goal of making the 
model both practical and understandable for users [Xing2014]. 
They used data from a collaborative geometry problem solving 
environment called Virtual Math Teams with Geogebra 
(VMTwG). The authors synthesized three approaches: 
learning analytics approaches, educational data mining (EDM) 
and HCI theory with the goal to develop more usable 
prediction models. 
 In another related work [Huang2013], the authors 
predicted students’ academic performance. They developed 
and compared four types of mathematical models to predict 
student academic performance in ‘Engineering Dynamics’ – a 
high-enrollment, high impact, and core course that many 
engineering undergraduates were required to take.  
 As students’ performance is strongly related to the 
knowledge they attain, a number of works in EDM have 
attempted to measure such knowledge levels. Levy and 
Wilensky[Levy2011] used educational data mining methods 
for detecting students’ knowledge-in-action and the broader 
question of how conceptual and mathematical forms of 
knowing interact in exploring complex chemical systems. The 
authors determined their expectations regarding the model’s 
mathematical behavior. It was found that conceptual 
knowledge of the fundamental causes underlying the system’s 
behavior impacts educational strategies. 
 Other works related to EDM include a deep study and 
interactive graphical representation for e-commerce in 
educational system [Murugananthan2016]. 
 
4.2 Techniques and Approaches in ML-EDM 

Various data mining methods have been used in ML-EDM. In 
this section, we briefly mention some of these techniques for 
the reported works discussed earlier. 

Four types of mathematical models including 
multiple linear regression (MLR), multilayer perception 
network (MLP), radial basis function network (RBF), and the 
support vector machines (SVM) were used in [Huang2013] for 
predicting students’ academic performance. 

Xing et al. demonstrated that connecting the structure 
of VMTwG trace data to a theoretical framework and 
processing that data using the GP (Genetic Programming) 
algorithms could outperform traditional models in prediction 
rate and interpretability [Xing2014]. They described a 
methodology that connected perspectives from learning 
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analytics, EDM theory and application to solve the problem of 
predicting students’ performance in a CSCL learning 
environment with small datasets. 

In [Murugananthan2016], the data model proposed 
was an agent based intelligent system that constructed the data 
model in the form of 3D cubes for every classification types.  
The cubical data models were given as the inbound inputs to 
the processing tools like OLAP, OPAC, etc.  
 
4.3 Appraisal of Methods in ML-EDM 

In this section, we critically evaluate some of the works 
discussed previously. This discussion forms the basis for 
future work in EDM. 

In [Xing2014], the authors did not consider the 
quality of ultimate artifacts or objects that may be generated at 
the end of a course. Researchers less familiar with the VMT 
(Virtual Math Teams) environment and without the experience 
for analyzing interactions in the environment may difficulties 
replicating the reported results in a different context. 

[Siemens2012b] only discussed theoretical 
approaches and no data were used. In addition, the work 
lacked comparisons with other approaches. The proposed 
models in [Murugananthan2016] have been demonstrated as 
the result for the selective datasets and have not tested with 
any universal data mining DB’s. 

The limitation of the method in [Levy2011] lies in the 
way data mining methods were used. The authors used expert 
knowledge to presume the indicators of knowledge, thereby 
limiting the possibilities of other factors. The authors should 
have used fewer assumptions, which in turn may enable the 
discovery of wider information. A stronger approach could be 
to utilize a larger set of factors related to students’ activities. 
Then, clustering can be used to form the labels on students’ 
behavior.  

The authors in [Huang2013] reported high average 
prediction accuracy (APA) of 81%–91%. The grades that a 
student earned in pre-requisite courses might not truly reflect 
the student’s knowledge of those topics. In addition, this study 
made no differentiation between norm-referenced and 
criterion-referenced scores in the data collected. 

 
4.4 Research Directions in ML-EDM 

Here, we provide some guidelines regarding future research 
approaches based on the discussions in the previous sections. 
We first describe the general guidelines in EDM that various 
researchers have suggested in the reported works. Then some 
specific research guidelines are provided. 

The authors in [Romero2010] suggested that, instead of 
the present reported individual proposals and methods, 
researchers should develop more unified and collaborative 
studies. They believe that in this way the full integration of 
DM techniques in the educational sector can become a reality. 

As a result, fully operative implementations of EDM tools 
could be made available for researchers, developers and for 
external users. Similarly, in [Berland2014], the authors argued 
that interdisciplinary subfields could make assessments more 
feasible in large scale. This approach may enable the creation 
of smarter technologies for real-time feedback, streamlining 
and optimizing the process of giving feedbacks to students. In 
turn, this approach can offer researchers a deeper insight into 
the learning processes in constructionist learning 
environments. 

Some comments are now made regarding the reported 
works and their possible improvements. The study in 
[Xing2014] considered the quantitative aspect of the data. A 
possible future work could be to incorporate qualitative aspect 
into the models. For example, using natural language 
processing to process the chat logs of students, and then 
adding more factors to the community dimensions to see 
whether it can improve the prediction rate. Also, more 
experiments could be done in other learning environments 
using this methodology and test its transferability. 

The 3D cubic data model proposed in 
[Murugananthan2016] can be applied as data visualization 
techniques in Big Data Analytics or in traditional DMM. In 
[Levy2011], Levy and Wilensky suggested that future research 
work should address the differences among the different 
models where the models differ in the type of prior knowledge 
used. The authors commented that students could employ 
various strategies in exploring the models, this in turn could 
result in different conceptual and mathematical challenges. 

The authors in [Huang2013] utilized eight cognitive 
factors to develop the predictive models. The accuracy of the 
predictive models could possibly be increased by considering 
more factors. Such factors include some psychological factors 
such as learning styles, self-efficacy, achievement goals, 
motivation and interest, teaching and learning environment, 
etc. 

V. CONCLUSION 

In this work, we have reviewed state of the art research works 
in machine learning based support systems. Systems in two 
key areas, namely business and educational sectors, are 
covered, as these two sectors represent the base and the 
outcomes of a society. We have attempted to critically 
appraise the reported methods, instead of just listing them. The 
current paper can benefit researchers in ML based support 
systems in identifying key issues to work on. 
 
Acknowledgment  
 
This work was supported by the Deanship of Scientific 
Research, project no. 3176, Qassim University, Saudi Arabia. 
 

  

 

305 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



(IJCSIS) International Journal of Computer Science and Information Security,  
Vol. 15, No. 3, March 2017 

  

Table 3: Summary of Results in ML-EDM. 

Ref. ML Techniques Used Issues Addressed Limitations/Future Works 

Siemens, 2012 [33] Theoretical discussions. Educational Data Mining (EDM) and 
Learning Analytics and Knowledge 
(LAK). 

No data was used. Only theoretical 
discussions. 

Li, Kam Cheong 
2015 [24] 
 

Analysis and learning analytic 
methods. 

Examine the research literature published 
in the last five years and construct a 
systematic review of learning analytics. 

No comparisons made with other 
techniques. 
 

Romero 2010 [31] 
 

Data Mining technique used A survey of collecting and consulting all 
the published bibliography in EDM area. 

No general tools or reusing tools 
that can be applied to any 
educational system. 

Berland, Matthew 
2014 [6] 

Quantitative research.  Quantitative research on constructionist 
learning. 

Authors integration of 
constructionist pedagogical 
approaches with EDM only, it 
should be made general. 

Siemens, George 
2012 [33] 
 

Learning analytics 
approaches. 

Proposed an integrated and holistic vision 
for advancing learning analytics as a 
research discipline and a domain of 
practices. 

Just theoretical approach, no data 
used. No comparison is made with 
other approaches. 

Murugananthan,2016 
[27] 

Construct the data model in 
form of 3D cubes, with 
inbound inputs to the 
processing tools like OLAP, 
OPAC. 

A study and interactive graphical 
representation for e-commerce in 
educational system. 

Proposed models were 
demonstrated for the selective 
datasets and were not tested with 
any universal data mining DB’s. 

Levy, Sharona T 
2011[23] 
 

Data mining methods for 
detecting students’ 
knowledge-in-action. 
 

Detecting students’ knowledge-in-action 
and the broader question of how 
conceptual and mathematical forms of 
knowing interact in exploring complex 
chemical systems.    

Should have used fewer 
assumptions, which in turn may 
enable the discovery of wider 
information. 

Huang, Shaobo, 
2013 [19] 

Predictive mathematical 
models: multiple linear 
regression, multilayer 
perception, radial basis 
function network and support 
vector machine. 
 

Predicting student academic performance 
in core courses that many engineering 
undergraduates are required to take.  

The predictive models only take 
into account eight cognitive factors. 
The study made no differentiation 
between norm-referenced and 
criterion-referenced scores in the 
data collected. 
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Abstract— Communication is essential in every human 

activity it enables a person to express one’s thought. There 

are different ways on how to convey the message to another 

person or a group, still interpretation of this messages are 

misinterpreted and worst the receiver of the message cannot 

make sense of the message at all. In the advent of 

technology, different tools and platform started to emerge 

to make communication better and faster. This paper 

discusses the theory, research and sociality discerned 

through Twitter. The data set used were retrieved from 

twitter between the midnight of Monday, February 27, 

2017 and the morning of February 28, 2017. The extracted 

tweet were analyzed, identifying the top trending topic of 

the day #Oscars, analyzed the characters within and 

discovered tweet and tweet entities utilizing Frequency 

Analysis. The lexical diversity of the tweet was computed 

and histogram was used to visualize the frequency of data. 

Future directions for social trends includes the following: 

testing on how twitter conversation and topics affects a 

specific community or decision on controversial issues; 

implement an additional approach; and utilizing the 

sociality discerned through Twitter in predicting behavior 

of a person or a group of people and in other field that 

resolve human activities and interaction. 

 

1. INTRODUCTION 

 

“Communication is a basic human activity” and 

“enables us to connect with each other” [5] Michael 

Langley, (2016). There is no doubt that 

communication plays a vital role in our everyday 

lives. It is the foundation of all human relationships. 

As the years go by, communication evolves as 

society moves forward into the digital age. People are 

increasingly being dependent on digital information 

and this encouraged the emergence of a new platform 

to communicate. Social networking sites seems to 

dominate the digital space. Social networking spaces 

allows people to create their own personal profile that 

can be accessible by other people via internet. The 

significant development connected to social media is 

the numerous users of a commerce-oriented 

technological development, social network sites, such 

as Facebook, Instagram, Linkedln, Pinterest, Flickr 

Tumblr, Twitter and many more.  

 

People reconstruct their network of friends in the 

virtual world and dominates the web usage. It attracts 

attention, despite of concepts and the initiative of 

different researchers to create research in this 

phenomenon, little percentage focus behind the 

computation and theory which made possible to 

connect people in the cyberspace. There are many 

aspects that makes this technology successful and 

fond to use.  

 

In this paper, the researcher focused on taking 

advantage of the available information in the web and 

review the technology behind how social networking 

sites discern trending topics. To take advantage and 

to know the people needs and convert this tool into a 

powerful mechanism that bridge their business to 

engage and understand their customers through social 

networking sites. 

 

This paper presents the theory, research and 

sociality discerned through social networking sites. 

Analyzing one of the most commonly used social 

networking sites in the Philippines, Twitter who 

make “trending” and “hashtags” popular in the digital 

space, the researcher explores an exciting field of 

study that reveals how information behaves using 

frequency analysis technique determines the most 

common topics being talked about in the cyberworld. 

 

2. RELATED WORKS 

From a social networking sites standpoint, the 

wealth of data that it stores about the individuals, 

groups and product gives a great opportunity to 

synthesize everything and turned into a valuable 
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insights as stated by Russell (2013).[11] The 

researcher acclimated to the journey towards 

discerning the sociality in the trends. However, it is 

very common to misinterpret the purpose or usage of 

a social networking site. It seems appropriate to 

discuss first how we define Twitter. 

 

According to  Fried, (2011) the twitter chairman 

/ CEO Jack Dorsey cannot define what his own 

creation is. The researcher quote Jack Dorsey 

“Twitter, he said, is different things to different 

people. “Twitter is the world”. This definition as 

perceived could built a new dimension or a world in 

the computer system that supports the message of the 

founder [3]. In addition, in the biography written by  

Biography.com Editors, (2015) it was stated in the 

article that the creation of twitter which was formerly 

called Obvious, Dorsey approached Silicon Valley 

called Odea and pitched the concept and we quote. 

“He came to us with this idea: ‘What if you could 

share your status with all your friends really easily, 

so they know what you’re doing?”. Within two weeks 

after presented the idea, Dorsey had built a simple 

site where he execute his mission and vision where 

users could instantly post short messages up to 140 

characters or less, known today in a Twitter parlance 

as “tweets” [1].  

 

On the other hand, Facebook perhaps is the heart 

of the social web and somewhat an all-in-one 

wonder, Facebook is unquestionably the largest 

social network in the world, according to the latest 

statistics and facts,  Popper & Erlick (2017) stated 

that the company has shown steady growth when it 

comes to user and its revenue, with reported more 

than 1.23 billion people use the social network every 

day, and 1.15 billion log in from mobile devices each 

day. It was projected at the current growth rate it will 

hit 2 billion monthly active users by the middle of 

this year [9]. Facebook defined by  TechTerms 

(2008) was just created to provide an easy way for 

friends to keep in touch and for individuals to have a 

presence on the web without needing to build a 

website. From the vision of the CEO and co-founder 

Mark Zuckerburg, Facebook was noticed and has 

connected friends and families across the globe 

[13].On Swisher & Wagner (2017)  emphasized that 

“Today we are close to taking our next step. Our 

greatest opportunities are now global-like spreading 

prosperity and freedom, promoting peace and 

understanding, lifting people out of poverty, and 

accelarating science,”[12] In addition Zuckerburg 

wrote. “Our greatest challenges also need global 

responses-like ending terrorism, fighting climate 

change, and preventing pandemics. Progress now 

requires humanity coming together not just as cities 

or nations, but also as global community”,  Quartz 

(2017). [10] 

 

Every social networking sites have distinct 

features and each platform has different focus on 

dealing with their business and operations. Still there 

are a lot of similarities on their features and one of 

this is they are capable to show users which topics, 

photos, videos and posts are trending or as of the 

moment talked of the town. Virtually all analysis 

boils down to the simple exercise of counting things 

and showing people the most numbered views, likes 

and shares. It seems simple when you think how can 

they determine it but  how to translate it in the 

computer system is a different thing.  Russell (2013) 

shares and discussed the incredible feature behind 

this amazing technology in both Twitter and 

Facebook [11]. The researcher was able to 

understand that even if it works the same on the 

perspective of the user when they use a computer, it 

is not the same at the back of it when you try to look 

on the perspective of a developer. Although 

Facebook is at the top of all social networking site, as 

of 2017 statistics, the researcher focused on the 

network that according to  Patterson (2014), the 

network that brought us the hashtag is Twitter and it 

is the most popular site to use it on. In their feature 

users can easily find the trending topics on the left 

hand side of the Twitter interface [7]. 

 

In the study of  Manning et. al (2009) which 

discussed information retrieval and states that, “A 

query in which the terms of the query are typed 

freeform into the search interface, without any 

connecting serach opeartors. This query style is 

extremely popular on the web, views the query as 

simply a set of words. A scoring mechanism is to 

compute a score that is the sum, over the query terms, 

of the match scores between each query term and the 

document.”[6] Furthermore, the researcher assign to 

each term in a document a weight for that term, that 

depends on the number of occurences of term in the 

document. Then it will be simply compute a score 

between a query term t and a document d, based on 

the weight of t in d. The simplest approach to assign 

the weight to be equal to the number of occurences of 

term t in document d. This weighting scheme is 

refererred to as term frequency and denoted as: 

 
 
 
 
 
      
 

FIGURE I. TERM FREQUENCY FORMULA 
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Fig. 1 shows the term frequency formula that is 

famously known in the literature as the bag of words 

model.  

 

The application of this formula in Twitter when 

it comes to identifying top topics, photos, videos and 

post had different terms depends on the platform and 

behaves differently when it comes to execution of the 

programmers logic and algorithm.  Manning, 

Raghavan, & Schutze (2009) emphasizes on their 

paper that the collection of frequency (cf) and 

document frequency (df) behave differently, as in this 

example from the Reuters collection. 

 
TABLE I. SAMPLE COLLECTION FREQUENCY AND DOCUMENT 

FREQUENCY 

 
Word cf df 

try 10422 8760 

Insurance 10440 3997 

3. METHODOLOGY 

Communication can be in different form, from 

written, non-verbal, visual and communications 

utilizing a social networking sites. Given the rise in 

the popularity of this sites, it seems only natural to 

ask what is the trending topics today? Twitter is the 

social networking site considered in identifying 

trending topic for the day. The platform that provides 

social information has been driven by their ability to 

help users manage, organize and share online 

resources because humans want to be heard, wanted 

to satisfy curiosity, wanted it easy and wanted it now.  

 
 

 

 

 

 

 

 

 

 

FIGURE II. PIERCE’S TRICHOTOMY OF SIGNS 

 
Fig. 2 shows Peircian model  Ghode (2017) 

emphasizes that for a sign to exist, it must consist of 

all three part (the object, representamen and the 

interpretant) and the interaction between them is a 

process Peirce termed semiosis [4]. He described this 

process as an action, an influence, which is, or 

involves, a cooperation of three subjects, such as a 

sign, its object and its interpretant, this tri-relative 

influence is not being in any way resolvable into 

actions between pairs, Peirce (1932).[8] 

 

 
 

FIGURE III. FRAMEWORK ADOPTING PIERCE’S TRICHOTOMY OF 

SIGNS 

 
Fig 3 shows the representation of the process to 

discern the theory and sociality in Twitter. With an 

authorized API connection in place, trending topics 

was explored to uncover sociality in social 

networking sites. Among the things that the 

researcher analyzed are trending topics in the 

Philippines, search for tweets, extract a single tweet 

from the search results and stored in a variable. The 

researcher distill entities and the text of the tweets 

into a convenient structure for further examination 

and then extracts the text, screen names, and hashtags 

from the tweets that are collected, analyze tweets and 

tweet entities with frequency analysis and computed 

the lexical diversity of tweets. Finally, the researcher 

discussed the value of this collaboratively generated 

data and used Pierce’s trichotomy of signs to 

represent a concept. 

3.1 RETRIEVING DATA IN TWITTER 

  Our analysis was performed on the data 

retrieved from Twitter, which the researcher 

retrieved. Data was gathered between the midnight of 

Monday, February 27, 2017 and the morning of 

Monday February 28, 2017. 
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 We begin by retrieving trends in the Philippines 

by searching first the (WOE) ID, which can be search 

in the Where On Earth ID system, Elliot (2017), it is 

an API unto itself that aims to provide a way to map 

a unique identifier of any place on Earth. The 

following text is used to retrieve raw result of the 

trending topics [2]. 

 

 
 
 
 
  

 

 
 
 
 
 
 

 
 

         
 
 
 
 
 

 
 

 

 
FIGURE IV. RETRIEVING TRENDS 

 
Fig. 4 shows  a semireadable response that is the 

retrieved collection of the trending topics in the 

Philippines in Java Script Object Notation (JSON) 

formatter and validator 

(https://jsonformatter.curiousconcept.com/), before 

proceding further, the researcher format the response 

to be more easily readable using the results retrieved 

contains a URL  for a trend represented as a search 

query that corresponds to the hashtag (#). The 

trending topics retrieved on the day that the data was 

collected are shown in the figure 5 below: 

 
         
 
 
 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

FIGURE V.  TRENDING  TOPICS IN THE PHILIPPINES 

 
The idea behind was harnessed by the researcher and 

described how it works behind its users, JSON 

formatter and validator shows the name, url, 

promoted content, the query and the tweet volume a 

snippet of the code is shown below. 
 
 
 

 

FIGURE VI.  NAME, URL, PROMOTED CONTENT, QUERY AND 

TWEET VOLUME OF A TREND 
 
Fig. 6 shows that a particular trend can be identified 

by its name and redirects its user in a particular 

content and it counts the number of times people 

visited the url provided in a particular hashtag. 

Moreover,  as described by  Russell (2013), JSON 

provides a way to arbitrarily store maps, lists, 

primitives such as numbers and strings, and 

combinations thereof. In a brief analyzation, the 

researcher can theoretically model just about 

anything with JSON whatver you desire to do so 

[11]. 

<?php 
 
require_once('TwitterAPIExchange.php'); 
  
/** Set access tokens here - see: https://dev.twitter.com/apps/ **/ 
 
$settings = array( 
 
    'oauth_access_token' => "2832580312-
CoNuwXnNscEEJAmAhqKFltpxbXqd3PFrkDi5Uno", 
 
    'oauth_access_token_secret' => 
"HlAAuFozVBuF5DQ2gDHseMiuOglV5iz0DX1nnlZKkV6BZ", 
 
    'consumer_key' => "sJOsjnc8e3Gs2mXfWJtvKwVwu", 
 
    'consumer_secret' => 
"K3oO4AkYRPJR0JtD37oA3W3XDpx86VhIlQ6k6vscJ6ZsjetQbS" 
 
); 
  
//**** TRENDING TWEET 
 
$url = "https://api.twitter.com/1.1/trends/place.json"; 
  
$requestMethod = "GET"; 
  
$getfield = '?id=23424934'; 
  
$twitter = new TwitterAPIExchange($settings); 
 
$json_string = $twitter->setGetfield($getfield) 
             ->buildOauth($url, $requestMethod) 
             ->performRequest(); 
 
echo $json_string; 
 

International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 15, No. 3, March 2017

312 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



 
3.2 SEARCHING FOR TWEETS 

 
 One of the common items between the sets of 

trending topics as shown in Fig. 4 turns out to be the 

hashtag (#) symbol. The researcher used #Oscars as 

the basis of search query to fetch some tweets related 

to Oscars that will be used for further analysis and 

exploration of social trends. The researcher extracted 

from the list a single tweet and stored in variable. The 

figures below shows the data retrieved. 

 

 
         FIGURE VII.  STATUS TEXT 

  
Fig. VII shows only fifteen (15) current status text on 

the time the researcher is writing this paper which is 

posted by different people relating to the topic about 

#Oscars. 

 
 
 
 
 

 
  
 
 
 
 
 
 
 

 
FIGURE VIII.  SCREEN NAMES 

 
Fig. VIII shows the  fifteen (15) screen names used 

by the people who posted the retrieved status text as 

shown in Fig VI. 

 
 
 
 
 

Table 2.  Word Count 

 
 

 

Word Count Word Count 
RT 13 Https:// 1 
#Oscars 12 @Fon_Reloaded 1 
a 5 una 1 
en 4 imagen 1 
the 4 https://t.co/pKon 1 
los 3 @OSWALDRIOS 1 
I 3 resumidos 1 
this 2 19 1 
Is 2 racismo 1 
Naija 2 hay 1 
had 2 Nomination 1 
in 2 0 1 
Happened 2 vittorie 1 
wat 2 17 1 
it 2 mia 1 
e 2 vita 1 
la 2 ci 1 
to 2 impeachment 1 
me 2 #impeachtrump 1 
no 2 diventerebbe 1 
handled 2 dicen 1 
mix-up 2 que 1 
have 2 ya 1 
how 2 te 1 
you 2 Cuando 1 
Los 2 @gerdalomc 1 
was 2 della 1 
#oscars 2 @IamSteveHarvey 1 
If 2 @Iniciativa 1 
#trump 1 Nuestra 1 
@jaser182 1 #CaptainMarvel 1 
@lin-manuel 1 Priyanka 1 
#Oscars 1 @BrieLarson 1 
#theresistance 1 contra 1 
La 1 el 1 
#russiangate 1 acoso 1 
fosse 1 apoyo 1 
ideals 1 su 1 
#resist 1 #CaseyAfleck 1 
Se 1 por 1 
for 1 @badestoutfits 1 
I’m 1 bad 1 
film 1 mixup 1 
@ACLU 1 @FoxSoccer 1 
wearing 1 And 1 
an 1 thought 1 
ribbon 1 @weirddornotharry 1 
ACLU 1 Name 1 
https:// 1 wait 1 
#nodapl 1 I’ll 1 
fights 1 duo 1 
rights 1 more 1 
now 1 iconic 1 
Incredible 1 hacia 1 
fighting 1 las 1 
because 1 #OscarsMistake 1 
they’re 1 Call 1 
American 1 Warren 1 
locandina 1 award 1 
Avengers 1 Cameo 1 
vigilante 1 @TheRealStanLee 1 
durante 1 No 1 
de 1 Best 1 
dos 1 Beatty 1 
EEUU 1 can 1 
Pero 1 @funder 1 
ponen 1 Time 1 
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Table  2 shows  that the entities with a frequency 

greater than two are interesting, the result reveals that 

“RT” outnumber other words at table 2 showing that 

it was a very common token  implying that there 

were a significant number of retweets . The #Oscars 

was able to gain a numerous token and also at the top 

together with “RT” . Finally, as expected, the 

extracted tweet #Oscars and a couple of case-

sensitive variations dominated the single extracted 

tweet that was being experimented, a data processing  

is essential to normalize each word, screen  name, 

and hashtag to lowercase when tabulating frequencies 

since there will inevitably be variation in different 

tweets. 

 
4. RESULTS AND DISCUSSION 

 

 As the paper further investigate social trends it 

was able to discern the advanced measurement that 

involves calculating simple frequencies and was 

applied to unstructred textin this metric is called 

lexical diversity. The concept can be discerned 

mathematically, this is an expression of the number 

of unique tokens in the text divided by the total 

number of tokens in text. This definition can be 

correlated to the weighing scheme also know as term 

frequency, denoted and shown at Figure 1. Term 

Frequency Formula. Lexical diversity as stated by  

Russell (2013) is an interesting concept in the area of 

interpersonal communications because it provides 

quantitative measure for the diversity of an 

individual’s or group’s vocabulary [11]. This can be 

worth considering primitive statistics for measuring 

how broad or narrow the subject matter that an 

individual or group discusses. For exploration and 

research purposes it would be interesting to measure 

if there is signinficant difference between the lexical 

diversity of the two controversial movies, La La Land 

and Moonlight comparing the conversation of people 

on what happened during that moment and will 

compute #Oscars lexical diversity as well. 

 

 
 
 

FIGURE VIII. #OSCARS LEXICAL DIVERSITY RESULT 

Fig. VIII. Shows the result of the computed lexical 

diversity of #Oscars. In the figure, the following 

observation is worth considering in the results: 

 

a. The lexical diversity of the words in the text 

of the tweets is around 0.82. It can be 

perceived that each status update has 82% 

unique information. Given that the average 

number of words in each tweet as indicated 

in the status text is around 17. It can be 

discerned that there is about 14 unique 

words per tweet. The #Oscars shows that 

there are a lot of people would want to 

convey message on the said hashtag. 

b. The lexical diversity of screen names, 

however, is even higher, with a value of 

0.93, which means that most people are not 

providing the same responses for the 

#Oscars. 

c. The lexical diversity of the hashtags is 

extremely low at a value of around 0.41, 

indicates that very few term can be coined in 

#Oscars.  

 
 

FIGURE IX. #MOONLIGHT LEXICAL DIVERSITY RESULT 

 
Fig. 9 Shows the result of the computed lexical 

diversity of #Moonlight. In the figure, the following 

observation is worth considering in the results: 

 

a. The lexical diversity of the words in the 

text of the tweets is around 0.51. It can 

be said that each status update has 51% 

unique information. Given that the 

average number of words in each tweet 

as indicated in the status text is around 

16. It can be discerned that there is 

about 8 unique words per tweet. Based 

on the data #Moonlight is a trending 

hashtag that solicit a response has a 

fewer words compared to #Oscars and 

#Lalaland. Still they hold the title but 

not in the computation of its lexical 

diversity. 

b. The lexical diversity of screen names, 

however, is even higher, with a value of 

0.93, which means that most people are 

not providing the same responses for 

the Moonlight. 

c. The lexical diversity of the hashtags are 

extremely low at a value of around 0.39, 

indicates that very few term can be 

coined in #Moonlight.  

 
 

International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 15, No. 3, March 2017

314 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



 
 

FIGURE X. #LALALAND LEXICAL DIVERSITY RESULT 
 

Fig. 10 Shows the result of the computed lexical 

diversity of #Lalaland. In the figure, the following 

observation is worth considering in the results: 

 

a. The lexical diversity of the words in the text 

of the tweets is around 0.65. It can be 

perceived that each status update has 65% 

unique information. Given that the average 

number of words in each tweet as indicated 

in the status text is around 14. It can be 

discerned that there is about 9 unique 

words per tweet. The researcher sense that 

based on the data #Lalaland is a trending 

hashtag that solicit a response that has 

more vocubulary and that there is many 

words that a particular person wants to 

convey and compared to #Moonlight in the  

world of lexical diversity #Laland has  

more unique words and it shows that it is 

talked of the town compare to #Moonlight 

in this experiment. 

 

b. The lexical diversity of screen names, 

however, is even higher, with a value of 

0.93, which means that most people are not 

providing the same responses for the 

#Lalaland. 

 

c. The lexical diversity of the hashtags is 

extremely low at a value of around 0.59, 

indicates that very few term can be coined 

in #Lalaland.  

 
4.1 VISUALIZING FREQUENCY DATA WITH 

HISTOGRAMS 

 

 This paper reveals insight into the underlying 

sociality discerned in Twitter, frequency distribution 

also known as frequency formula shown in Figure 1 

is the key and the approach taken to identify the most 

popular tweet in Twitter. To visualize frequency data 

histograms was used to plot data taken. This is an 

easiest way to represent tuple where each tuple is a 

(word, frequency) pair. The x-axis value corrrespond 

to the index of the tuple that was retrieved by the 

researcher and the y-axis correspond to the frequency 

for the word in that tuple.  

 

Table 2. Word Count shows where the maximum and 

the minimum value on the table to compute for the 

range by simply subtracting the two value. After such 

decision on how many intervals to set by counting the 

records in the table and get the square root of the 

number of observations, it is ideal to use a round 

number. The interval width should be approximately 

equal to the range divided by the number of intervals 

and the following table was analyzed using excel and 

was able to generate the histogram by using the data 

analysis feature. Results are shown in the figure 

below. 

 

FIGURE XI. WORD RANK 

 
Fig. 11 shows the plot displaying the frequency of 

words computed and analyzed by simply identifying 

the maximum and the minimum value on table 2 and 

utilized excel to generate the histogram. It can be 

gleaned that there are 105 words that are used once in 

the data retrieved by the researcher about #Oscars. It 

can be stated that based on the result #Oscars has a 

large volume of people that uniquely brought up idea 

about the topic that shows high side for lexical 

diversity of ordinary human communication. Given 

the nature of data, it shows that it is difficult to 

discern people’s sentiment or common interest in this 

kind of result. 

 

 
   FIGURE XII. HASHTAGS  
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Fig. 12 shows  the number of times a particular 

hashtag appears. In this case, it can be seen that Oscars 

apparently capture the attention of the users because of 

the result in this figure. 

 
 

 
 

FIGURE XIII. SCREEN NAMES 

Fig. 13 shows the number of times a particular screen 

name appears. It can be interpreted that no similar 

screen names appeared on our data tested and all the 

screen names are identical and unique users. 

 

 

 
 

FIGURE XIV. RETWEET 

Fig. 14 shows a histogram of retweet frequencies. The 

figure reveals a high retweet count that shows meeting 

of the minds between users and people apparently 

share the same sentiment and common interest. This is 

one of the primary data structure that supports human 

interaction, and needs further analysis. 

 
5. CONCLUSIONS 

 The researcher discerned from an analytical 

standpoint is that counting is generally the first step 

in all complicated mathematical calculations. This is 

the key to a meaningful quantitative analysis on this 

study. Although basic frequency analysis is easy and 

simple it is a powerful tool that leads to unimaginable 

technology of today and many advance research and 

technology depends on it. These modest technique 

leads to the following conclusions: 

 

(a) Term  frequency captures values and 

generate a list of comprehension. The 

generate word, hashtags, screen name and 

retweet count to display popular tweets are 

usually coined as trending topics. 

 

(b) Identifying trending topic is a valuable one 

because it allows users to create a concept 

that leads to discover a group of other users 

that apparently share the same sentiment or 

interest. This can be a good platform to 

understand each other and create a 

symbology that represent a concept. 

 
6. RECOMMENDATIONS 

 

The data that was used to discover the research, 

theory and the sociality discerned in Twitter led to 

the following recommendation which the researcher 

foresee in the next generation of technology: 

 

(a) The ability of twitter to capture the number 

of times a word was able to post or 

mentioned. This can be a good tool to track 

the behavior of the user and can be a 

precise crime-fighting tool in the future. 

 

(b)  Trending topics can help to identify 

important conversations within a 

community. It can be a powerful tool to 

decide on a controversial issue and as more 

and more are getting connected to each 

other collaboration can be a new direction 

on this platform. 
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Abstract—Artificial life is a field where researchers evaluate
natural life related system, its processes, evolution to use its
different field of applied science. Simulated model of artificial
life that shows living behaviors of organisms virtually that is
considered the addressing questions of this research. A virtual
ecosystem called Biogenesis which simulates several processes
that involves in the evolution of unicellular organism of nature.
With no enough definition of life, this model is represented
artificial creatures whose tried to achieve living characteristics
from its simulated ecosystem. In this work, proposed biogenesis
model is implemented in biogenesis x mode model by combining
some feature of the biogenesis color mode model that simulates
artificial creatures in the virtual ecosystem. Then we analyze
possible outcome of proposed biogenesis model and compares
the result with traditional biogenesis model, biogenesis x mode
model and biogenesis color mode model. Then, it shows that
this proposed biogenesis model is more interactive to represent
life-like attributes than traditional biogenesis model, biogenesis
x mode model and biogenesis color mode model.

Keywords—Artificial Life, Organism, Population, Segment,
Gene, Genetic Code, Atmosphere

I. INTRODUCTION

Life is a characteristic that distinguishes physical entities by
containing self-sustaining and biological processes. Various
forms of life exist in the environment such as plants, animals,
fungi, protists, archaea, and bacteria. Simulation of living
organisms is a great attempt to synthesise and understand
life-like behaviors. Chris Langton is the founder of the
research discipline known as artificial life [1]. He defines
the subject as the study of man-made systems that exhibit
behaviors, characteristics of natural living systems. There are
defined two types of artificial life which are called weak
artificial life and strong artificial life. Proponents of weak
artificial life represent life by developing synthetic models
associated with living organisms on computer and other
artificial media. But it does not demand that any parts of their
models are actually living themselves. On the other hand,
proponents of strong artificial life claim that the end product
will be deserved the term ’living’ as biological organisms by
instantiating such processes in artificial media. It must be
embedded within a physical, symbolic environment that is
provided by a computer program might be enough for this
purpose.

There are remaining many philosophical and practical
obstacles to create artificial life. A major problem is to
consider the enormity of life in terms of the numbers of
molecules and billions of years over evolution which has
been proceeding in the biological world. Another argument
concerns the nature of the major evolutionary innovations in
biology, which provides organic evolution with an unlimited
supply of phenotypic novelty.

A computer model that can represent the essential materials
of the real world. If there is simulated a model of artificial life
with different properties, it might be expected complex forms
to emerge in a complex environment. The potential benefits
of this work is contributing to our scientific knowledge of
biological evolution. Even if we are ultimately unsuccessful
to reach the grand goal of synthesising artificial life, but
the nature of the ways will be instructive. Most of the
models are used as systems in evolutionary biology and
ecology. When the system is designed a model, those
systems are tracked the changes in macroscopic measures.
So, it is hard to build model incomplete mixing and
spatial inhomogeneity. This type of research can enable
to evolve an unlimited variety of complex adaptations is
obvious significance in areas such as artificial intelligence,
machine learning, evolutionary computation, computer games.

In this paper, we represent our work in a different section.
Section I represent the introductory overview of this work.
Section II shows previous related works in this field. Then,
Section III describes our proposed biogenesis model which
is integrated, modified from different version of biogenesis.
Section V shows a possible outcome of proposed biogenesis
model and compare this with the outcome of existing biogen-
esis models. Section VI summarized the contents and future
plan of this work.

II. RELATED WORKS

The concept of ecosystem first appeared by ecologist
Tansley in an article which assess the correlation between
the organism and its environment [2]. The behavior of
artificial creatures impacts significantly by the environment.
The movement of the organism plays an important role and
most active and diverse research in the biological field [3].
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Craig Reynolds explained how to simulate and animate the
behavior of flocks and herds that are based on the actor
model of distributed computation in 1987 [4]. Millar created
a model of the mass-spring system in snacks and worms
[5]. Zelter and McKenna developed a Hexapod model using
biologically-based control schema [6]. Drougoul showed
a multi-agent simulation of ant colonies that is based on
reactive agents [7]. A lot of different work about evolving
behaviors of artificial creatures in three- dimensional, physical
environment are based on Karl Sims [8]. He also presented
a system which is created virtual agents by genetic language
[9]. Some of work was developed to study the evolution
of different behaviors like light following behaviors [10]
[11] [12] [13], predator-prey co-evolution [13] [14], foraging
behaviors [15] [16] [17] in virtual ecosystem. Chaumout
provided one of the first examples of foraging supported
evolution for three legged animals that are physically
simulated in a complex environments. Some creature has
bizarre morphology and different from real animals. Cliff
has simulated co-evolution between a predator and prey.
Palmer has developed an evolutionary track between two
spider species during interacting with them [18]. Xiaoyuan Tu
showed artificial fishes where each animal was represented
as autonomous agent [19]. The agent control was divided
into perception, intention generator, behavior and motor
control. Besides, his original work was extended including
learning and better perception simulation. Dickerson proposed
fuzzy cognitive maps to simulate a virtual environment [20].
Kandroop presented the simulation of growth and forms of
sponges and corals [21]. Blumberg described a system of
user interaction with animated virtual dog and other creature
[22]. Technosphere is an another interesting work which
allows people to create virtual creatures and monitor their
evolution. Recently, Ito represented a model on the 3D
simulated environment that interacts between evolutionary
dynamics and population using an artificial life approach [23].

III. PROPOSED BIOGENESIS MODEL

Biogenesis is an open source platform that simulates the
evolution of unicellular organisms [24]. The idea of biogenesis
is taken from primordial life. Proposed biogenesis model is
implemented in biogenesis x mode model with some features
of biogenesis color mode model [25] [26]. Both of them
modified version of traditional biogenesis model [24]. The
goal of this work to improve the performance of showing life-
like behaviors like self-replicating reproduction, interacting
with other organisms, regulating genes of organisms rather
than other Biogenesis models (traditional biogenesis model,
biogenesis x mode model, biogenesis color mode model).
So, to fulfill our mission, we analyze and modify existing
biogenesis models by increasing number of color segments
and change some configuration parameters of biogenesis and
improve its performance compare to the different version
of biogenesis model. Figure 1 shows the architecture of
proposed biogenesis model. There are implemented different

types of elements which mimic the real world in the virtual
ecosystem that describes briefly as follows:

Enviro
nm

en
t

Perceptions 

Actions

Genetic Code

Reproduction 
System

Metabolism 
System

Developmental System

Fig. 1: Proposed Biogenesis Model Architecture

A. The World

The world is a discrete two-dimensional spatial
environment. It consists of organisms, atmosphere and
different actions (behaviors) in the world [24] [26] [25].
The spatial space is considered as the fluid. So, organisms
can move around the world using their cilia that contains
cyan segments. At the start of each unit of time, a number
of instructions are started to create new organisms, energy,
and analysis the simulated world. The organism is tried to
represent several interactions like track, feed, weaken, kill,
copy, reproduce and rejuvenate. However, some instructions
are necessary to maintain organisms movements, collisions,
time in the environment.

B. Atmosphere

An atmosphere is a layer of gasses that held by the gravity
and surrounds the world or other material bodies [24] [26]
[25] . It provides sufficient energy to the organisms. It
contains oxygen and carbon dioxide gasses. Oxygen is a
secondary product of the photosynthesis that occupies green
segments and all organisms use it in the respiration process.
On the other hand, carbon dioxide is the primary source
of carbon for the organisms and the major factor in every
metabolism. It is produced as a result of respiration and is
consumed in the photosynthesis process.

C. Organism

Organism is the phenotypical representation of living being
by genotype(genetic code) [24] [26] [25]. Since the world has
begun, a number of generations that have exist by counting
its descendants. It is achieved living behaviors and analysis
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interactive performance of the world.

Organism has contained energy for usual activities that
achieved from different resources. Each segment has con-
sumed energy to maintain different kinds of activities like
organism’s longevity, reproduction of descendants. By touch-
ing some specific segments of others, energy can be lost of
an organism. If organism is growing, then update the energy
contained in the body using following equation 1 & 2.

Ecom = (1 +BBEF ) ∗
10−GR

10
∗ ER (1)

Emin = BBEF ∗ 10−GR

10
∗ ER (2)

Where Ecom and Emin are comfort and minimum energy
of organism. Besides, BBEF , GR, ER are denoted as body
bound energy fraction, growth ratio, energy of genetic code
for reproduction. Growth of the organism is considered how
to increase size of the organism at a time. In Biogenesis,
mass and inertia of the organism and accelerate growth
functionality using following equation 3 & 4.

m = 2 ∗
√
m

M
(3)

i =
θ

2

√
i

I
(4)

Where m, i are indicated as mass, inertia at initial state.
But M, I are updated mass and inertia after executing the
instructions related to growth of organism. Besides, when an
organism exceeds life expectancy, it is dying and corpse of
this organism is dispersed slowly on the environment.

Now, we consider our proposed biogenesis model into
three different sections called genetic code, reproduction,
metabolism which are described as follows:

1) Genetic Code: Genetic code is the set of instructions
that maintains existing organisms in the virtual ecosystem
[24] [26] [25]. Segments can be drawn several times to the
organisms with other characteristics that are called genes.
Each segment of organism’s body generate a particular
instructions to the genetic code. Genes are the key factor
of creating organism’s genetic code. Organism’s position
depends on the neighbors and structures of genes. Some
attributes of Biogenesis Color Mode Model also integrates
in biogenesis x mode model like generation battle, siblings
battle, altruist, familiar, social, passive, clockwise, mimicall,
modified spink, modified scream, modified lilac, colonyplus.
So, it is increased the diversity of existing organisms in the
virtual ecosystem.

There are considered two different things called segments
and gene structure which is needed to create genetic code of

Algorithm 1 Randomised color segment generation

Input: Color segments and their Probabilities
Output: Create randomized color segments sequence for new

gene.
1: Initialisation :
2: Find Maximum Probability Pm

r =
∑28

s=1 Ps.
3: Select the Probability pr of color segment randomly

within Maximum Probability Pm
r .

4: i = 1
5: while i < 28 do
6: apr = apr + pr
7: Set Color Segment Probability to apr
8: if pr < apr then
9: Set the Pigment Color to pi

10: return pi
11: end if
12: i = i+ 1
13: end while
14: Set the Pigment Color as yellow to pi

the organism that are described as follows:

• Segments: There are integrated 21 color segments of
biogenesis color mode model in 7 color segments of
biogenesis x mode model in the organism’s genetic code.
Algorithm 1 shows how to generate randomised color
segments for creating new gene of the organism. In this
proposed biogenesis model, segments are considered
into two major category called primary and secondary
segments.

– Primary Segments: Primary segments are essential
for fundamental operations of organisms. Each
color has different functionality in the environment.
Green segments obtain energy to consume carbon
dioxide and release oxygen. This amount of oxygen
is similar to the carbon dioxide consumption.
Red segments get energy from other organisms
and organic materials and effective against any
other segment except blue segments. A part of
consumed energy is freed as carbon dioxide.
Blue segments are secured from the effects of
red, white and gray segments. The organism is
shown in blue momentarily when a blue segment
becomes activated. Cyan segments allow to move
the organism through the surroundings. They get
activated randomly and impel the organism in the
directed segments points. White segments causes
infection to the organisms when they communicate
its in the organism. Infected organism have affected
a particular species using its minimum energy
instead of its own. But an organism can be infected
once in the environment. This segments are effective
against any other segment except blue. Gray
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segments are harmful segments in the environments.
When they touch one to another, it becomes dying.
Yellow segments are increased this fertility. Each
segment produce more descendant of maximum
symmetric property.

– Secondary Segments: Secondary segments are
used to add extra features in the organism. There
are existing 21 segments. Dark segments are mimic
other segments. Fire segments are worked as
omnivore between red and orange. If the other
segment is blue, it acts as a shield. Forest segment
enhance photosynthesis in a colony. Lilac segments
are weaken organisms. Magenta segments are heal
all sick segments. Maroon segments are tried to get
energy from plants and feed on ochre, sky, dark olive
and cracked light blue segments. Mint segments are
removed an infection, corrupt all white segments.
Orange segments are tried to get energy from the
other organisms. If the other segments are blue,
it acts as a shield. Pink segments are tried to get
energy from corpses, weak organisms, viruses and
parasites. Silver segments are infected to all other
organisms, if it has more infections , duels with
other absorbing segments. Sky segments are freezed
to another organism by disabling its photosynthetic
and movement segments, protects itself with a frost
shield. Violet segments are poisoned to the another
segments and make it useless.

• Gene Structure: A gene is the basic physical and
functional unit of heredity. They are represented as an
organism using a particular forms or shapes. This forms
are divided into following two segments. Symmetry
indicates that segment pattern repeats into certain periods
of times. Besides, mirror specifies if the organism has
symmetry that can cross the center or not with respect
to a straight unit of genes.

2) Reproduction: Reproduction is the process where new
individual organisms are produced from their parents [24]
[26] [25]. Sufficient energy is needed for reproduction of
an organism. To consider unicellular organisms, there are
considered asexual reproduction called mutation in this
work. It is consists of some functionality like add or remove
segments, swap segments, flip gene sequences, split or
merge segments, different random mutations, change angle,
color, gene length mutations, shrink and enlarge organism
slightly. There are considered some extra features of mutation
like major mutation rate, minor mutation rate, spontaneous
mutation rate, stress resistance. There are used following
equations for reproduction.

EC = E ∗ (1− Y R
I )

NC
+

Y R
I

NC ∗ (Lav
Y −Gmin)

(5)

DG = Gmax −Gmin (6)

Eav
C =

{
1
2 ∗ EC

DG
NC > 1

1
2 ∗ E NC = 1

(7)

Where E, EC and Eav
C are indicated as net energy, energy

of child organism and average energy of child organism.
Besides, Y R

I , NC , L
av
Y , Gmax, Gmin, DG are denoted as

yellow reproduction influence, number of children, average
length of yellow segments, maximum and minimum length
of gene, distance between gene length.

3) Metabolism: Metabolism is the set of actions of an
organism that acquires energy from convenient materials in
the environment [24] [26] [25]. Energy can be acquired by
accomplishing photosynthesis, respiration and organic matter
processing. Carbon dioxide is transformed into energy and
oxygen is freed to the environment in the photosynthesis
process. Green segments are responsible to maintain and
execute photosynthesis of an organism. The length of the
photosynthetic segments is proportional to the amount of
energy. Besides, energy is acquired from processing organic
matter and transferred from the prey to the predator. Red
segments can consume energy from other organic matters
that is proportional to their lengths. Blue segments are
indestructible to the red segment’s effects. They obtain and
decrease energy from organic matter that synthesized by other
organisms. This is called Chemoautotrophic Metabolism. On
the other hand, organisms are accomplished in the respiration
process by transforming stored energy to the effective energy.
In this case, carbon dioxide is freed and oxygen is consumed
in the environment. To keep longevity, this process has
executed continuously through respiration environment.

IV. RESULT AND DISCUSSION

Biogenesis is a project of unicellular organisms simulation
that implemented in Java SE (Standard Edition). In this
experiment, We work with biogenesis 0.8 version of
traditional and modified biogenesis project. Proposed
biogenesis model is implemented in biogenesis x mode model
by integrating some functionality of biogenesis color mode
model. Our proposed biogenesis model is used 28 color
segments to generate genetic code and each segment has
unique feature to generate new organisms of those features.
Runtime view of proposed biogenesis model is shown in Fig 2.

In Fig 2, virtual ecosystem is contained black surface that
is conceptually considered area of liquid. The organism of
proposed biogenesis model is initiated with 100 organisms in
virtual ecosystem. We execute traditional biogenesis model,
biogenesis x mode model, biogenesis color mode model and
proposed biogenesis model within 1.30 hours and compare the
outcomes of traditional biogenesis model, biogenesis x mode
model, biogenesis color mode model and proposed biogenesis
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Fig. 2: Screenshot of Simulated Proposed Model

model. Performance of expressing life like behaviors of
proposed biogenesis model is showed in Table I based
on population that comparing with traditional biogenesis
model, biogenesis x mode model and biogenesis color mode
model in the terms of average population(AP), average birth
rate(ABR), average moral rate (AMR), average infection rate
(AIR), maximum population (MXP), minimum population
(MIP), mass extinction (ME). Besides, performance analysis
of energy consumption of proposed biogenesis model is also
showed in Table II comparing with traditional biogenesis
model, biogenesis x mode model and biogenesis color mode
model in the terms of maximum carbon dioxide consumption
(MXC), minimum carbon dioxide consumption (MIC),
maximum oxygen consumption (MXO) and minimum carbon
dioxide consumption (MIO). Then, analyze the experimental
outcomes which are found from this simulation.

In this experiment, we show that our proposed biogenesis
model can perform much better to represent life like behaviors
rather than traditional biogenesis model, biogenesis x mode
model and biogenesis color mode model which is depicted
graphically in Fig 3.

proposed biogenesis model is showed highest generated
organisms rather than traditional biogenesis model, biogenesis
x mode model and biogenesis color mode model to maintain
average population(AP), average birth rate(ABR), average
morality rate(AMR) and average infection rate(AIR). Now
we discuss comparative study of proposed biogenesis model,
traditional biogenesis model, biogenesis x mode model and
biogenesis color mode model and try to find the causes of
achieving highest generated organisms rather then others.

Traditional biogenesis model has less capability to show

TABLE I: performance analysis of models based on population

General
Biogenesis

Biogenesis
Color Mode

Biogenesis
X Mode

Proposed
Biogenesis

Average
Population 48.9 2927.8 63.2 267.3

Average
Birth Rate 3.5 495.5 5.9 415.7

Average
Morality Rate 3.5 482.8 5.9 415.2

Average
Infections Rate 2 26647.7 1.4 629.4

Generated
Organisms 1651 28764 27259 458195

Maximum
Population 86 3378 172 1276

At Time 195 47 50 24
Minimum
Population 15 2311 19 44

At Time 0 7 2304 1035
Mass
Extinctions 11 1 65 7

better outcomes in terms of average population(AP), average
birth rate(ABR), average morality rate(AMR) and average
infection rate(AIR), generated organisms(GO), maximum
population(MXP) and minimum population(MIP) rather then
existing modified models of Biogenesis because they use
only 7 color segments for generating genetic code of new
organisms. Besides, it is not used extra functionalities to
increase life like behaviors.

Movement of metabolism and reproduction activities of
biogenesis x mode model is faster and more interactive rather
than traditional biogenesis model and biogenesis color mode
model. But, average population, average birth rate(ABR),
average morality rate(AMR) and average infection rate(AIR)
of biogenesis x mode model are less than proposed biogenesis
model because they also use only 7 color segments for
generating genetic code which creates new organisms which
quantity is so much less than proposed biogenesis model
in the virtual ecosystem. Besides, our proposed biogenesis
model is modified version of biogenesis x mode model. So,
approximately all of the characteristics of biogenesis x mode
model is remaining in our proposed biogenesis model with
additional functionalities from traditional biogenesis model
and biogenesis color mode model. There are existing another
capabilities like energy consumption, growth, reproduction of
organisms are less than proposed biogenesis model.

The biogenesis color mode model initially started with
2500 organisms which is more huge amount than our
proposed biogenesis model. average population, average birth
rate(ABR) and average morality rate(AMR) of biogenesis
color mode model is higher rather than our proposed
biogenesis model but average infection rate(AMR) also
higher than proposed biogenesis model. So, reproduction
of generated organisms is decreased in biogenesis color
mode model raher then proposed biogenesis model. Besides,
reproduction and metabolism activities of our proposed
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Fig. 3: Performance analysis of Biogenesis models based on population
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TABLE II: performance analysis of models based on atmo-
sphere

General
Biogenesis

Biogenesis
Color Mode

Biogenesis
X Mode

Proposed
Biogenesis

Maximum
Carbon dioxide
(CO 2)

5000 100000 7000 100000

At Time 0 0 0 0
Minimum
Carbon dioxide
(CO 2)

568.2 1319.4 656.2 2175.2

At Time 415 6 1474 21
Maximum
Oxygen (O 2) 4431.8 98428.9 6343.8 97824.8

At Time 415 6 1474 21
Minimum
Oxygen (O 2) 0 0 0 0

At Time 0 0 0 0

biogenesis model is more faster and more interactive than
biogenesis color mode model because proposed biogenesis
model is modified version of biogenesis x mode model.

In Fig 4, we represent a pictorial comparative study of
traditional biogenesis model, biogenesis color mode model,
biogenesis x mode model and proposed biogenesis model
based on generating organisms. In this case, we can show that
our proposed biogenesis model can generate more organism
than traditional biogenesis model, biogenesis color mode
model, biogenesis x mode model.
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Fig. 4: Comparison to the performance of proposed biogenesis
model with existing biogenesis model based on population

Energy consumption of biogenesis models are measured
by photosynthesis and respiration process in the virtual
ecosystem. So, we consider some parameters of maximum
and minimum consumption of carbon dioxide and oxygen at
a time. Initially, we set amount of oxygen 0 and amount of

carbon dioxide 100000 in proposed biogenesis model which
is similar to biogenesis color mode model. Some Traditional
Models like traditional biogenesis model, biogenesis x mode
model are initialized less energy because they are used 7 color
segments to produce new organisms and manipulate as usual
tasks of environment. In Table II, we observe that energy
(oxygen and carbon dioxide) consumption rate of proposed is
greater than existing Biogenesis models because our proposed
biogenesis model is used 28 color segments to create genetic
code and can generate a lot of new organisms. In this
case, it is needed more energy to produce new organisms
and maintain some tasks of organisms like metabolism,
reproduction in the environment. In Fig 5, we represent a
pictorial comparative study of traditional biogenesis model,
biogenesis color mode model, biogenesis x mode model and
proposed biogenesis model based on energy consumption of
organisms in different models.
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Fig. 5: Comparison to the performance of proposed biogen-
esis model with existing biogenesis model based on energy
consumption

V. CONCLUSION AND FUTURE WORK

This research work is tried to simulate unicellular organisms
in a open source project called biogenesis and improve its per-
formance than traditional and modified version of biogenesis.
But this work contain some limitations that organisms have
a hardwired structure and that their interactions with other
organisms are not sufficient. However, the lack of a precise
and satisfactory definition of life led us to concentrate on
more specific issues. This application is not well organised
than some other artificial life application (e.g. Avida). So, in
future, it will try to remove those kinds of weakness of this
work and make more feasible system of artificial life modeling
which will tread to us toward true artificial intelligence.
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Abstract— Communication is vital. It is constructed from one 
individual to a group of people or vice versa. Nowadays, people 
always want to be connected anytime and anywhere while using 
communication devices. Thus, there are great demands of VoIP 
applications that offer quality audio and low resource utilization. 
In this study, some audio compression algorithms also known as 
codecs are considered and integrated into VoIP application. 
Computation of jitter, packet loss, and bandwidth is examined 
and analyzed. Also, the G.107 Mean Opinion Score is applied to 
measure the scalar quality rating value of voice using different 
codecs in VOIP Application.  

Keywords–jitter, codecs, packet  

I.  INTRODUCTION  

Global communication applications are familiar among all 
groups of people, young and old alike. Every day many 
communication systems offer and build effective ways of 
communication that are both enjoyable and beneficial to users. 
Originally, the Internet was not designed to convey audio or 
voice for real-time communications. That is why there had 
been several technical challenges in implementing telephone 
services while utilizing the Internet in relation to jitter, 
bandwidth, packet loss that have direct impact on VoIP audio 
quality. [1]  

Over the years, the way people communicate has changed 
markedly; people want to interconnect from anywhere at any 
time using their own mobile devices. With this, there have been 
several demands for an application with the finest audio 
quality, low resource requirements, and fast Internet rate. 
Therefore, audio data compression algorithm is considered as a 
determinant of audio quality and resources requirements. 

Several types of audio compression algorithms have been 
developed and standardized purposely to condense or adjust 
digital audio data in order to reduce bits requirements. 
Compression algorithms are usually employed in software. [2] 
Audio compression process is known as encoding; 
decompression, as decoding. Algorithm is popularly named as 
codecs, short for coder and decoder. 

Generally, there are two (2) categories of data compression 
- the lossless compression algorithms, which do not remove 

original data permanently but rather reproduce their exact 
duplicates by decoding a losslessly compressed file; and the 
lossy compression algorithms, which remove or modify audio 
data permanently [3]. The latter, lossy compression algorithm 
being used in various VoIP applications is the focus of the 
present study. 

Likewise, the study evaluated compression in terms of 
resources utilization, and Mean Opinion Score of codec 
algorithm utilized by VoIP application. 

II. RELATED WORKS AND LITERATURE  

Codecs, short for compression and decompression, started 
in 1830 through the formation of Morse code in which letters 
are transmitted using short and long signals known as “dits” 
and “dahs” across telegraph wires [4]. Years later, the telegraph 
was replaced by a communication system with frequency 
modulation, bandwidth, and vocoder developed in 1928 by 
Homer Dudley. The vocoder analyzes the sound formed by a 
person and reforms the sound to another end [5].  In 1940s, 
Claude Shannon’s theory of information and the Mathematical 
theory of communication stand as a turning point for the birth 
of modern communication application such as Instant 
messaging, VoIP, among others [6]. Another method, Huffman 
Coding, finds optimal prefix codes [7][8]. From then on, other 
algorithms have been developed. 

A. A-law Algorithm 
A-law Algorithm is a standard companding algorithm used 

in European digital communications systems to enhance the 
dynamic range of an analog signal (voice) for digitizing a 16- 
bit LPCM data reduced to 8 bits of logarithmic data. [9] This 
algorithm is another type of PCM also known as G.711 
standard which was industrialized by ITU-T. [10] The term 
companding used in this algorithm is coined from the words 
compressing and expanding. Companding is a process wherein 
a range of signal is reduced and is returned to its similar form. 
[11] A-law algorithm is good for low-amplitude signals and is 
commonly used in WAVE Audio File Format [9].  
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B. Warped Linear Predictive Code (WLPC) 
WLPC was proposed by Hans Werner Strube in 1980. It is 

an improved LPC in which spectral representation of the 
system is modified. In designing the coding algorithm in 
WLPC, Strube utilized the characteristics of a human hearing 
since in WLPC system the spectral resolution can be adjusted 
to closely estimate the frequency resolution of a human being. 
[12][13] 

C. Code-excited Linear Prediction (CELP) 
CELP algorithm was originally proposed by Manfred R. 

Schroeder, a German physicist, and Bishnu S. Atal, an 
electrical communication engineer in 1985 [14]. This algorithm 
offers a better quality than that of the usual residual-excited 
linear prediction and linear predictive coding (PLC) vocoders 
even though CELP technique is based from LPC. The 
technique is utilized to model the vocal tract, codebook 
(adaptive and fixed) entries as input (excitation) of the linear 
prediction performed in closed-loop in a “perceptually 
weighted domain”, and to implement vector quantization 
[15][16]. The CELP functions in a low bit rate speech 
compression employed in MPEG-4 audio speech coding. 
Audio codec such as G.718, G.728, and G.729 are based from 
CELP [17][18][19]. 

G.729 is shaped from the coding model known as CS-
ACELP. This coding format refers to an audio data 
compression that compacts digital voice signal into packets of 
10 milliseconds duration. This G.729 works in a low bandwidth 
requirement of 8 kbps bit rate and is typically used in Voice 
over Internet Protocol applications such as Viber and Skype 
[20]. 

D. Linear Predictive Coding (LPC)  
LPC is a method used for signal source modeling 

commonly utilized in audio signal processing and speech 
processing. LPC transports a prevailing speech analysis 
technique, delivers a quality speech at a low bit-rate, and offers 
accurate estimates for speech parameters [21]. One of the audio 
codec compressions which are implemented based from LPC is 
SILK. This audio codec format was developed by Skype 
Limited. It works at a bit rate of 6 to 40 kbps with a frequency 
of 8, 12, 16, and 24 kHz. SILK employed in a low algorithmic 
delays of 25ms and extended to the Internet standard is 
identified as Opus codec [20][22].  

E. Modulated Lapped Transform 
MLT is utilized in both audio and video data compression. 

It was developed by Malvar [23] as an efficient tool for local 
frequency decomposition of signals to transform signal 
processing. MLT is used in a most modern audio coding 
system such as Dolby Av-3, MPEG-2 Layer III, and Siren14 
[24]. Siren14 algorithm is finalized with G.722.1 on the same 
transform coding system. This audio codec was established and 
certified by PictureTel Corporation, and was later developed by 
Polycom. Inc. [25]. Siren14 supports stereo and audio with a 
sampling frequency of 32kHz, 48 kbps for mono, 48, 64, 96 48 
kbps for stereo, and offers 40 ms algorithmic delay utilizing 

20-millisecond frame lengths [26]. One of the implementations 
of Siren14 is ooVoo application.  

 

III. METHODOLOGY 

In this research, the tools, procedure, settings, 
configurations, and equations used include the following: 

A. Files  
Table I presents the audio files used to transmit. Each file 

has the same audio content but with different audio file format 
and size. 

TABLE I.  LIST OF AUDIO FILES 

File 
Format 

Percentage 
Size 
(kb) 

File 
Format 

Percentage 
Size 
(kb) 

.ogg 14% 96 .aac 5% 33 

.aiff 11% 74 .voc 5% 32 
.au 11% 74 .wma 5% 32 

.flac 10% 67 .ra 4% 28 
.mka 8% 55 .mid 3% 18 
.ac3 8% 54 .amr 1% 4 
.wav 5% 37 .mid 3% 18 
.mp3 5% 34 .ra 4% 28 

      

B. System Configuration  
Client computer system configuration is shown in Table II. 

No other application was used except for the application 
needed for the test. 

TABLE II.  CLIENT COMPUTER SYSTEM SPECIFICATION 

System 
Component 

Description 

Memory 8 GB 
CPU Intel Core i7-4510U CPU @2.0GHz 2.6 GHz 
Storage 914 GB 
Operating System Window 8.1 
Network Adapters Broadcom 80211n Network Adapter, Microsoft 

Hosted Network Virtual Adapter, Realtek PCIe 
GBE Family Controller 

  

C. Test Detail Configuration  
Table III reveals the test detail configuration. Figure I 

shows the network setup of the VOIP test.  

TABLE III.  TEST DETAIL SPECIFICATION 

Test Configuration Description 
G.729 Audio Codec 
1 minute Interval measurement 
100 ms Jitter buffer size 
1 Number of channels 
14 minutes Application measurement duration 
startrinityServer1 Server 
7am-9am, 1pm-3pm,  
7pm-9pm, 1am-3am,  

Test Schedule 
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FIGURE I. TEST DETAIL SPECIFICATION 

 

D. VOIP Application 
The VOIP application used three different protocols with 

two different codecs in each application [20][25], as shown in 
Table IV. 

TABLE IV.  VOIP APPLICATION 

Application Skype Viber ooVoo 
Authentication Login Phone 

number 
Phone number 

Architecture P2P P2P P2P 
Chat Yes Yes Yes 
Encryption 
Algorithm 

Public key 
distribution  
Data: AES-256  
Key: RSA-1024  
Certificate: 
RSA-2048 

No 
encryption 

No encryption 

Audio codecs SILK (8-24 kHz)  
G.729 (8 kHz) 
G.711 
Opus 

G.729 
Opus 

Polycom 
Siren14/ 
G.222.1 

Minimum 
Internet speed 
required for 
communication 

Voice: 60 kbit/s  
Video: 200 
kbit/s 

500 kbps  Video: 230kps 

E. Packet Loss Computation 
A packet is a set of data employed by digital devices to 

communicate with each other. Each packet is composed of (a) 
control information that determines the flow of data on where 
and how the data will be sent, and (b) user data that contain the 
actual information [27]. When packets of data are transmitted 
over a computer network but are unable to reach the specific 
destination caused by a network congestion, this results to a 
packet loss. The packet loss is used in this study as a 
measurement method to MOS. This packet loss is measured by 
the percentage of packetsand the total number of packets sent 
[28][29].  

= x100% 

Where:  - packet loss rate 

 - total number of packets 

 - summation of packet received  

F. Bandwidth Computation 
Bandwidth is measured as a bit-rate of available or spent 

information capacity conveyed typically in metric multiples of 
bits per second. The maximum bandwidth is calculated with 
the formula [30]: 

≤  
 

Where: RWIN  – TCIP Receive Window 
  RTT – Round-trip for the path 
 

G. Jitter Computation 
Jitter is the result of assuming periodic signal, regularly 

relative to a reference clock signal. A random jitter, also known 
as Gaussian jitter, is the changeable electronic timing noise.The 
deterministic jitter is the non-Gaussian probability distribution. 
To get the total jitter is based on the formula calculated below 
[31]: 

T = Dpeak-to-peak + 2 x n x Rrms 
 
Where: T - total jitter 

D - deterministic jitter 
R - random jitter 
N - based on the bit error rate (BER)  

   

Maximum RFC3550 Jitter is used in this study to get the 
maximum value of RTP stream jitter per call, calculated 
according to RFC3550 standard similar to Wireshark. It 
specifies changing delays in media flow. Large values (above 
50ms = 0.05s) that show overloads in IP network or media 
server's CPU. The RFC3550 jitter value has straight effect with 
the quality of audio. Maximum instant jitter is utilized same 
with the RFC3550 jitter but not smoothed by a low-pass filter 
and is measured to the instant deviation of packet time [33]. 

H. MOS 
Mean Opinion Score is applied in the VOIP test to measure 

the perceived quality of received voice after being transmitted 
and compressed using different codecs. The measurement is the 
result of underlying network attributes in different time 
schedules and a good VoIP test tool in determining issues that 
affect VoIP quality. 

The G.107 e-model of Mean Opinion Score (MOS) applied 
to measure the scalar quality rating value called as 
“Transmission Rating Factor -R” using the specified jitter 
buffer settings of 100 milliseconds is used in this study. R is 
calculated based on the relation between the different 
impairment factors, as shown in the given formula [32]:  

 
 

Where:  
Ro    - the basic signal to noise ratio 
Is     - impairments that occur more or less  

     simultaneously with the signal 
Id      - the total of all impairments due todelay and echo effects 
Ie.eff - “effective equipment impairment factor” that represents 

impairments caused by low bit-rate codecs and packet-losses of 
random distribution 

A       - “advantage factor” that allow “advantage of access” 
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The G.107 MOS rating scales are expressed based on the 
estimated listener’s satisfaction level, as shown in Table V: 

TABLE V.  MOS LISTENER’S SATISFACTION LEVEL 

Rating Level 
4.3 – 5.0 Very Satisfied 
4.0 – 4.3 Satisfied 
3.6 – 4.0 Some Users Satisfied 
3.1 – 3.6 Many User Dissatisfied 
2.6 – 3.1 Nearly All Users Dissatisfied 
1.0 – 2.6 Not Recommended 

I. VOIP System Resource Utilization 
The efficiency of the transmission speed of the different 

VoIP algorithms implemented may be affected by the CPU, 
Memory, and Network utilization. The Microsoft Resource 
Monitor is employed to monitor CPU, Memory and Network 
with similar application analysis and energy efficiency 
analysis. 

IV. RESULTS AND DISCUSSION 

A. VOIP Application Resource Utilization 
 

Table VI shows the CPU, Memory, Disk, and Network 
used by the VoIP applications during transmission based on the 
test schedule. It is observed that ooVoo has the lowest CPU 
utilization, Viber for the memory utilization, and ooVoo with 
the lowest network utilization.  

On the other hand, Viber uses a large amount of CPU, and 
Skype utilizes the maximum memory and network.   

TABLE VI.  VOIP APPLICATION RESOURCE UTILIZATION 

Test 
Schedule 

ooVoo Skype Viber 
CPU RAM Network CPU RAM Network CPU RAM Network

Test1 
(7-9am) 5% 26% 0 7% 28% 691 27% 5% 25 

Test2 
(1-3pm) 1% 28% 0 14% 28% 25 27% 1% 27 

Test3 
(7-9pm) 1% 32% 1 3% 35% 57 3% 1% 35 

Test4 
(1-3am) 7% 31% 26 2% 33% 47 32% 7% 25 

 4% 29% 6.75 7% 31% 205 22% 4% 28 

B. Mean Opinion Score 
The first VoIP test conducted from 7:00 AM to 9:00 AM 

shows that the current speed of the Internet for download is 
1.94 mbps and for the upload is 1.97 mbps. It is noteworthy 
that in the download stream test results, Skype application has 
the highest maximum instant jitter, maximum RFC3550 jitter, 
maximum packet loss, lowest bandwidth, lowest packets per 
seconds, and worst G.107 Mean Opinion Score. On the other 
hand, Viber application has the highest results for the instant 
jitter, RFC3550 jitter, packet loss, and lowest result in terms of 
bandwidth, packets/seconds and G.107 MOS in the upload 
stream, as shown in Table VII. 

 

TABLE VII.  VOIP TEST RESULT AT 7AM TO 9AM 

Test 1 
Download Upload 

Viber Skype ooVoo Viber Skype ooVoo 
Max Instant Jitter 53.973 76.069 45.754 244.5 167.24 42.31
Max RFC3550 Jitter 6.644 15.306 6.797 23.33 17.18 15.66
Max Packet Loss 0.033 0.467 0.033 4.97 0 0
Bandwidth (bps) 12799.7 12787 12799.7 12754.7 12800.2 12800.6
Packets/sec 49.9665 49.92 49.96 49.77 49.95 49.95
Worst G.107 MOS 4.099 4.03 4.099 3.05 4.1 4.104

 
Table VIII shows the result of the second VoIP test 

conducted between 1:00 PM to 3:00 PM; the current speed of 
the Internet is 1.84 mbps for the download and 2.0 mbps for the 
upload. In the download stream test results, ooVoo application 
has the highest maximum instant jitter while Viber gets the 
maximum RFC3550 jitter. Skype has the maximum packet 
loss, lowest bandwidth, lowest packets per seconds, and worst 
G.107 Mean Opinion Score. In the upload stream, Skype 
application has the highest results in relation to instant jitter, 
RFC3550 jitter, and lowest result in bandwidth. However, the 
three applications have the same results in packet loss, 
packets/sec, and G.107 MOS.  

TABLE VIII.  VOIP TEST RESULT AT 1PM TO 3PM 

Test 2 
Download Upload 

Viber Skype ooVoo Viber Skype ooVoo
Max Instant Jitter 70.785 84.497 86.781 42.201 166.66 57.768
Max RFC3550 
Jitter 

15.938 11.855 13.282 12.715 18.253 16.399

Max Packet Loss 0.067 0.0801 0.3 0 0 0
Bandwidth (bps) 12799.1 12778.6 12790 12800.1 12800 12800
Packets/sec 49.96 49.88 49.92 49.95 49.95 49.95
Worst G.107MOS 4.094 3.974 4.057 4.104 4.104 4.104

 

The third VoIP test conducted from 7:00 PM to 9:00 PM 
shows that the current speed of the Internet for download is 
1.97 mbps and for the upload is 1.98 mbps. It is noticed that in 
the download stream test results, Viber application gets the 
maximum instant jitter, maximum RFC3550 jitter, and lowest 
bandwidth. The three applications get the same results in 
maximum packet loss, packets/sec, and G.107 MOS. On the 
other hand in the upload stream, ooVoo application gets the 
highest results – instant jitter, RFC3550 jitter, packet loss, and 
lowest result in bandwidth, packets/seconds and G.107 MOS, 
as shown in Table IX. 

TABLE IX.  VOIP TEST RESULT AT 7PM TO 9PM 

Test 3 
Download Upload 

Viber Skype ooVoo Viber Skype ooVoo
Max Instant Jitter 72.22 23.867 69.346 41.528 42.337 42.351
Max RFC3550 
Jitter 10.562 4.798 10.417 14.259 14.636 15.65
Max Packet Loss 0 0 0 0.033 0.033 0.067
Bandwidth (bps) 12799.73 12799.74 12799.8 12799.1 12799.3 12798.5
Packets/sec 49.97 49.97 49.97 49.95 49.95 49.94
Worst G.107 MOS 4.104 4.104 4.104 4.099 4.099 4.094
 

Table X shows the result of the last VoIP test conducted 
between 1:00 AM to 3:00 AM with 1.95 mbps current speed of 
the Internet for the download and 1.98 mbps for the upload. It 
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is observed that in the download stream test results, ooVoo 
application gets the highest results in terms of instant jitter, 
RFC3550 jitter, packet loss, and the lowest results in 
bandwidth, packets per second and G.107 MOS. At the same 
time Skype also gets the highest result in packet loss and worst 
result in G.107 MOS. In the upload stream, Skype application 
has the highest results in relation to instant jitter; ooVoo 
application in RFC3550 jitter; and Viber has the lowest result 
in bandwidth and packet/second. However, the three 
applications have the same results in packet loss and G.107 
MOS. 

TABLE X.  VOIP TEST RESULT AT 1 AM TO 3 AM 

Test 4 
Download Upload 

Viber Skype ooVoo Viber Skype ooVoo 
Max Instant Jitter 75.284 63.797 186.46 27.389 46.446 42.781
Max RFC3550 
Jitter 

11.656 8.683 19.211 12.49 15.452 16.034

Max Packet Loss 0.033 0.067 0.067 0 0 0
Bandwidth (bps) 12798.5 12798.6 12797.7 12800.2 12800.7 12800.3
Packets/sec 49.962 49.963 49.959 49.952 49.954 49.953
Worst G.107MOS 4.099 4.094 4.094 4.104 4.104 4.104
 

The summary of all test results is presented in Table XI. It 
can be observed that the applications that get the highest instant 
jitter and RFC3550 jitter is ooVoo in the download stream and 
Skype in the upload stream. It is notable that both results in the 
download and upload streams in terms of low bandwidth, low 
packet per second and high packet loss have direct effect in the 
G.107 MOS results. 

TABLE XI.  SUMMARY OF VOIP TEST RESULT 

Summary of 
Average Test 

Results 

Download Upload 

Viber Skype ooVoo Viber Skype ooVoo 

Max Instant Jitter 68.066 62.058 97.085 88.905 105.671 46.303
Max RFC3550 
Jitter 

11.2 10.161 12.427 15.699 16.380 15.936

Max Packet Loss 0.0333 0.1535 0.1000 1.2508 0.0083 0.0168
Bandwidth (bps) 12799.3 12791 12796.8 12788.5 12800.0 12799.8
Packets/sec 49.965 49.933 49.952 49.906 49.951 49.948
Worst G.107MOS 4.099 4.0505 4.0885 3.83925 4.1016 4.1015
 

Summary of Average 
Test Results 

Average (Download/Upload) 
Viber Skype Viber 

Max Instant Jitter 78.485 83.86413 71.69388 
Max RFC3550 Jitter 13.44925 13.27038 14.18125 
Max Packet Loss 0.642 0.080888 0.058375 
Bandwidth (bps) 12793.9 12795.51 12798.33 
Packets/sec 49.93506 49.94213 49.95025 
Worst G.107 MOS 3.969125 4.076125 4.095 
Rank 3 2 1 

V. CONCLUSION 

There are several audio codecs that are utilized by VoIP 
application. In addition, there are vital characteristics in 
determining the quality of audio to be received at the other end 
of the communication network, which are the jitter, packet loss, 
bandwidth, packets per seconds, and resources. Mean Opinion 
Score provides a new standpoint in the assessment of VoIP test.  

It was identified that the best codec is Siren14/G.222.1 
utilized in both download and upload streams with its 
algorithm getting the highest score in G.107 Mean Opinion 
Score that measures the quality of sound. Also, it was found 
out that the higher packet loss means decreases the 
performance of the VoIP application than the jitter results. 
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ABSTRACT-To discuss voice quality of service of VoIP call 

sessions in Mobile Ad Hoc Networks (MANETs) we have to 

consider network bandwidth and appropriate routing protocol with 

all its pros and cons to get acceptable delays for call registration, 

initiation, retransmission and successful termination. The pros and 

cons of routing protocols are affected by physical distance and 

distribution of nodes in a network. There is a lot of research work 

done for proactive, reactive, or hybrid routing protocols for VoIP in 

MANETs. In this research work we did a comparative analysis of 

three on demand routing protocols named DSR, AODV and TORA 

over IPv4 adresses. VoIP quality of service and SIP signaling have 

been examined for number of active calls and End-to-End Delays 

for transmissions. The simulation concludes that Adhoc on demand 

distance vector routing protocol exhibits the highest throughput 

gain for Static, Uniform, Random and Random All mobility models. 

After that DSR shows better for Static and Uniform mobility models 

and TORA shows worst in all mobility models. This work helps 

most appropriate reactive routing protocol to be used for VoIP 

sessions to achieve QoS over different types of mobility models. 

Keywords-VoIP; SIP; TORA; AODV; DSR. 

I. INTRODUCTION 

Mobile Ad-hoc networks (MANETs) is a need in today’s 
era for 4G networks and many recent projects such as EU IST-
DAIDALOS project because of their self configurable nature in 
dynamic distributions and faster recovery options under high 
mobility [3]. MANETs is mobile adhoc networks and as the 
name suggests, several independent, highly moving nodes, 
without presenting a particular infrastructure communicate and 
process information through wireless technologies. MANETs 
are connected to 4G network using internet via some gateway 
nodes that may exhibit multihop paths for information 
processing. MANETs use different routing protocols such as 
Ad hoc On Demand Distance Vector (AODV), Dynamic 
Source Routing (DSR), and Temporally Ordered Routing 
Algorithm (TORA). Voice over IP (VoIP) is a multimedia 
session to get implemented in MANETs, we have to consider 

several factors such as different design mobility types, how far 
two parties are kept, counting hops, sizes of nodes, and 
communication time setup to provide quality of service (QoS). 
For VoIP multimedia sessions there is a constant need of signal 
passing. While on the other hand, in typical MANETs, limited 
bandwidth and delayed transmissions turn down the 
performance of VoIP. To overcome these issues a defined 
instant messaging protocol named, the Session Initiation 
Protocol (SIP) needs to be introduced [1]. Two main types of 
signaling that define VoIP QoS are: TCP based, SIP signaling 
and UDP based, voice Signaling. Because in MANETs nodes 
are independent there comes many limitations while 
implementing proxies/registrars based SIP services, in the 
network by MANETs. All SIP messages must have to pass 
through proxy/registrar.  In Vehicular area networks VoIP QoS 
is described in terms of average jitter, latency between two 
consecutive hops and amount of data loss [5] where moving 
vehicle nodes make it difficult to maintain connectivity. 

II. RELATED WORK 

 In [9], authors have made a comparative study of reactive, 
proactive and hybrid mobile adhoc networks routing protocols. 
Based upon different number of nodes OLSR, TORA and 
Geographic Routing Protocol (GRP) using FTP traffic is 
evaluated.  In [10], an evaluation matrix (data loss, 
transmission delay, no of retransmissions) is observed on 
OLSR and TORA. OLSR gives good performance while the 
only issue was retransmissions attempts.  In [2] authors 
propose, that  standard approach of SIP is not good enough to 
provide good service for a user and certain alternatives must be 
applied on SIP architecture. And In [4] authors have studied 
VoIP with GSM voice codecs and SIP signaling and then 
compared DSR, TORA and AODV routing protocols 
throughput, in OPNET modeler, for different number of nodes 
and different mobility models such as static, uniform , random 
& random all.  Where AODV gives best results when number 
of nodes gets larger and mobility model is random or random 
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all, where DSR produces best results for uniform mobility 
model and TORA is best for static model. In [6], authors have 
designed an ITU-T E-Model for VANETs and measure QoS 
when mobile vehicles move from one network to another. A 
solution to this problem is described in [7] by using a reserved 
SIP proxy modules that exhibit MPLS and DiffServ, QoS 
mechanisms, to decrease processing time in handover from one 
network to another. In [8] authors have introduced an 
authenticated VoIP QoS solution in VANETs. First of all, to 
ensure security and fast processing, first of all, a registration 
procedure is performed by moving vehicle to choose a road 
side unit (RSU) for next handover. This handover is secured by 
exchanging key sessions between the mobile vehicle and 
connected servers in the network. In [11], with different 
number of nodes, increasing size of nodes and high CBR traffic 
flow, different routing protocols are studied. It is observed that 
AODV out performs TORA because of no temporary loops 
formation and runtime routing decisions.  In [12], DSR, OLSR 
and ZRP are compared in NS2 using CBR (UDP) traffic under 
different mobility models resulting in high throughput of 
OLSR. In [13], the authors have discussed the throughput of 
multimedia streaming that is a real time session for a reactive 
OLSR routing protocol in MANETs . 

III. VOIP IN AD-HOC NETWORKS 

A. MANET Architecture 

As described above, MANETs are highly independent, 
moving nodes that configure, connect and communicate among 
different wireless networks themselves [3]. So three types of 
MANETs routing protocols are described as:  

Reactive routing protocols: In this protocol, nodes discover 
routes based upon the request of some demand submitted. 
Some examples are Ad hoc On Demand Distance Vector 
(AODV), Dynamic Source Routing (DSR), and Temporally 
Ordered Routing Algorithm (TORA) and it is a need of the era 
to compare among routing protocols to evaluate with different 
metrics under different conditions. 

Proactive routing protocols: In this case the nodes search 
and share their paths (routing tables) after some defined 
periodic time and as a result produce high overhead which 
makes them slow to process as node capacity increases or the 
mobility model become Random or RandomAll. Examples are 
optimized link state routing protocol (OLSR) and destination 
sequenced distance vector (DSDV).  

Hybrid routing protocols: These protocols try to combine 
the functions of proactive and reactive routing protocols to 
attain maximum throughput and least delays in all mobility 
models. Examples are Zone Routing Protocol (ZRP). 

B. SIP Architecture 

A standard signaling protocol defined by Internet 
Engineering Task Force (IETF) in Request For Comments 
(RFC 2543) is generally used for VoIP sessions [14]. It is an 
application layer protocol that can control one or more coded 
media sessions at a time. Two main components are User side 
and server side. Where SIP server side is further divided into 1) 
registrar server: to keep track of mobile nodes’ location. 2) 
location server: is a data storage used by region server to locate 
nodes 3) proxy server: does data transfer to the required 
location 4) redirect server: initiates and maintains direct 
connection between sender and receiver by exchanging 
locations.  So SIP based VoIP calls must do initial registration 
and after that, call initiation and call termination is introduced 
by the above mentioned SIP servers. Because SIP is a TCP 
protocol all TCP delays for ensured in-order delivery of 
transmissions adversely affects performance of VoIP.  

Let’s understand the mechanism of VoIP calls in SIP. In 
REGISTRATION caller send messages ro register itself and is 
stored into Registration server with some pre-requisites. After 
that a location IP and port number are assigned to this caller 
and saved on Location server (Registration Phase). After that 
the caller sends a session initiation message (INVITE) to Proxy 
server that forwards the session towards the callee. This call in 
redirceted and maintained by the Redirect Server. After 
successfull establishment of call the callee sends an 
acknowledgment message (ACK) to the caller.  In case of 
unsuccessfull session the caller can send CANCEL messages 
for termination. BYE messages messages should be used to end 
a successfully established call session. This call transfer 
procedure is supported by some voice codecs that are 
categorized as Low Quality Speech (LQS), Pulse Code 
Modulation (PCM), GSM FR Quality Speech, and IP 
Telephony [15]. Different routing protocols, number of nodes, 
nodes movement, noise, mobility models network bandwidth, 
congestion and calling devices voice compression can affect 
the characteristics of voice codecs. There are a number of SIP 
versions available such as proxy-based SIP, distributed SIP, 
service discovery SIP and peer to peer SIP with Distributed 
Hash Tables (DHT). Different VoIP QoS parameters that are 
taken under consideration are: Amount of traffic sent, traffic 
received, end to end delay and jitter under different node 
capacity, mobility models and routing protocols in MANETs.  

Comparative analysis of DSR, AODV, TORA on VoIP: 

The analysis of reactive routing protocols takes IEEE 
802.11n with data rate of 13 Mbps as the wireless network 
standard to study different mobility models in MANETs. The 
implemented simulation tool OPNET modeler is tested with 
Static, Uniform, Random, and Random All, mobility models 
using different parameters. SIP architecture for mobility 
models is shown in Fig1.  
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Fig.1: SIP Architecture 

 In static model, as comes from the name, the mobile 
nodes cannot relocate themselves. In uniform mobility 
models, all nodes including SIP server must be moving 
in one defined direction but can have different speed 
ranges. In random mobility model, SIP server is stable 
and other nodes can have different mobility directions. 
In random all mobility model, all nodes including SIP 

server can have different mobility directions with 
different speed ranges. The simulation parameters are: 
12 number of simulations, 128 simulations seed number, 
with 25 nodes in an area of 1km*1km, having packet 
size 512 bytes, over 10 minutes time duration as 
described in Table 1.  

 

TABLE1: SIMULATION PARAMETERS 
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Among 25 nodes, the central node uses SIP with 
equally distant distribution of remaining 24 nodes 
around it in OPNET simulator for all four types of 

mobility models. The simulation results for active calls 
managed by SIP server is shown below in Fig.2. 

 

 

Fig2: Number of Active calls in SIP session 

In fig 3. number of rejected SIP calls and 
comparative behavior of all three routing protocols is 
shown. 
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Fig.3: Number of rejected calls in SIP session 

In Fig.4 average voice end to 
end delay in transmission is shown. 

 

Fig.4: Average end to end delay in transmissions 
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IV. CONCLUSION 

The above mentioned simulation parameters help us 
understand the voice quality of service and SIP signaling 
system between the caller and callee. The amount of 
data transferred or number of bytes is observed against 
simulation time. At the start of simulation all routing 
protocols showed bad results which make it difficult to 
analyze VoIP QoS before almost 120 seconds. This 
delay has occurred because of routing table formation 
and propagation in the whole MANET depending on the 
routing protocol being implemented. For example DSR 
showed longest end-to-end delays resulting in a greater 
amount of dropped packets and terminations of calls, 
which makes it unsuitable for random mobility models. 
In TORA, for Static and Uniform mobility models, end 
to end delays were fixed and for Random or RandomAll 
mobility models showed tolerable communication 
latencies. AODV showed acceptable delays for all types 
of mobility models including Random mobility models. 
For all mobility models, AODV showed a large number 
of successful calls per second. While on the other hand, 
DSR and TORA, received very small SIP requests for 
Random and RandomAll mobility models and for Static 
as well as Uniform models were somewhat satisfactory. 
So the results concluded that SIP server had not actively 
been contacted with moving nodes. So the higher 
average of successful voice calls gives AODV routing 
protocol a good protocol to be used when compared 
with DSR and TORA. Random and RandomAll models 
do not exhibit much high delays in AODV,DSR and 
TORA also, generally because of the less amount of 
traffic for VoIP sessions.  
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Abstract—In this paper, I describe how binary tree can be 

manipulated well for accessing elements. Binary tree is famous 

data structure due to its geometry. Though having these well-

organized properties, it has some demerits in some cases. If 

number of elements increases in binary tree, then those many 

elements placed in bottommost level, they have high time 

complexity to be accessed. One solution is to split main binary 

tree in multiple small binary trees and this is the way of making 

buckets for each of those. But approaching this solution, one 

question arises: How dense small (sub) binary trees should be 

extracted from main binary tree? An answer should explain 

even after splitting main binary tree, searching time complexity 

over should be decreased or should not be increased. These 

changes also should prevent sub tree to behave like a dense tree. 

Density of nascent sub tree should be in some range that will 

decrease searching time complexity. This paper describes proper 

relation among density of main binary tree i.e. depth, number of 

splits and density of sub binary tree i.e. depth. Explanation 

regarding code that I had implemented in Language C is 

mentioned in paper. Implementation is having manipulation of 

sub binary trees those are replica of one massive binary tree. 

Manipulation consists of balancing binary tree, merging light 

weighed binary tree and further splitting of dense sub tree. 

 

Keywords—Data Structure; Binary Tree; Binary Search Tree; 

Tree Balancing; AVL Tree; Amortized Analysis; Optimization 

I.  INTRODUCTION 

The motive of modifying binary tree is to get well-

structured binary tree, for that main binary tree is split into 

proper ratio of depths of main binary tree and sub binary tree. 

Problem behind modification is groups of large number 

elements placed in and above the bottommost layer. Reason is 

those many elements have higher time complexity of 

searching than elements present in upper levels. They 

increase the amortized complexity of searching. If solution is 

made for bottommost elements, then amortized time 

complexity will be reduced. Two cases are shown how proper 

changes can be introduced without affecting original 

retrieving performance of main binary tree. 

Secondly, methods are shown how individual sub binary 

tree can be organized. Sub trees are put in buckets having 

dynamic range of minimum and maximum value i.e. 

permitted to be inserted. On insertion, elements are inserted 

into its relative bucket having allowance for inserting element 

value. As insertion goes on, skewness of sub tree is checked 

and balanced accordingly. It is also checked whether sub 

binary tree is becoming much denser or not. It is kept in mind 

that binary tree should not be skewed. On based of that, 

methods are implemented. Implementation very similar to 

AVL tree. Trees can be balanced recursively with proper 

control. 

II. DEFINITIONS AND NOTATIONS 

Let us assume depth of main binary tree Tp is t. So, there 

are t number of levels in Tp. After split, sub binary tree Tc has 

d number of levels. Number of sub trees extracted from main 

tree and are connected consecutively is l. For calculation, l = 

2k is assumed. a 

Data structure used for storing binary tree is Linked List 

(obviously). Sub binary tree is assumed to be linked with next 

sub tree. 

Defining Amortized Complexity as A.C. 

III.  ANALYSIS 

Analysis is done on bases of condition of time complexity 

of acquiring sub tree in constant time. 

In general, calculation of amortized complexity of 

searching in binary tree T having depth of n is as below: 

 

A. Initialization 

For searching element from whole set, that particular Tc is 

searched. For finding which Tc among set of sub binary tree, 

it is assumed that time taken is constant. 

An assumption is acquired on bases of the static range of 

set division of Tp that says, each Tc is allotted particular and 

relative range of value to be allowed for insertion. 

Once getting to that particular Tp, separate binary search can 

be performed on it. Benefit of this procedure is that less depth 

of tree is being searched. For binary search in binary trees, 

different nodes at different depth will have different access 

time.  

 

 
a. In Tp and Tc, p represent parent and c represent child. These are main or parent tree and sub and 

child tree. 
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It is shown number of elements at particular level and their 

searching complexity in Table 1. Defining Level which is 

Depth, Number of nodes at same level i as N(i), Search-Time 

of node at Level i which is i itself. Total-Search-Time of all 

nodes at same level i is TST(i). 

TABLE I.  SEARCHING TIME COMPLEXITY STATISTICS 

Level 
N(i) Search-Time TST(i) 

0 20 1 20 * 1 

1 21 2 21 * 2 

2 22 3 22 * 3 

3 23 4 23 * 4 

. . . . 

n 2n n+1 2n * (n+1) 

 

For tree having maximum level of n (level starts from 0). 

A.C. = 
Sum of TST at every levels

Toral number of nodes per binary tree
 

=  
∑ 2𝑖∗ (𝑖+1)

𝑛

𝑖=0

2𝑛  

B. Derivation 

A.C. for main tree having t levels = A.C.p =  
∑ 2𝑖∗ (𝑖+1)

𝑡

𝑖=0

2𝑡  

Now after splitting Tp of t number of levels into l number 

of identical subtrees Tc having d number of levels, 

So, 2d * l = 2t , suppose, l = 2k 

         2d * 2k = 2t 

          d + k = t 

Where k represents 2k number of buckets each having 

binary tree.  

Now, A.C. searching element over whole set having l 

number of buckets 

A.C.b = 
𝑙 ∗ Sum of TST at every levels of sub binary tree

Toral number of nodes in whole set
 

= 
𝑙 ∗ ∑ 2𝑖∗ (𝑖+1)

𝑑

𝑖=0

2𝑡  

Where 2t is total number of nodes in all bucket which is 

same as number of elements in main binary tree because all 

buckets are extracted from main binary tree. 

Next step is to find proper proportion of total number of 

elements contained by Tp and Tc. Comparing both cases, 

 

 

 

Ratio of main case over split case = 
𝐴.𝐶.𝑝

𝐴.𝐶.𝑏
 (should > 1) 

= 

∑ 2𝑖∗ (𝑖+1)
𝑡

𝑖=0
2𝑡

𝑙 ∗ ∑ 2𝑖∗ (𝑖+1)
𝑑

𝑖=0
2𝑡

 

= 
∑ 2𝑖∗ (𝑖+1)

𝑡

𝑖=0

 𝑙 ∗ ∑ 2𝑖∗ (𝑖+1)
𝑑
𝑖=0

 

For d + k = t, taking t = m * k 

       d + k = m * k 

       d = (m – 1) * k 

It represents for particular number of m with respect to n, 

what t should be. Later, it will lead us to result – for any value 

of k, how many number of elements should be allowed in 

each bucket i.e. Tc. 

For different value of m, number of nodes in Tp and Tc will 

be decided and those values of m, Optimization Ratio will 

decide whether after splitting, searching becomes fast or not. 

That means, if Ratio is greater than 1, then A.C.b is less than 

A.C.p. It means bucket phase decreases average searching 

time. Ratio is plotted versus value m. Ratio is greater than 1 

so, we can say that average searching time reduced than 

previous case. 

 

Fig. 1. Ratio versus m.  b 

 

 

 

 

 

 

 

 

b. Values only of m greater than or equal to 3 (m ≥ 3) are meaningful. 
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Fig. 2. Ratio versus m.  c 

C. Result 

Number of nodes in Tp and Tc are 2t and 2d respectively. 

As before, t = m * k and d = (m – 1) * k. Number of bucket 

extracted from main tree is l = 2k. 

For m = 3, Ratio is 1.5. It explains that searching become 

50% faster. It is shown in table 2. 

TABLE II.  RELATIVE NUMBER OF ELEMNTS IN MAIN AND SUB BINARY 

TREE WITH M = 3 

k Number of 

Buckets  

l = 2k 

Number of 

nodes in Tp 

2t 

Number of 

nodes in Tc 

2d 

2 4 26 24 

4 16 212 28 

6 64 218 212 

8 256 224 216 

10 1024 230 220 

 

For m = 4, Ratio is 1.3. It explains that searching become 

30% faster. It is shown in table 3. 

TABLE III.  RELATIVE NUMBER OF ELEMNTS IN MAIN AND SUB BINARY 

TREE WITH M = 4 

k Number of 

Buckets  

l = 2k 

Number of 

nodes in 

Tp = 2t 

Number of 

nodes in each 

Tc = 2d 

2 4 28 26 

4 16 216 212 

6 64 224 218 

8 256 232 224 

10 1024 240 230 

 

Thus, if this proportion is maitained then average searching 

time will be reduced. 

 

 

 
c. Values only of m greater than or equal to 3 (m ≥ 3) are meaningful. 

IV.  PROGRAM IMPLEMENTATION 

Current work is programmed in Language C using Linked 

List. In which main binary tree is split into buckets having 

sub binary tree. It is taken care if in any bucket if number of 

nodes which are being inserted increase beyond previously 

define limit, then that tree is split again and vice versa. If tree 

is unbalanced, it is balanced using left rotation or right 

rotation. At each insertion of element, balance of tree is 

checked. For less checking of it, it can be performed after 

certain intervals. 

Binary tree is shown in figure 3. L is the rightmost node at 

bottommost level in left part of tree. L_up is parent node of L. 

R is the leftmost node at bottommost level in right part of 

tree. R_up is parent node of R. 

 

 
Fig. 3. Binary tree 

While balancing particular binary tree, for rotating right or 

left, topmost node of tree is passed in parameter of function 

shift_L() or shift_R(). 
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Fig. 4. Function Set 1 (Linked List using Language C) 

 
Fig. 5. Function Set 2 (Linked List using Language C) 
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Abstract—Cloud Computing is one of the most 

practiced storage environment. Researchers and 

developers around the world are using the cloud 

architecture. With the increase in the demand of the 

cloud architecture, it is also required to put emphasis on 

the nature of load balancing architecture and speedup 

utilities. A well managed network provides better 

efficiency and more accurate allocation of the jobs. The 

proposed framework provides a hybrid structure of 

security and speedup utility. The proposed framework 

also concentrates over the user management and a away 

to response the user more quickly than the traditional 

approach. The proposed framework also aims to attain 

maximum CPU utilization with limited resources. 

Keywords-Cloud Management; Resource Utilization; 

Security Framework; Speedup Utility 

I. INTRODUCTION  

Cloud [1] [2] [3] architecture encompasses three 
levels of services namely [6] [7] [8] [9] [10] [11], 

i. IAAS (Infrastructure as a Service)  

ii. PAAS (Platform as a Service) 

iii. SAAS (Software as a Service) 

The "service" word refers to supply and fulfill the 
user demand. The proposed framework considers 
PAAS and SAAS and utilizes the services provided 
by IAAS. 

Scheduling over a server refers to completing a set 
of jobs provided to the server. In order to complete a 
job sequence, the following terms should be referred. 

A. Make span 

It is the total time which is required to complete 
total listed jobs. Less make span refers to great 
scheduling performance. 

 

 

B. CPU Utilization  

The CPU utilization is the ease of accessing the 
processing unit wisely. High CPU Utilization refers to 
good scheduling results. 

C. Balanced Load 

A well balanced load prevents the system from any 
crash or from any extra consumption of energy. 

D. Speed Up 

Speed Up can be attained when jobs are arranged in 
appropriate manner or order. It refers to how quickly a 
job is scheduled and managed. 

II. LITERATURE SURVEY  

This section describes the survey on different 
author’s research according to the used algorithm and 
methods in cloud computing. In this section 
drawbacks of existing work and their outputs are 
given in the tabular form. 

W. E. Walshet.al [17] utilized the feedback 
algorithm for the management of virtualized 
machines. In this VM machines are grouped together 
into shared pool then as per SLO agreement, the VM 
allocation will takes place. Resource allocation is one 
of the fundamental technologies of cloud-computing 
domain, which utilizes the computing resources like 
bandwidth, energy delay and so on in the network to 
facilitate the execution of cumbersome tasks that 
require large-scale computation. 

Jiayin Liet.al [18] proposed a general two-layer 
architecture that uses utility functions, adopted in the 
context of dynamic and autonomous resource 
allocation, which consists of local agents and global 
arbiter. Due to the vast population, natural resources 
are already on the verge of the extinction. Due to this, 
IT companies are moving in the direction of Green 
Computing as it leads towards decrease of the 
expenses, and decreases the utilization of the natural 
resources. 
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Shi J.Yet.al [19] proposed an adaptive resource 
allocation algorithm for the cloud system with 
preempt able tasks in which algorithms adjust the 
resource allocation adaptively based on the updated of 
the actual task executions. Resource allocation is one 
of the challenges of cloud computing since end-users 
could easily access resources from anyplace and at 
anytime. The resources present in a cloud could not be 
demanded straightly but it could be opened using 
SOAP/Restful web APIs which map requests for 
storage or computations purposes are plotted to 
virtualized ICT resources (which are servers, blob 
storage, elastic IP, and so on. 

Goudarzi H et.al [20] reported a study of cloud 
HPC resource planning. In it author propose 
quantitative application dependent instrumentation 
method to investigate multiple important dimensions 
of a program’s scalability. Cloud computing could be 
named as a new paradigm of computing services for 
dynamic provisioning which is upheld by state-of-the-
art numerous datacenters that in general work using 
Virtual-Machine technologies for alliance as well as 
for environment isolation purposes. 

A. A. Patel et.al [21] presented the resource 
allocation problem in which it is solved using SLA 
violations. . In it the upper bound of total profit is 
provided with the help of force-directed resource 
assignment (FRA) heuristic algorithm, in which initial 
solution is based on provided solution for profit upper 
bound problem. The term server consolidation is 
mainly used to maximize the usage of available 
resources. Presently, the main method of server 
consolidation is virtual migration. Traditional 
approaches usually determine a unique VMs 
placement before deploying a service in the 
production environment. 

B.Weiet.al [22] implemented a framework for live 
migration and dynamic reallocation of VMs according 
to current utilization, while ensuring reliable QoS and 
minimizes power consumption and delay using two 
algorithms, Modified Best fit decreasing algorithm 
and genetic algorithm. The idea of Virtual Machines 
(VMs) is connected to diminish the energy utilization 
as it essentially decreases the rate of idle power in the 
general base.  

D.Jayasingheet.al [23] proposed a dynamic 
threshold based approach for CPU utilization for host 
at data center. This consolidation will work on 
dynamic and unpredictable workload avoiding 
unnecessary power consumption.  

K.Yeet.al [24] proposed a method, which is 
Dynamic Round-Robin method, to deploy the virtual 
machines for power saving purpose. Dynamic Round-
Robin is an extension from original Round-Robin, in 
this First-Fit is used as baseline algorithm. In this 
method VMs are assigned to servers uniformly. 

III. PROBLEM FORMULATION 

Cloud computing suffers from a lot of problems. A 

well managed job sequence is one of the most 

complex problems of cloud computing. Consider a 

cloud model C( U, S, sS, L) where U represents the 

total number of users in the network, S represents the 

servers in the framework, sS represents sub servers in 

the network and L the location of S, sS and U. The 

first problem is to assign user a sub server as per 

user's reach to that extra coverage cost can be ignored 

and high CPU utilization is attained. The second 

problem of this research work is to attain security if 

the user wants to keep any document over the cloud 

network. The third problem is to attain maximum 

scheduled jobs arranged according to their priority. 

IV. PROPOSED METHODOLOGY  

The above flow diagram represents the entire 
frame work. There are mainly four sections in the 
proposed architecture. The first one is the complexity 
finder based on type of the document which has been 
uploaded. Second section is the selection of the 
encryption algorithm. There is also a scheduling 
section which is a major part of the proposed 
framework. The final section is the storage section 
where the entire data is stored on the cloud. The entire 
framework is termed as Key Selective Secure Privacy 
(KSSP) framework.  There are certain processes in the 
proposed framework. The framework looks for the 
User and Job complexity both. The proposed 
framework starts from the complexity finder block 
which is at the top of the entire architecture. The 
complexity finder is one of the key issues of the 
proposed KSSP architecture as it saves a lot of time 
when the data is sent for the encryption. Choosing a 
wrong encryption algorithm may lead to a huge time 
gap and loss in data identity. The complexity finder is 
applied to different type of multimedia files which is 
an attached block to the data type. All the attached 
data types have been considered. The algorithm is 
assigned according to the complexity of the 
document. There are four algorithms which have been 
considered for the encryption namely RSA, 
BLOWFISH, AES and NTRU. The proposed 
framework (KSSP) has wisely chosen these four 
algorithms as per encryption nature of the algorithm 
and the types of documents which are getting used in 
KSSP architecture. The encrypted bits are followed by 
the optimization block which is single handled by the 
Genetic Algorithm. Genetic Algorithm is a part of 
Natural Computing and can adjust according to the 
load given to the system. Hence, Genetic Algorithm 
can handle large number of bits provided to it. The 
population size for the genetic algorithm becomes 
equal to the total number of bits in the encrypted bits. 
There is cloud storage above the entire architecture 
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and the encrypted bits are stored at the top of the 
cloud storage. It has been always kept in mind that no 
single bit space is underutilized. The proposed 
architecture also actively participates in user 
management and it finds sub servers near to the user 
in order to prevent the time and costing. A sub server 
which is near to the user will definitely consume less 
cost and time as compare to the sub server which is 

far. The proposed architecture has also a Job 
Management technique associated with it, it divided 
the entire framework in two sections namely high job 
complexity and low job complexity as per the 
demanding nature of the jobs. It has been always 
taken care of that any sub server does not sit idle or 
any other server is not over utilized. 

 

 

Figure 1.  Key selective secure privacy framework 

The proposed solution is divided into the 
following sections.  

A. Location Based User Management  

Cloud Server and user base management is one of 
the most complicated tasks. Maintaining the user 
location and the demands of the users requires a lot of 
attention. Let us suppose the following user model 
[12, 13].  

U (LU, SL, SSL) where (LU, SL, SSL) is a subset 
of L. LU is the location of the user which contains the 
x and y co ordinate and it can be represented as 
LU(x,y). In the similar fashion, SL can be represented 
as SL(x,y) and SSL as SSL(x ,y). Figure 1 represents 
the user and server model taken in the proposed 
methodology. 

Figure 2 contains server, sub servers and users. If 
U4, U5 is considered, the nearest server to them is ss1 
in the similar manner ss2 is more closed to U3 and ss3 
is closer to U and U2. If the services to U2 are 
provided by ss3 then it would cost the network less as 
compared to the cost if the services are provided by 
ss1 or ss2. 

 

Figure 2.  User / Server locations and their coverage range 
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The following algorithm illustrates the finding of 
suitable sub server as per the range in order to manage 
the load of the network and to minimize the cost. 

Algorithm 1:  Find closest Sub Server 

Function SR = Find_closest( UL , SSL ) 

 for 1 = 1: SSL. count 

 for j = 1: UL. count 

if (√(〖(Xai − Xaaj)〗^2 + 〖(Xai − Xaaj)〗^2))
≤  Cov − limit 

where Xa is subserver x co ordinate 

 Xaa is user x co ordinate. 

Ya is subserver y coordinate Yaa  

is user y coordinate 

−y_1)〗^2 ) < dλ 

Add sub servers to cov_limit 

Find Cov_limit as 

dλ =
width ∗ 35

100
 

There would be x co ordinates of the users and 
there would be y co ordinates of the users. In similar 
fashion there would be x coordinate of Sub servers 
and y co ordinate of Sub server. The following sort of 
table would be obtained after the implementation of 
the Algorithm 1. 

TABLE 1.  SAMPLE OF COVERAGE SET 

Sub Server ID COVERAGE ELEMENTS 

1 4 5  

2 3 10 12 

3 0 2  

 

The proposed algorithm also includes a cache 
which after the completion of a job from a sub server, 
stores the record of sub server and the user. This helps 
in reduction of the computation cost. The computation 
cost includes the cost of search of a sub server and 
allocation of the job to the sub server. If the behavior 
of the user remains the same, this cache memory can 
be very helpful as the main server will not have to do 
the search again and again for the same type of jobs. 

There are two constrains with the first part of the 
proposed algorithm. 

i. What if the sub server which is in range of 

the user is not compatible with the user 

requirement? 

ii. How any other sub server is going to be 

allocated if the sub server which is in the 

coverage set of the user is not compatible 

with the user requirements? 

In order to solve above two problems the 
following solutions have been proposed. 

Algorithm 2: Compatibility Testing [15] 

Function flag_true= Compatibility_Test( Ur, Sr) 

// Ur is the user requirement  

// Sr is the sub server resources 

for i=1:User.Count 

If ( Sr> Ur(i)) 

flag_true(i)=1; 

Else 

flag_true(i)=0; 

End if  

End Function. 

The steps of algorithm 2 explain the compatibility 
testing methodology. The compatibility testing refers 
to checking the resources whether they will be able to 
full fill the demands of the user’s [14] requirement or 
not. This algorithm is a preliminary algorithm which 
must be applied once the coverage range of any sub 
server is identified.  

The second solution comes when any sub server 
which is in range of user but not able to full fill the 
requirement of the user.  

Algorithm 3: Find Sub server out of Coverage 

p_ssno=find_SSOC(User_Req, SSF) 

// SSF is the sub server //feature list , User_Req is the 

//list of the requirements //made by user 

//p_ssno is possible subservers 

mycount=1; 

for i=1:sub_server.count 

if (SSF(i) > User_req) 

p_ssno(mycount)=sub_server_id(i); 

mycount=mycount+1; 

End 

Algorithm 3 depicts which are the possible sub 
servers which can be used in order to complete the 
user requirement. Here, it is quite possible that the 
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algorithm returns more than sub server. In such a case 
the sub server which will provide the solution with 
least cost will be assigned as the working server. 

B. Security Concerns Of User Data[16] 

The security concerns refer to encrypt the 

document associated with any user and the user wants 

to keep the document on the cloud. Algorithm has 

already been proposed in predecessor research work 

of the proposed research work [16]. 

The key aspects of the security concerns proposed in 

predecessor research work were 

i. Selection of the encryption algorithm based 

on document (text, audio, video, image) 

complexity of the document determined by 

the complexity finder [16]. 

ii. Optimization of the encrypted section using 

Genetic Algorithm in order to prevent the 

data space of storage at cloud. 

One more security concern has been taken into 

contrast that is DDOS (Distributed Denial of Services) 

attack. The proposed architecture prevents the 

network from DDOS attack in the following manner. 

The proposed algorithm has taken DDOS as a 

very serious threat for the cloud users and has made 

an attempt to prevent the datacenter from DDOS 

using Artificial Bee Colony Algorithm (ABC). 

Figure 3.  The situation where scheduling is required 

The third section refers to scheduling the jobs on 

the right sub server as per the requirement. Now the 

question arises that when we require scheduling. 

When there are more than one sub servers in range of 

a user then scheduling is required to distribute the 

load on each sub server. For this purpose a high low 

priority scheduling algorithm has been proposed in 

which each and every server will get a high and low 

priority jobs in similar manner in order to avoid any 

kind of overload at any sub server. This not only saves 

the sub servers from getting overloaded but also 

prevents a lot of energy. A low priority job is 

basically a job which is low demanding in nature and 

a high priority job is a job which has high requirement 

demand.  Consider the following Figure 2. Here there 

are two sub servers 1 and 2 available for the users in 

the same area. In such a situation the scheduling 

would be required. 

V. SIMULATION ENVIRONMENT 

In order to match the process environment which 

includes IAAS, PAAS and SAAS CLOUD SIM 8.02 

has been utilized which is an open source cloud 

environment platform. 

TABLE 2.  SIMULATION ENVIRONMENT  

SIMULATION TOOL CLOUD SIM 

Programming Language Java 

Ram Required  1 GB Minimum  

HDD Requirement  50 GB 

Processor  1.2 Ghz and above  

 

In addition to the above the following key lengths has 

been utilized. 

TABLE 3.  UTILIZATION OF KEY LENGTH 

ALGORITHM KEY LENGTH 

RSA 64 , 128  2-3 Divisions  

BLOW FISH 128  2-3 Divisions  

NTRU 128 , 256,512  3-6 Divisions  

AES 256    3 Divisions 

 

A. Performance Evaluation  

1) Cracking Year 

Security is one of major challenges in the modern 
world and another factor is how the security is 
attained. Encryption of data has become a very 
common trend in the cloud industry and cracking year 
is one of most suitable way to find out the strength of 
the encryption algorithm. The formula for the 
cracking year is as follows  
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IKS y = 56 +  y − DESTrust 

∗  
12

TechProgress

+
BudgetDepend

Budget
 

− log2(SymCplrPerf) 

Where SymCphrPerf is the ratio to number of 
cycles taken for the encryption to the number of 
cycles of cipher encryption  

2) Encryption Time   

It is the total time which is required to encrypt the 
data. The proposed algorithm encrypts a total of 7 
types of file format including mp3, mp4, jpg , jpeg, 
txt, doc, pdf. The following score has been recorded. 

TABLE 4.  ENCRYPTION TIME W.R.T ALGORITHMS USED 

ALGORITHM NAME  ENCRYPTION TIME IN 

SECONDS 

NTRU .65 

RSA .76 

BLOWFISH .74 

AES .75 

 

3) Decryption Time  

Decryption Time is the total time required to 
decrypt a file. Same as that of encryption, total 7 file 
formats have been considered. The following table 
illustrates the average decryption time for the 
algorithms used against all the file formats. 

TABLE 5.  DECRYPTION TIME W.R.T ALGORITHMS USED 

ALGORITHM NAME  DECRYPTION TIME IN 

SECONDS 

NTRU .90 

RSA 1 

BLOWFISH 1.2 

AES .98 

 

4) Back Up Compliance Rate 

 It is the rate through which early system 
recoveries can be attained. The proposed algorithm 
provides the servers a great edge to relax and hence 
there are always ready to provide backup to other 
system. In such a manner, system only consumes that 
time which the system requires in order to wake up. 
Following table has been observed at the time of the 
simulation. 

TABLE 6.  BACK UP COMPLIANCE RATE W.R.T ALGORITHMS USED 

ALGORITHM NAME  BACK UP COMPLIANCE 

RATE 

NTRU .90 

RSA .75 

BLOWFISH .89 

AES .87 

5) Delay 

Delay is the time difference between one job to 
another with the addition to all the time which has 
been consumed already. Here with the proposed work, 
the delay would be least as the job scheduling has 
been done in such a manner that all the jobs are 
scheduled on time. The following table has been 
observed  

TABLE 7.  DELAY COMPLIANCE RATE W.R.T ALGORITHMS USED 

ALGORITHM NAME  DELAY IN SECONDS 

NTRU 1 

RSA 2 

BLOWFISH 1 

AES 1.5 

 

6) SLA Violation 

SLA stands for “Service Level Agreement” [4, 5]. 
It is a kind of promise which the service provider 
supplies to the user. SLA can be termed to violate due 
to any reason, as for example, if a job has to be 
scheduled and it is not scheduled, then it refers to a 
SLA Violation. The proposed architecture only 
reflects a 15 % violation rate, even if the job flow is 
high. 

7) Waiting Time 

Waiting Time is the time duration which a file has 
to suffer if the scheduling processor is busy in 
performing some other task. As the proposed 
algorithm has managed efficiently scheduling of all 
the jobs, the waiting time is very less for the entire 
encryption or decryption algorithm. 

TABLE 8.  WAITING TIME W.R.T ALGORITHMS USED 

ALGORITHM NAME  WAITING TIME IN 

SECONDS 

NTRU .10 

RSA .21 

BLOWFISH .15 

AES .25 

 

8) Up-Time  

The uptime is the total time for which the 
computer is still working. Here in the proposed 
architecture, the uptime will remain low as the work 
finishes in very timely fashion as the encryption of the 
data is done on the basis of the encryption selection 
algorithm. In addition to that, the jobs are also divided 
into low and high category and hence the system 
remains in rest mode as the work gets finished very 
early. The following table is designed to show the up 
time of different encryption algorithms. 
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TABLE 9.  UP- TIME W.R.T ALGORITHMS USED 

ALGORITHM UPTIME IN SECONDS 

AES 30 

RSA 29 

BLOWFISH 27 

NTRU 23 

 

9) Down Time  

Down Time is the time for which the system 
remains off. Here the downtime will be more as 
compared to the architecture system as the system 
gets a lot of time to relax. The time of relaxation is 
increased due to the finishing nature of the scheduling 
algorithm and the time saving nature of the 
complexity finder. 

TABLE 10.  DOWN- TIME W.R.T ALGORITHMS USED 

ALGORITHM DOWN TIME IN 

SECONDS 

AES 9 

RSA 7.5 

BLOWFISH 11 

NTRU 14 

 

10) Turnaround Time 

The turnaround time is total time elapsed between 
a job submitted to the processing unit and the return 
of the whole output. The proposed algorithm is 
designed to minimize the turnaround time. The 
turnaround time depends upon the following factors 
[25, 26] 

a) How the jobs are scheduled  

b) Whether the processing units is satisfying 

the requirements of the jobs or not  

c) How efficient is the processing unit  

d) Whether the load is balanced or not 

The proposed framework has managed to cover all 
the above mentioned points. If monitored, the 
architecture diagram shows that the jobs are divided 
into two sections namely high requirement jobs and 
low requirement jobs. The jobs are checked at servers 
before getting assigned so that their requirements are 
always full filled. The following table illustrates the 
total turnaround time of the proposed architecture 
under several algorithms. 

TABLE 11. TURNAROUND- TIME W.R.T ALGORITHMS USED 

ALGORITHM NAME  TURNAROUND TIME IN 

SECONDS 

NTRU 1.2 

RSA 1.1 

BLOWFISH 1 

AES 1.15 

 

The average cost of the proposed architecture 
under every algorithm is as follows. The average cost 
is the sum of different costs like turnaround time, 
encryption time, decryption time and waiting time. All 
the times have been marked in seconds. The average 
cost of all algorithms is about 3 seconds. The table 
does not include the time which is elapsed in the 
allocation of the multimedia data to the appropriate 
encryption algorithm i.e. the complexity finder 
algorithm time has not been added. 

TABLE 12.  AVERAGE COST OF PROPOSED ARCHITECTURE 

ALGOR

ITHM 

NAME  

TURN 

ARO

UND 

TIME 

IN 

SECO

NDS 

ENCRY

PTION 

TIME IN 

SECON

DS 

DECRY

PTION 

TIME IN 

SECON

DS 

WAIT

ING 

TIME 

IN 

SECO

NDS 

TOT

AL 

TIM

E 

NTRU 1.2 .65 .90 .10 2.85 

RSA 1.1 .76 1 .21 3.07 

BLOWF

ISH 

1 .74 1.2 .15 3.09 

AES 1.15 .75 .98 .25 3.13 

 

11) Total  Security Score  

The total security score is the target score which 
identifies the flexibility and ability of the security 
algorithm. Blow fish has highest security score 100 
but is considered only for one environment. The 
proposed algorithm is seeking security from 3 
algorithms and for multiple types of files and hence 
lacks by 10% in the average security score. The 
average security score can be calculate using the 
following formula [27] 

                                                       

Security Score = ( 5 ∗ t + 5(1 −
eQ

F
))i=n

i=1 /n 

Where n is the total number of documents which 
has been encrypted, t is the total time of processing, Q 
is the time of encryption of the document and F is the 
time of Decryption 

TABLE 13. SECURITY SCORES OF THE THREE ALGORITHMS 

ALGORITHM  TOTAL SECURITY SCORE 

CDPS 54 

BLOW FISH 100 

KSSP 90 
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Figure 4. Total security score 

12) Reliability Score 

The term reliability refers to a level of trust of 
using the proposed mechanism over different 
scenarios of data. The proposed model has tried and 
tested its efficiency over more than six types of files 
including PDF, MP3, MP4, JPEG, DOC, DOCX, 
TXT etc. The reliability of the proposed framework 
shows the reliability in providing the job scheduling 
solutions as well as the security solutions. It intends to 
save a lot of time by choosing the appropriate 
encryption algorithm depending upon the type of file 
which has been selected. The following graph 
illustrates the reliability score. The mathematical 
formula for the same is as follows [28] 

Reliability = (Pobserved − Pactual)/Pactual 

Where Pobserved is the probability of one 
document to be stored at cloud safely in the real time 
scenario where as Pactual=.50 

TABLE 14.  RELIABILITY SCORE 

ALGORITHM  RELIABILITY SCORE 

CHUNG 25 

KSSP 75 

 

Figure 5.  Reliability score  

13) Network Packet Rate 

It is the total number of packet frames send in a 
given interval of time. The proposed algorithm even 
works better in these network parameters. The 
following table and figure illustrates that how 
different encryption algorithms perform when their 
encrypted packets are sent under a time frame. The 
formula for the same is as follows 

Network Packet Rate

= ( PacketsTransferred/T)

n

i=1

/n 

Where T is the total number of Packets and n is 
the total number of documents for which the transfer 
rate is being calculated. 

TABLE 15.  PACKET TRANSFER RATE 

ALGORITHM  PACKET TRANSFER 

RATE 

NTRU .76 

BLOW FISH .65 

RSA .79 

AES .65 
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Figure 6.  Packet transfer rate 

14) Error Rate  

It is the total error occurred while transferring the 
data from one end to another .Here it is observed that 
the RSA has the least error rate. It is because of the 
two way key utilization which makes it more efficient 
and less error prone but at the same time it consumes 
a lot of time and also it is not suitable for each type of 
file. The most efficient algorithm for the processing 
can be considered as NTRU as even for long bit 
pattern, it acts well. Yes for sure it is a little more 
error prone as compared to RSA and BLOWFISH due 
to its nature of processing. The formula for the same 
is as follows: 

Error Rate =  error/i

n

i=1

 

Where n is the total number of packets sent. 

TABLE 16.  PACKET TRANSFER RATE 

ALGORITHM  ERROR RATE 

NTRU .23 

BLOW FISH .15 

RSA .22 

AES .25 

 

 

Figure 7.  Error rate of algorithms  

15) Total Time Cost  

Total time cost is the time which is consumed for 
the successful encryption of the provided documents. 
The average time cost of the proposed framework is 
very less as the scheduling and management is strong 
enough to prevent extra time cost of the network. The 
simulation results shown in figure 3 demonstrate how 
efficient the proposed algorithm. Almost a total time 
gap of 7-8 seconds has been recorded. 

TABLE 17.  TOTAL TIME  COST 

ALGORITHM  TOTAL TIME COST 

CDPS 8 

BLOW FISH 12 

KSSP 3 

AES 10 

NTRU 7.8 

RSA 9.8 

 

 

Figure 8.  Total time cost 

 

Figure 9.  Different time intervals  
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16) Security Composition 

Security Composition evaluates how efficient the 
security model would be. Here the security 
Compliance is high as the encryption is selected on 
the basis of the complexity finder which selects the 
most appropriate algorithm for the encryption. It also 
looks the security path in the scheduling also to 
prevent a high time which can be invested to some 
other process. The following table has been illustrated 
which indicates that the proposed algorithm possesses 
high security composition. 

TABLE 18.   SECURITY COMPOSITION OF PROPOSED ALGORITHM 

COMPARE 

WITH  

ENHANCED 

RATE 

SECURITY 

LOSS 

RC4 128 32 % 21% 

RC4 256 35% 24% 

BLOWFISH 245 12% 11% 

 

VI. CONCLUSION  

The current approach included 4 different 
algorithms in order to test their stability and reliability 
and other parameters which may affect any cloud 
performance including error rate and packet transfer 
rate. This paper has compared four algorithms on 
those parameters and has found that the proposed 
terminology works well and can be utilized for more 
algorithms as well. The proposed solution to prevent 
the data on cloud is not only a solution but an entire 
framework. The KSSP framework prevents the entire 
system from distributed denial of service attacks and 
concentrates on the maximum completion of the jobs. 

The proposed approach opens a lot of gates for the 
future research workers. The proposed framework is 
only optimized for one single attack. In future, 
research workers may try preventing the network from 
different types of attacks. Hybridizing the encryption 
algorithm to improve the performance of the 
complexity finder can be another lucrative area of 
research. 
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Abstract- Cloud storage has become more and more popular in the recent trend since it provides various benefits over 

the traditional storage solutions. However, security and privacy issues arise by allowing a cloud service provider (CSP) to 
take the custody of sensitive data; hence making data encryption inevitable. Even though the encryption approach 

strengthens the data security it results in degraded data efficiency because of the reduced search ability. A major 
challenge confronting researchers especially in cloud computing environment, when sensitive data is stored over the 
cloud, is to store the data in hidden form and yet provide efficient retrieval of outsourced encrypted cloud data at the 

same time.  

In this paper we present a scheme for secure Search over Encrypted Cloud Data (SECD) to improve the data 
discovery and user searching experience by searching metadata instead of original outsourced data. It supports multi-

keyword, extends keywords to include synonyms and related terms, by incorporating the concept of domain dictionary. 
The necessary preprocessing of the keywords is done at the user end in order to reduce the overhead and processing time 
at cloud end. By incorporating XML based index file, we reduced the index file storage requirements and search time by 

significantly large amounts. The security analysis testifies that data security has been improved by searching the cloud 
using trapdoor instead of keywords. The performance analysis of the proposed scheme on the dataset concluded that time 
taken to update the index file has been reduced quiet significantly over outsourced encrypted cloud data. 

 

Keywords— Cloud computing, Domain dictionary, Index file, Metadata, Search scheme, Synonym search, XML  

 

I.   INTRODUCTION 

In today’s era of technology when massive quantities of data are generated every single day at an enormous pace, 

cloud storage has become a need of the hour. It allows data to be accessed on demand from any remote locations in a 

pay as you go manner. One of the most exciting features of Cloud computing is its flexibility of use, which attracts a 

wide population of users towards itself. With the rising popularity of Cloud computing, many organizations and data 

owners are motivated to outsource their large volumes of data to cloud servers like Amazon, Microsoft Azure, 

Google Drive, and so on.  There is no doubt that Cloud computing has brought about a paradigm shift; but sadly 

along with many benefits provided by cloud storage, many security problems arise which inhibit enterprises from 

migrating their sensitive data to cloud storage.  In order that many enterprises can draw the ubiquitous benefits that 

the Cloud computing in general and cloud storage in particular promises to offer, the underlying security issues 

associated with Cloud computing need to be addressed. The issue of confidentiality is taken care by applying 

cryptographic techniques prior to outsourcing of the sensitive data. But in order to implement efficient data 

utilization, search over encrypted cloud data has been a great challenge. In such a scenario, an efficient scheme that 

supports search over encrypted data in cloud computing becomes very significant. There is a need to retrieve the 

data efficiently, enhance system usability, reduce communication overhead and improve user searching capabilities 

and that too without compromising the security and privacy aspects of the outsourced data.  
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Various searchable encryption schemes have been developed so far to provide search capability over outsourced 

encrypted data. Mostly these schemes employ index based ranked search and include frequency of query keyword in 

the document; hence challenging the security and reducing efficiency. In order to address the aforementioned issues, 

in this paper we propose a Search over Encrypted Cloud Data scheme (SECD). In this proposed scheme we present 

a metadata based index generation scheme for search over encrypted data. We have proposed a novel concept of 

domain dictionary wherefrom a metadata based index file is to be generated that is to be queried while performing 

searching operations. The improvements in search results illustrated that our developed schemes are more efficient 

in terms of performance, and security than the former proposed schemes 

 The rest of the paper is structured as follows. We first present a review of the related works in Sect. II. Next we 

define the identified problem in Sect. III. We then discuss the detailed design of the proposed search scheme in Sect. 

IV. In Sect. V we analyze the performance of the defined search scheme and discuss the results, and finally conclude 

in Sect. VI. 

 II. RELATED WORK 

 
To keep user’s data confidential against an un trusted Cloud service Provider (CSP) many schemes were proposed 

in recent researches that enable keyword search over encrypted data in cloud computing. Few researchers have 

developed and implemented methods that retrieve data on the basis of attributes (e.g., country he lives in). In 

attribute based encryption, introduced by Sahai and Waters [1] [2], decryption of cipher text is possible only if the 

set of attributes of the user key matches the attributes of the cipher text. Keyword-based search techniques have been 

the most popular and user friendly search techniques and have been widely applied in plaintext scenarios, such as 

Google search [5]; thereby permitting users to selectively retrieve files of interest. But traditional keyword based 

search methods are not suitable for  search over cloud environments when the data is in encrypted form. Data 

encryption leaves the data in unintelligible forms thus restricting users to perform keyword based search operations. 

In order to search securely over outsourced encrypted cloud data, searchable encryption techniques have been 

developed in recent years [7], [8], [11],[12].  These searchable encryption techniques allow search to be performed 

over the encrypted data and have been used in cloud environment.  

D.Song et al.[3] proposed a two layered symmetric key cryptography to overcome security issues but the scheme 

was ineffective when searching was to be done on huge data . D.Boneh et al. [4] proposed public encryption 

keyword search. In this, file is encrypted using public key by the data owner, but the authorized users can search a 

file using their private key. For secure indexing, Cao et al. [6] proposed Privacy pre-serving multi-keyword ranked 

search (MRSE) which is one of the first works that proposed a viable solution to address a multi-keyword ranked 

query problem. In MRSE, all keywords are defined in a dictionary and the trapdoor is built using the inner product 

of two vectors to generate secure keyword queries and an internal ranking algorithm is used to determine the top k 

files to be returned to the data consumer. However, a major drawback to this approach is the use of a static 

dictionary that has to be rebuilt completely each time for every new keyword.  

Z. Xu et al.[8] proposed Multi-Keyword ranked query on encrypted cloud data (MKQE) which is an improvement 

of MRSE. In MKQE there is a significantly great reduction in the amount of computations when the keyword 
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dictionary is expanded and also keyword access frequencies are taken into consideration. This scheme lacks 

functionalities like semantic query and fuzzy keyword query.  

H.Kam et al. [9] developed three different schemes which are “Synonym-Based Keyword Search (SBKS)”, 

“Wikipedia-Based Keyword Search (WBKS)”, and “Wikipedia-Based Synonym Keyword Search (WBSKS)”.  In 

SBKS for each user query a list of trapdoors is generated, hence for each keyword a lengthy trapdoor list is created. 

For WBKS the index is constructed using a set of Wikipedia articles. For performing search with a specific 

keyword, the TF-IDF is used to generate the similarity score. In WBSKS which is a hybrid of SBKS and WBKS the 

advantage of both the schemes is taken to expand the search to cover synonyms of the search keyword while 

maintaining a small index. In these schemes time of index construction was very high. Wang et al. [14] proposed an 

encrypted inverted index for providing search capabilities over encrypted data .In this scheme ranking of the 

retrieved documents was done according to the computed relevance score between documents and query. 

Khan et al. [10] proposed secure ranked fuzzy multi-keyword search over out-sourced encrypted cloud data 

(RFMS). This scheme incorporated fuzziness and an internal ranking algorithm to rank the relevant files based on a 

relevance score. H.T.Poon et al. [13] investigate the problem of processing large amount of encrypted documents in 

XML-like formats. They presented a scheme which combines search and computations over encrypted documents to 

extract aggregated data from XML documents. The approach they proposed can be used for partially or fully 

encrypted XML documents. Vandana S. et al.[11] proposed Multi-Keyword Synonym based Fuzzy Ranked Search 

over Outsourced Encrypted Cloud Data (MSFRS). It supports multi-keyword, suggests synonyms if user forgot 

keyword & returns results after evaluating relevance scores based on frequency of keyword in the documents 

bearing same rank. 

III. PROBLEM DEFINITION 

 
Understanding the importance of the searching on encrypted outsourced cloud data, we propose a framework that 

includes new domain dictionary construction paradigm that employs a novel similarity index generation algorithm 

and uses an extended multi-keyword searching technique to retrieve relevant result sets. In SECD, we assume that 

the amount of data continues to increase from time to time; hence, the domain dictionary has to be expanded 

periodically. Our contribution can be summarized as follows:  

 

1. The domain dictionary can be expanded dynamically with reduced overhead of the dictionary 

reconstruction when new keywords are added.  

2. A novel similarity index generation algorithm is proposed in which each index entry is in the form of 

trapdoors, which are not dictionary words, thereby improving security.  

3.  Search query is converted into a trapdoor before being fed to cloud search engine that is in the form of a 

set of key-value pairs.  Hence, making the search query more secure and precise.  

4.  Weights of search terms is considered, hence search results are more relevant.  

5.  All the required preprocessing of data and input query is done at the user end, thereby relieving the cloud 

end of preprocessing tasks, hence efficiency both in terms of time and performance is achieved. 
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6. The generated Similarity Index file to be uploaded to cloud server is stored in the XML format which 

provides interoperability, faster querying and a significant reduction in file size.  

IV. SYSTEM DESIGN OF SECD SCHEME 

We consider a system model involving three different entities; the cloud server (C), the data owner/super user 

(DO) and the data user (DU). The files containing sensitive data are owned by the DO and are to be outsourced to 

the cloud server. Fig. 1 shows the complete architecture of SECD scheme. In order to provide confidentiality, the 

sensitive information needs to be encrypted before outsourcing it to the cloud server. In order to build a searchable 

index for providing search capabilities the metadata needs to be extracted from the data files to be outsourced. 

Metadata construction begins with the creation of the Domain dictionary which can be viewed as a collection of data 

buckets. Each data bucket or domain in the domain dictionary contains all the keywords and their extended synonym  

set corresponding to the similar files out of whole set of documents. Each data bucket or domain is labeled with a 

unique domain id.  A searchable index file I is constructed using the domain dictionary and is converted into XML 

format and along with the encrypted files is outsourced to the cloud.  

In the search phase, a trapdoor is to be generated against the query keywords submitted by the data user. The 

cloud server will search the index I against the generated trapdoor and then return search results to the user. At the 

end of the search phase user receives the required encrypted files. These files are then decrypted at the user end and 

the intended original files are made available to the user.  

 

                    

Fig. 1 Architecture of SECD 
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A. Detailed design: 

The SECD system consists of following components:  

─ Initialize (): The DO determines the number of files containing sensitive data that are to be outsourced. But 

prior to outsourcing, keywords of interest need to be extracted from those files. The DO recognizes the 

distinguishable keywords and adds them to the domain dictionary. These keywords are later used for retrieving these 

files from cloud server C. 

 ─ Build-Domain-Dictionary (D): The user application expands each specified key-word into the keyword 

synonym set by the Keyword Set Extension (KSE) process. The WordNet® lexical database, provided by Princeton 

University, is used as the synonym dictionary to create the keyword synonym set. The keyword set is fed in-to the 

synonym dictionary to retrieve the extended keyword set and each domain is populated with the similar or related 

keywords which in effect represent the files that are conceptually related.  

 

─ Encrypt (F, Ks): The set of sensitive files F = (F1, F2 ...Fm) is encrypted using symmetric key encryption and an 

encrypted set of files E= (E1, E2...Em) is created. The key Ks used for encryption can be any randomly generated key 

by DO.  

─ Build-similarity-index (Ks,D,F): In order to compute the similarity value between some file F and domain D i 

all the keywords representing F and all the keywords present in Di are represented as vectors with binary weights. 

Similarity value (Si ) for file i is calculated as in (1) 

                                                                                     (1) 

na is the count of terms in vector A, w is the weight, and A.B is the dot product of two vectors A and B.  

where, W=1 for exact match, and  

              W=0.66 otherwise  

Likewise, Sij is calculated for all i files with all j domains in D. The overall process of index generation is shown 

in the algorithm explained in Fig. 2. 

─ Query-Trapdoor-creation (wq): When the user has to performs a search he sends a multi-keyword query wq = 

(wq1,wq2,...wqk) to DO. Query trapdoor is calculated in a similar way as in case of index building. The similarity 

calculation between query Q and domain D is done using the formula given in (2) which is the modified version of 

(1) and is written as:                                                                                                        

                                                                             (2) 

where, S is the similarity between extended query Q and domain Di , Q.D is the dot product between query vector 

Q and domain vector D,  q is the number of query terms 
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Algo 1:Build-index(ks , F, D) 

ks :  Set of file keywords, F: Original file,  D: Domain Dictionary  

Output I. 

1. Initialization: 

I. Select the keywords Kw= (Kw1, Kw2, Kw3... Kw n) from each file contained in the set of sensitive files F = (F1, F2, F3...Fm). 

II. Build a domain dictionary D = (D1,D2,D3,...Dn) for all extracted keywords. 

2. Trapdoor set of each keyword 

I. Extract the selected list of keywords Kw:  = (Kw1, Kw2, Kw3... Kwn) from domain in domain dictionary that match the file 

keywords. 

II. Entire file is encrypted Ei and uploaded on Cloud Server C. 

III.  Similarity value of each keyword set and the matching domain(s) is calculated and stored in its corresponding trapdoor set 

p = (p1, p2, p3...pm). 

Element pi in trapdoor set is of the form <File_ID, Similarity_value>.  

3. Building the final index file 

I. The corresponding trapdoor sets p = (p1, p2, p3...pm) are stored against each Domain Id which constitutes the final index I .  

 

 

Fig. 2 The details of Build-index for SECD 

    ─ Rank-retrieval (R):  The trapdoor set for keywords in query is extracted and the cloud server is queried with 

the trapdoor set generated by the user application. The generated trapdoor set is matched with the index file and the 

relevance score is calculated on the basis of  similarity score between the trapdoor and the index file entries. On the 

basis of ranking score the most relevant files are sent to the user. The detailed description of rank based multi-

keyword search is given below in Fig. 3.  

 

Algo 2:Rank-retrieval (wq) 

Output: K ranked files. 

1. Query received 

I. The DO sends the multi-trapdoor query wd = (wd1, wd 2,... wdk) to cloud server C. 

 

2. Parsing the query 

I. Parse the received query to extract the domain Ids and similarity values. 

 

3. Searching Index File 

I. The search engine retrieves the tags matching the domain Ids from the Index I. 

II. The retrieved tag values are parsed to extract relevant file names and similarity values. 

III. Matching is done between the similarity values retrieved from the trapdoor query and those retrieved from tags. 

IV. Relevant files are ranked according to the similarity score. 

 

4. Returns list of top K ranked files. 

 

Fig. 3. The details of Rank Retrieval for SECD. 

V. PERFORMANCE ANALYSIS 

 In order to evaluate SECD scheme multiple experiments were conducted. The experiments were conducted over a 

dataset consisting of 1000 files of size approximately 7 KB and number of unique keywords ranging up to 2000. The 

necessary codes are written in PHP. The underlying platform consists of a CentOS server with Eucalyptus Cloud 

installed on it. Eucalyptus is open source software for building private and hybrid clouds. The Intel core i3 processor 

running at 3.20 GHz with 4GB RAM was used for the experiments. MSFRS from [11] is implemented and is used 

as the benchmark in our tests. We have used the symmetric-key encryption and decryption for the data files. 
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A.   Security and Privacy Analysis  

We evaluate the security of the proposed scheme by evaluating the fact that that cloud server C should not learn 

the original contents of sensitive data files uploaded by the DO. After applying the cryptographic techniques the 

cipher text generated for encrypted files resulted in special characters, instead of normal English text so, the 

dictionary attack is avoided. Also, the index file entries and the search queries are in the form of trapdoors. The 

trapdoor entry of an index file consists of similarity value paired with a particular file name against each domain in 

the domain dictionary, instead of the keywords the threat of brute force attack to know the secret key ks is 

eliminated completely. The example of Similarity Index entries is shown in Table 1.Also only the authorized data 

users are allowed to have access to the sensitive outsourced data thereby guaranteeing privacy. 

Table1: Example of Similarity Index entries 

 
Domain ID Sim_Index value 

1 <2.txt,0.66> <7.txt,0.33> <35.txt,1> 

2 <phpfunctions.txt,1> <ITnotes.docx,0.333> 

3 <quotes.txt,0.5> <25.txt,0.66> 

 

B. Efficient Index Generation  

An efficient feature of SCED over previous solutions is that the index field entries are in the form of XML tags. We 

compare the performance of our index construction with the previous scheme MSFRS. The results in Fig. 4 show 

that in both the schemes the time taken to construct the index file is almost same, but some hike in construction time 

was observed in case of MSFRS when the size of file to be uploaded increased. No such effect was shown by the 

SECD scheme. Hence in our scheme index construction time is independent of file size which is primarily due to not 

parsing the entire data file. 

C. Improved User Searching Experience and Data Discovery  

By incorporating the mechanism of fuzzy keyword search and also taking into consideration the synonyms and 

the related words to the search query in our scheme, the search results also include the documents containing related 

terms and are not restricted to exact keyword matching. Also user searching experience has been improved since 

 

Fig. 4 Comparison of average time used to construct the index files with 100 files on C 
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fuzzy search makes room for the typing errors and format inconsistencies; hence the users need not to bother about 

that. For fuzzy search the Levenshtein function was used due to which the overhead of correcting the keyword was 

very low; of the order of a few microseconds. 

 

D. Efficient Search 

Our scheme involves only searching the metadata file which in fact is the XML index file, and eliminated the 

need of parsing of the encrypted files, hence, a large amount of time is saved while searching. Fig. 5 draws a 

comparison of time calculated for searching when 1000 files are listed on C using SECD and MSFRS schemes. 

Also, that the trapdoor entries created by our developed scheme are very short and precise, as they comprise of 

numeric similarity values, hence adding to computational efficiency. The trapdoor created against each user query 

consists of a similarity value of the query terms paired with a domain id. Table 2 shows an example of the trapdoor 

created against a user query.  

Also ranking is done on the basis of similarity value between the query and the encrypted files. More the number 

of multiple keyword matches, more is the similarity, higher is its relevance to the search query. 

 

 

Fig.5 Comparison of time calculated for searching when 1000 files on C 

 

 
Table 2 :Example of Trapdoor created against a user query 

 
QUERY TRAPDOOR 

 

life, beautiful, nature, family 

 

<1,0.25> <42,0.5> <44,0.25> 
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VI. CONCLUSION 

In this work an attempt has been made to improve the data security, data discovery, and user searching 

experience by supporting secure Search over Encrypted Cloud Data, by searching metadata. We have 

incorporated the concept of similarity between the file and the domain dictionary and constructed an index file 

without involving the keywords. The test results proved that search time on cloud was reduced by large 

amounts by incorporating XML index file in our scheme.  

The security and privacy analysis testify that the developed scheme is reliable in terms of security and privacy. 

The trapdoors generated in our scheme are not the dictionary words or cipher text of such words which hides users' 

query keywords against the server. In future, our searching scheme can be made more efficient by reducing the 

index generation time as much as possible.  
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Abstract—The ancient Indian literature/text has now started 
becoming available in digital form. Hindi literature dominates 
such digitalization. Unfortunately, analysis of such text has not 
been attempted by many. Our aim is to detect Rola Chhand 
present in Hindi poems. Major portion of Indian literature in 
social and cultural domain is in the form of poems. There are 
many properties of these poems. The base of all such properties is 
Chhand. Without the proper knowledge of Chhand, one cannot 
understand and analyze poems. For the current younger 
generation Chhand is fast becoming outdated though it is 
glorious and scientific in nature. We have developed an algorithm 
that detects Rola Chhand present in any poem supplied as input. 
It will be very helpful for poem learners. It is the first attempt of 
its kind in Hindi poems. Though few poems are available in the 
digital form but their poetic properties are not aimed at. The 
algorithm developed aims at one such very important property.  

Keywords-Hindi Poem; Rola; Chhand Shastra; Pingal; NLP; 
Information extraction. 

I.  INTRODUCTION 

Today, NLP is one of the most talked about field of 
research. Every natural language has different properties, 
syntax and semantic structures. When it comes to processing 
by computers, natural languages pose different levels of 
challenges, Hindi is no different in this regard. 

Usual techniques used in Natural Language Processing 
(NLP) do not apply here as ancient Indian poems are based on 
and around Chhand Shastra. Chhand Shastra was written by 
Maharshi (Sage) Pingal (Pinglak) before around 2850 B.C. All 
ancient Indian poems, written in any Indian language, follow 
the rules/techniques given in the Chhand Shastra. 

In spite of being the third largest spoken language in the 
world and an official language of India, NLP of Hindi has not 
addressed many areas so far. Poems are one of them. 

Basic syntactic structure of an ancient Hindi poem is called 
Chhand. Chhand is actually a Sanskrit poem property and 
inherited by Hindi like many other properties. In this paper we 
propose an algorithm for automatic detection of Rola Chhand.  

II. LITERATURE SURVEY 

Joshi and Selot [1] developed a Hindi-English-Hindi bi-
lingual dictionary using hypertext technique. They represented 
each character of Hindi (along with modifier/matra) using a 2-
byte unsigned integer. The dictionary was implemented under 
MS-DOS using C-language. 

In his Ph.D. thesis, Joshi [2] described the development of 
an assembler, and a compiler (for a C-like language) in Hindi. 
In addition, he developed a Hindi-English bi-lingual text editor. 
The editor so designed does not allow the writing of wrong 
Hindi characters along with modifiers.  

Hindi has 13 modifiers called Matras. Kushwah and Joshi 
developed an algorithm to detect modifiers [3]. The character 
image is first preprocessed and then wavelet transformed to 
minimize the features. Next, the resultant image is divided into 
some zones. According to these zones, the modifiers are 
identified. 

In their paper, Joshi and Kushwah proposed two versions of 
Micro-Parsing algorithm [4]. Generally, a sentence is treated as 
a sequence of words and parsing is done to verify syntactic 
correctness. The authors parsed individual words with 
characters as tokens. Their algorithm rectifies the Google input 
tool. Google input tool does not restrict us to write syntactically 
wrong words. 

Joshi and Kushwah [5] developed a rule based word 
formation technique for Hindi words, called Sandhi. They also 
developed a database to store these words for future use. They 
achieved 98% accuracy for compound words based on two-
word Sandhi. 

III. ROLA CHHAND 

Rola Chhand was very popularly used in eras called Bhakti 
Kal (1300-1700) and Riti Kal (1700-1900) of Hindi. This 
Chhand is based on mathematics provided by Maharshi Pingal 
for Sanskrit, adopted by Hindi. 

Every ancient Indian poem has some properties [6] 
[7][8][9] like Yati (very small pause), Gati (flow of poem), Gan 
(pair of matras) and Varn etc. Many Indian sages worked on 
these but the Shastra written by sage Pingal is the only 
available and considered authentic work. Pingal wrote all the 
properties of Chhand. Since Rola is an ancient Chhand of 
Prakrat language, these properties are also applicable to Rola. 

The Rola Chhand belongs to Sam-Matrik Chhand category, 
in which poets focus on only matras. In each Charan of Rola 
the sum of matras is 24. When we read after first eleven matras, 
we take a very short pause called Yati. So, according to Yati, in 
a Rola Chhand every Charan has 24 matras in a group of 
eleven and thirteen. Since each Charan has equal sum of 
matras, we call this an Equi-Matrik Chhand. Moreover, the end 
of every pad has Antyanupras alankar. That means, the second 
last and the last matra both are Guru or Laghu. 
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IV. STRUCTURE OF ROLA CHHAND 

The structure of this Chhand is shown in Figure 1. 
According to this, a Rola Chhand has 4 lines. In the first and 
second lines, the second last and last matras are same as well as 
in third and fourth lines also. For identification of Rola Chhand 
we use some standard. According to Figure 1 it is clear that 
when a line of Rola is completed, poets use a single purn viram 

(। stop sign in Hindi) and when second line is completed, they 

use double purn viram (॥ is a sign of Hindi language used in 

only poem/chhand). Same technique is used in remaining lines 
of a poem. 

V. PROPOSED ALGORITHM 

For identification of a Rola Chhand, first we store the 
complete poem in a string called HindiPoem. After that we find 
the double purn viram sign in HindiPoem string.  Since at 
double purn viram, half portion of Rola Chhand is completed, 
we take this for analysis. We store this portion in AnalyzePoem 
string, and set the location variables like startP and endP. Now 
the next task is to find the first and second line of Rola. For this 
we find single purn viram in analyzePoem string. This location 
is stored in a variable called midLoc and splits analyzePoem 
into two parts from this location and stores in pad1 and pad2 
strings. Then we apply the Pingal mathematics7, 8, 9 on them, to 
convert them in mathematical form. This mathematical string is 
stored in strings called matraArray1 and matraArray2. Now we 
find the sum of matras in this string; if it is in the rage of Rola 
Chhand, we apply the other properties of Rola, which are 
explained in previous section. When all properties of Rola are 
satisfied, we say that the given Chhand is a Rola. The proposed 
algorithm for automatic detection of Rola Chhand is given in 
Figure 2. 

Step 1: Start. 

Step 2: Initilize all variables, strings and thresholds like 

HindiPoem, analyzePoem, pad1, pad2, 

matraArray1,matraArray2 and midLoc etc. 

Step 3: if(HindiPoem[endP] == ‘॥’) 

analyzePoem=HindiPoem.subStrin-g(startP,

 endP-1); 

startP=endP+1; 

  go to step 4. 

 else if(endP>HondiPoem.length) 

 

 
Figure 1.  Rola Chhand from Ramchandrika written by Keshavdas. 

  go to step 8. 

 else endP++; 

  go to step 3. 

Step 4: if ( analyzePoem[i] = = ‘।’ ) 
    pad1=analyzePoem.subString(0,i-1); 

pad2=analyzePoem.subString(i+1, 

analyzePoem.length); 

  go to step 5. 

else 

i++; 

  go to step 4. 

Step 5: Convert pad1 and pad2 in mathematical form 

according to the Pingal rules and store on 

matraArray1 and matraArray2 respectively than go to 

step 6. 

Step 6: Apply Rola properties on pad1, pad2, matraArray1 

and matraArray2 than go to step 7. 

Step 7: if (all properties of Rola Chhand are satisfied) 

  Rola Chhand detected. 

  go to step 3. 

 else 

  Rola Chhand is not detected. 

  go to step 3. 

Step 8 Stop. 

Figure 2.  An algorithm for aoutomatic detection of Rola Chhand 

VI. MANUALLY TESTING OF PROPOSED ALGORITHM 

To test this algorithm we apply a Chhand shown in Figure 3 
from the Chhand Prabhakar written by Jagannath Prasad, which 
was first published in 1894 [9]. 

In Figure 3 we have a Chhand, which has two pads. This 
Chhand is stored in HindiPoem string. First we find the double 

purn viram (॥) in HindiPoem and store the contents before this 

in analyzePoem string. Now we find the Charan in 

analyzePoem. For this we find single purn viram (।) and store 

pre and post purn viran contents in pad1 and pad2 respectively. 
Now convert the text string into mathematical form of Pingal 
[6] [7] [8] [9], which is given in Figure 4. 

 
Figure 3.  Rola Chhand from Chhand Prabhakar written by Jagannath Prasad 

[9]. 
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Figure 4.  Pingal string of Rola Chhand given in Figure 3. 

We refer to this mathematical form as Pingal string. These 
strings are stored in MatraArray1 and MatraArray2 

respectively. The ऽ is equivalent to 2 and । is equivalent to 1, so 

the sums of MatraArray1 and MatraArray2 are 24 and the last 
matras of both pad1 and pad2 are same. Since all properties of 
Rola Chhand are satisfied, this Chhand is a Rola Chhand. 

Now we apply the process explained above on second pad. 
After the analysis the second pad is also a Rola. Since both 
pads belong to Rola Chhand, the complete poem is a Rola 
Chhand. 

VII. RESULTS 

Rola is a type of Chhand, which is very melodious to 
reading as well as listening. Many poets used this to write their 
poetry, poetry sections and epics. But no single creation is 
available at present, which is based on this Chhand only. Most 
poets used them with other Chhands. We took around 100 
Chhands from different poems as well as epics, in which 59 
Chhands belong to Rola Chhand category. This algorithm 
detects 53 Chhands as Rola out of 59. We also checked each 
Chhand (analyzed by this algorithm) manually. On the basis of 
manual and automatic detection the accuracy of this algorithm 
is 89.83%. 

VIII. CONCLUSION 

The Indian culture is very decent; one of the reasons of this 
decency is the richness of the literature. To increase the 
richness of literature, Chhand worked as base of them. Chhand 
provides the base structure to poets, in which poets fill the 
related words according properties of poems. In this, the word 
meaning is also important. Proper meaning and the base 
structure selection enhanced the control of poet on language as 
well as the Chhand. In this paper we presented the first Chhand 
identification algorithm, which is based on their properties. 
This algorithm is 89.83 % accurate.  Many types of Chhand are 
available in Hindi, and many possibilities are present. This 
algorithm does not detect those Rolas, in which poets make the 
assumption of last matra as Laghu to Guru and vice-versa. This 
assumption reduces the accuracy of algorithm. Moreover in 
some Rola Chhands, the sum of matras is greater than the 
threshold, so they are also not detected. 
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Abstract - Data, Image and Video compression plays a significant responsibility in real-time exploration or video 
conferencing functionality. In any motion based video compression procedure, motion and variation evaluation is 
computationally more expensive and time consuming procedure. An imperative constituent of data, image and video 
compression systems is a transform. A transform is used to transform data, image and video intensities. The discrete 
wavelet transform of a video signal gives its time frequency representation, so, we can easily find the best pixel sets. This 
property of the discrete wavelet transform helps to analyze the different frequencies of video signals at different 
resolutions for each frame. So, in this research, we have presented a video compression system based on 5-level Discrete 
Wavelet Transform (5-Level DWT) using the H.264 video compression technique. By using H.264 compression technique, 
data compression is used to reduce the redundancy in video data and the probability of compression is increased. For this 
purpose, 5-Level DWT is used and for best compression ratio achievement, we have used Kalman filter in pre-processing 
phase. The goal of 5-Level DWT based compression is to store video data in a little space, so, that the transmission process 
will be easy. After that, we have analyzed the performance metrics of proposed research work based on 5-Level DWT 
using H.264 compression technique and the performance metrics are Compression Ratio, MSE, PSNR, BPP and 
Execution Time. 
 
Keywords- Video Compression, 5-level Discrete Wavelet Transform, Kalman Filter, H.264 Compression technique and 
Image Processing. 
 
 

I. Introduction 
 

Compression is a reversible transformation 
(encoding) of data that contains fewer bits and allows 
more efficient storage and transfer of data. The 
inverse process of compression is called 
decompression (decoding). The software and 
hardware that can be encoded and decoded are called 
decoders. Compression can be lossy or lossless [1]. 
Lossless compression reduces the number of bits by 
identifying and eliminating statistical redundancy as 
shown in figure 1. In the lossless compression of the 
data, there will be no loss of any information.  

 
Figure 1: Lose-less Compression 

 
Lossy compression reduces bits by removing the 
unwanted or less important information. The process  
 

 
 
of reducing the data file size is called as data 
compression. 

 
 

Figure 2: Lossy Compression 
 
In this research, video compression system is utilized 
with 5-level DWT decomposition using H.264 video 
compression technique. 
Video and images contain a large amount of 
redundant information. The main technique of video 
compression relies on discarding redundant 
information that the human eye is not sensitive to. 
When compressing video, there is a trade-off 
between video quality and the amount of 
compression achieved. If the compression achieved is 
high, the quality of the re-constructed video is low. 
User should also consider the delay of the 
compressed video [2]. Thus, a good compression 
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scheme is intended to achieve better compression 
while taking all the parameters into account. In 
today's world, video compression is a very important 
tool to save the amount of video used for storage 
space. The video just transmits a single frame / image 
at faster rate (typically 25 frames per second) 
movies). Instead of sending each frame one by one, 
the difference in the frame can be stored and 
transferred to reduce size and save time. This is the 
actual idea behind the video compression technology. 
 

II. Video Compression 
 
Video compression uses modern coding techniques to 
reduce redundancy in video data. Most video 
compression algorithms and codecs combine the 
spatial image compression and temporal motion 
compensation. Video compression is a practical 
implementation of the source coding in information 
theory. A variety of video standards are there which 
define the resolution and colors for display. For a PC, 
both the monitor and the video adapter determine the 
support for a graphics standard. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Pre-processing steps of video 
compression 
 
Table 1 displays the uncompressed bit rates of some 
video formats. It can be clearly observed that even 
QCIF at 15 fps (i.e., relatively low quality video 

suitable for video telephony) requires 4.6 Mbps for 
storage or transmission. Table 2 shows typical 
capacities of popular storage media and transmission 
networks. 
 
Table 1 displays the uncompressed bit rates of some 
video formats. It can be clearly observed that even 
QCIF at 15 fps (i.e., relatively low quality video 
suitable for video telephony) requires 4.6 Mbps for 
storage or transmission. Table 2 shows typical 
capacities of popular storage media and transmission 
networks. 
 
Table 1: Uncompressed bit rates of video formats 

 
Vide
o 
form
at 

Color 
resolut
ion 

Intensi
ty 
resolut
ion 

Bits per 
second 
(uncompre
ssed) 

Fra
mes 
per 
seco
nd 

QCI
F 

88 x 72 176*14
4 

4.6Mbps 15 

CIF 176 x 
144 

352*28
8 

36.5 Mbps 30 

ITU-
R 
601 

429 x 
525 

858*52
5 

216 Mbps 30 

 

Table 2: Typical capacity of popular storage 
media and transmission networks 

 
III. DWT (Discrete Wavelet Transform) 

Of 5-Level 
 
The discrete wavelet transform is a valuable way for 
signal exploration as well as picture handling, chiefly 
in multi-resolution description. It can crumble the 
signal into different components in the frequency 
sphere. One-dimensional discrete wavelet transform 
(1-D DWT) decomposes an input into two 
components (the average component and the detail 
component). Two-dimensional discrete wavelet 
transform (2-D DWT) decomposes an input image 

Media /network Capacity 
ADSL Typical 1-2 Mbps (downstream) 
ETHERNET LAN Maximum 10 Mbps / Typical 1-2 

Mbps 
V.90 MODEM 56 kbps downstream / 33 kbps 

upstream 
ISDN-2 128 kbps 
CD-ROM 640 Mbytes 
DVD-5 4.7-Gbytes 

Input 

Resizing 

Filtering and conversion 

Smoothing 

Restoration 

Output 
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into four sub-bands, one average component (LL) 
and three detail components (LH, HL, HH). DWT 
has the characteristics of dividing the signal into low-
frequency part and high-frequency part. The high 
frequency portion stores information about the edge 
and surface components whereas; low frequency 
portion is again divided into a high frequency portion 
and a low frequency portion. 
H.264 Video Compression  
This work considers the problem of video codec 
design and its solution until the evolution of the latest 
international standard known as H. 264 or MPEG-4 
Advanced Video Coding (H. 264 / AVC). Video 
source coding Basal digital images or digital video 
frames are typically composed of three rectangular 
arrays of integer value samples, one for each of the 
three components of the three-color representation of 
the spatial region represented in the image. The video 
encoding software has three components called Y, 
Cb, and Cr. The component Y is called brightness 
and represents brightness.  
 

 
 
Figure 4: H.264 video encoding and de-coding 
process 
 
The two color components Cb and Cr represent the 
degree of color deviation from gray to blue and red 
respectively. A frame array of video samples may be 
considered to contain two interlaced fields, a 
presence field, and a bottom field. The top contains 
the middle number line (0 is the top line number of 
the frame, the total number of rows), and the bottom 
field contains odd lines (starting at the second line of 
the frame). When using interlaced scanning, instead 
of capturing the entire frame at each sampling time, 
only one of the two fields is captured. Therefore, two 

sample periods are required to capture each complete 
frame of the video. 
 

IV. Related Work 
 
Arif Sameh Arif et.al [2013], has proposed a 
technique for lossless compression of focused on 
parts inside of Fluoroscopy pictures, separating the 
region of interest (ROI) – for this situation the 
pharynx and esophagus, and utilizing modified 
relationship and the blend of Run Length and 
Huffman coding, to build compression proficiency. 
Neha Goel et.al [2015], concluded that data security 
and data authentication are achieved by applying 
watermarking techniques. Watermarking is a process 
that sensibly inserts information into digital data, 
with the ability to maintain the recoverability of 
digital information. Rajeshwar Dass et.al [2012], 
proposed that in the past three decades, video 
compression has been the object of in-depth study. 
Video compression technology is now mature and 
has been proven by the extensive use of this 
technology. This article gives ideas about the 
different technologies available for video 
compression. H. 264 / AVC showed better coding 
performance than its predecessor. T. Bernatin et.al 
[2014], concluded that in order to effectively deal 
with large amounts of data in video surveillance 
systems, efficient video retrieval techniques and 
advanced video compression techniques must be 
found. Soumaya et.al [2011], proposed an Object-
based video compression method. It includes the 
movement of video objects throughout the scene. The 
neural network is used to perform the prediction step. 
A multi-step forward prediction is performed to 
predict the video object trajectory on the 
sequence.Mamta Sharma et.al [2010] has investigated 
Huffman calculation and contrasted it with other 
basic compression systems like Arithmetic, LZW and 
Run Length Encoding. 
 

V. Simulation Work 
 

Video compression reduces the amount of data 
required to represent a video by removing redundant 
information. Although, video looks like a continuous 
motion, but it is actually a series of several still 
images. The amount of space which is required for 
holding an uncompressed video, costs much more 
than a compressed one. Therefore, in this research 
work, we have compressed a normal video with the 
help of Compression technique and also applied 
Kalman filter in order to perform pre-processing on 
the Video. There are several steps involved in the 
process of video compression technique. These steps 
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are required to be followed in order to perform a 
video compression. 
The methodology of the proposed work is briefly 
defined in the following steps:  

a) Design or develop a proper GUI of the 
proposed Video Compression Work. 

b) Develop a code for uploading a video for the 
compression from the database, on which 
testing will be performed. 

c) Apply Frame Extraction and Store the 
resultant frames in the database 

d) Perform Pre-Processing on the frames using 
Kalman Filter. In the pre-processing, the 
frames are processed in order to get the 
desired size and also it include color 
conversion. The Filtering of the frames is 
done by employing Kalman Filter. 

e) After the performing the pre-processing on 
the frames, 5-level DWT is performed on 
each pre-processed frames. 

f) After 5 levels DWT, the frame undergoes 
compression which is performed by using 
H.264 Process.  
 

 

 

Figure 5: Proposed work Flowchart 
 

g) After the Compressing process of the frames 
the resultant video is compared with the 
actual video on basis of some computational 
parameters such as Compression Ratio (CR), 
MSE, PSNR, BPP and Execution Time 

VI. Simulation Results 
 
This section explains the results obtained after the 
implementation of the simulation work by using 
different parameters like Peak signal to noise ratio 
(PSNR), mean square error (MSE), compression ratio 
(CR), bit per pixel (BPP) and execution time (ET). 
 

 
 
Figure 6: Main Figure Window 
 
Above figure predicts the Main Figure window which 
comprises the title of our proposed work. This 
window has two push button named as START and 
EXIT. By clicking on START button a new working 
window appears for the further processing of our 
work, whereas, if we click on the EXIT button the 
Main Figure Window will shut close. 
 

 
 
Figure 7: Working Figure Window 
 
The above diagram shows the Working Figure 
Window. In the Working Window the proper GUI for 
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the video compression is designed and prepared for 
later use. On the Left side of this window, there is a 
working panel. This panel includes the further steps 
of our proposed work in the form of buttons. Each 
button performs differently in a proper sequence 
which will be defined later.  

 
 
Figure 8: Uploading a Video 
 
The above figure shows the window where the video 
is uploaded for compression process. For uploading a 
video click the upload original video button in the 
working panel present on the left of the working 
window. Then select the desired video on which the 
compression has to be performed. 
 

 
 
Figure 9: 5-Level DWT Decomposition 
 
After the uploading of a video, the frames are 
extracted from that particular window and stored in 
the database. Then 5 level DWT is applied on each 
frame that are extracted from the video. For applying 
the 5 level DWT, click on the 5-level DWT button 
present in the working panel on the left of the 
working window, as shown in the above figure. 

 

  
 
Figure 10: Video Compression using H.264 
Compression Technique 
 
After applying the 5-level DWT on the extracted 
frames of the video, H.264 Compression technique is 
employed in order compress the pre-processed video. 
This process is applied by selecting the compression 
button present in the working panel on the left side of 
the working window.   
 

 
 
Figure 11: Result Window 
 
The above figure represents the result window.After 
the completion of compression process, the resultant 
video is compared with the original video in order to 
check the performance on the basis of the 
performance metrics such as Compression Ratio 
(CR), Mean square Error (MSE), Peak Signal to 
Noise Ratio (PSNR), Bit per Pixel (BPP), Execution 
Time (ET). The Results of the performance metrics is 
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shown on the left side of the result window under the 
performance parameters. 

 

Figure 12: Comparative analysis w.r.t to different 
parameters 
 

Table 1: Different parametric values 

PARAMETERS (In 
ratio) 

VALUES 

Peak Signal to Noise 
Ratio (PSNR) 

70.3008 (dB) 

Mean Square Error 
(MSE) 

0.0061591 

Compression Ratio (CR) 1.6545 

Bit Per Pixel (BPP) 0.25 

Execution Time (ET) 20.2034 (secs) 

 

Above figure is explaining the comparison graph of 
the parameters undertaken. It has been seen that the 
PSNR for the proposed work is 70.30 which is much 
better than the previous work. The value for MSE is 
0.0061 which is less and it should be less for the 
reliability for the work being simulated. The 
compression ratio for the video is 1.6 whereas the 
BPP is 0.25 and the time taken for execution is 20.20 
secs. X-axis defines the parameters taken and y-axis 
is explaining the values obtained after the simulation. 

 

VII. Conclusion 
 
In this research, we have presented a video 
compression system based on 5-level Discrete 
Wavelet Transform (5-Level DWT) using the H.264 
video compression technique. By using H.264 
compression technique,data compression is used to 
reduce theredundancy in video data and the 
probability of compression is increased. For this 
purpose,5-Level DWT is used and for best 
compression ratio achievement, kalman filter in pre-
processing phase is being presented. Pre-processing 
phase is the most important phase for video 
compression system. The main goal of 5-Level 
DWTbased compression technique is tostore video 
data in a little space so that the transmission process 
will be easy. In the final phase, we are analyzing 
theperformance metricsof proposed research work 
based on 5-Level DWT using H.264 compression 
technique and we observed that the Compression 
Ratio is near about 1.6, MSE is low and the average 
value is 0.006, the average PSNR is more than 70 dB, 
BPP is 0.25 and the Execution Time of video 
compression system is less than one minute. In 
future, video compression technique would be 
presented using the optimization technique to 
optimize the 5-Level DWT frequencies to achieve 
best compression ratio and PSNR. 
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Abstract-In this paper a rapid assessment and relative study of the 
adhoc routing protocols usage in MANET will be discussed. The 
exploration filed in Vehicular adhoc network (MANET) is 
emerging rapidly. There is a wide range of   uses has been worked 
in   variety of circumstances (highway, town and city). There are lot 
of protocols implemented to facilitate various types of topology and 
scenarios, these protocols are facing various kind of difficulties. 
MANETs gives statement among vehicles moving on roads. 
Vehicles fast speed can affect routing protocols In MANET that 
leads towards the regularly    connections among the 
interconnected vehicles, so that to provide the information among 
vehicles in petite time MANET characteristics are adopted by adhoc 
routing protocols. The key objective of MANET is to construct a 
data network between vehicles which are running on the roads.  
Assemble a data system amongst vehicles that are moving on the 
roads that supports the vehicles to interconnect by individually 
additional for the protection measures.  An exertion has been ended 
to differentiate six certainly implicit protocols ZRP, DSR, AODV, 
OLSR DSDV AND AODV. DSR,  which are Used in MANET after 
the (traditional packages, end to end delay, packet deliver ratio  , 
dropped packets,  throughput, Average Jitter routing algorithm 
load, , routing packets, ratio of pac ket loss,)  facts. 

Keywords—MANET, MANET, OMNET++, SUMO, DSR, 
DYMO, OLSR, DSD, ZRP, AODV. 

I. INTRODUCTION 
From the past two decades there has been a massive 

innovation happening in the area of wireless Adhoc networks. 
This invites a researcher in this field to do research and provide 
some other opportunity such as auspicious universal 
connectivity outside that is providing through the internet. The 
"mobile ad hoc networks" (MANETs) is a network that has no 
defined infrastructure and configures moving routers itself, 
linked through wireless frequencies. There’s nonexistence of 
infrastructure because this is a fixed network like a mobile 
nodes, path also be change between the nodes, and because of 
all these constraint we can’t apply the techniques of MANET 
on fixed network.    

Optimized Link State Routing Protocol (OLSR) is a 
MANET is an adhoc network that have a no infrastructure and 
have the ability to increase their size by self. Even for 
connecting the modern devices like mobile and other using the 

wireless channels for communication. They used the power 
each info needed to accurately route traffic [1]. The Vehicular 
Ad-Hoc Network, or MANET, is a superior kind of MANET 
that allows sending-data between nearby vehicles to vehicles 
and close the secure edge unit (RSU) from road-to-vehicle 
communication (V2I). 

It is presented in fig.1  this communication help to avoid 
any mishap like accidents, serious injury, and traffic congestion 
to allow vehicles to communicate and distribute information 
safely to further nodes in MANETs to alarm drivers and 
provide information about the weather report, circulation and 
the actual period update [2].  MANETs give the opportunities 
for the numerous new solicitations that’s help the user in real 
time. 

 
 

Fig. 1  MANETs Network 

II.MANET ROUTING PROTOCOLS 
In the vehicle to vehicle sending information is single the 

essential encounters in the enterprise of MANET as it designs 
like a dynamic routing protocol. When compare the routing of 
MANET with MANET, routing is different due to some 
exceptionally dynamic topologies. 

The core point is to overcome the latency when travel the 
data V2V. In the routing perspective the MANET can be 
consider interested in about main category as shown in the fig. 
2 [3] 
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Fig. 2  MANET Routing Types 

 

A. Adhoc Routing Protocols in MANET  
Just like the other protocol the protocol for the routing is a 

level that control how the hubs select best tactic to track packet 
that coming from the devices in a domain of wireless and 
difference in various diversities. The protocol of routing is one 
for the encounters of MANET. Routing protocol performance 
for the MANET affected by the some internal and external 
factors. In the internal factors involve the highly bitty network, 
network commotion and vehicle mobility. Like the internal 
factors, external factor are environmental, roads traffic rules 
and the hindrances like trees and building. A competent 
protocol for routing is the single one protocol that send the 
packet of data in no time and not cost much amount of network 
bandwidth. The protocol of Adhoc network, uses information 
obtained about the link that was built when the packet send 
inside the network to the target hub from the basis hub. These 
characterized in three types [4]: 

1. Proactive Routing  

Proactive routing implies that routing information, such as 
the next transfer hop, is kept in the background despite 
communication requests. This type of protocol periodically 
exchanges the topological information between all the nodes of 
the network. As a result, the proactive routing protocol does not 
have a route discovery since the destination route is saved and 
sustained in a table and works effectively with the application 
that requires low latency. However, the drawback of this 
protocol is that it gives little sluggishness to the constant 
application [5]. An example of this protocol is the Optimized 
Link State Routing Protocol (OLSR) and the Destination 
Sequenced Distance Vector (DSDV). 

2. Optimized Link State Routing (OLSR)  

OLSR is the unique routing protocol used anywhere the 
courses area unit repeatedly offered once needed. In link state 
protocol the OSLR is the developed version of link state 

protocol. The modification in the network will be lead to the 
change in topology of network, otherwise this thing go to 
problem in the network.  For the shortest path finding OLSR 
usages Multipoint Relay (MPR) that is liable to promote the 
knowledge of link state and forwards the control massages 
periodically to get the smallest path. OLSR has two varieties of 
control messages referred to as hello and topology control. 
Hello messages area unit used to trace info regarding a host’s 
neighbors and connection status. This protocol is effective for 
dense and larger wireless Adhoc networks [6]. 

3.  DSDV  

A modification in the standard Bellman-Ford algorithm, has 
been named as the Destination sequenced Distance-vector 
Routing (DSDV) protocol. This practical routing protocol is 
tabular in nature. In DSDV, every node retains an associated 
degree access of the table. It dress two main things: the 
Situation symbol of a target which is the concise parting metric 
to that particular destination and the Location symbol of the 
hub which is the shortcut to the destination. 

B. Reactive Routing  
These protocols work if and only if communication is 

required between two particular nodes. That is why they are 
sometimes known as on-demand routing protocols, which 
makes the use of periodic-flooding unnecessary. Examples 
include: DYMO, AODV, DSR protocols.  

1. DSR (Dynamic supply Routing protocol) 

This reactive routing protocol is typically designed to work 
in a multi-hop wireless adhoc-networking environment. It has a 
self-helping behavior which makes it not needing any existing 
system base. Course maintenance and Course disclosure are its 
two basic parts that enable the revelation and support of 
foundation passages in system [7].  

2. Ad-hoc On-Demand Distance Vector (AODV)  
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This responsive routing protocol in which nodes behave as 
routers at the time of communication. AODV facilitate the 
regular steering tables, it have the unique section for the target. 
One of its main advantages is that it reduces the size of the 
overhead and uses the information measure with efficiency by 
decreasing the consumption of management messages [8]. 

3. Dynamic painter on Demand (DYMO)  

This responsive routing protocol that has a little memory to 

save and update the routing information. On receiving a data 
packet, a node creates the management packet. This protocol is 
designed for spontaneous networks that suffer from common 
disconnection. It works best in networks with thin traffic and 
enormous variety of nodes situations. The main difference in 
AODV and DYMO is that, AODV simply production the 
section of routing table for target hubs and following jump, 
whereas DYMO have the extra paths for each central road 
bound and the destination hub as shown in “Fig. 3” [9]

Fig. 3 Differentiate among DYMO and AODV 
C. Hybrid Routing 

Hybrid Routing connect close   active and inclusive responsive 
routing protocols to composed and eliminate routing overhead. 
And stay because way to disclosure procedures.  The pros of 
these protocols are larger effectiveness and capacity 
.Conversely, the cons exist is larger potential for   detecting 
novel paths. Here are some of examples x Zone Routing 
Protocol (ZRP)[10].  

Zone Routing Protocol keen on a hybrid strategy, 
captivating some advantage of active disclosure within a hub 
close and evaluating a responsive protocols for communicating 
among these capacities. Commonly these rioting are area 
centered; the sum of node is distrusted into diverse areas for the 
purpose of creation of location and maintenances additional 
steadfast. Proactive approaches used for this protocols between  
near node functioning locally ; but, reactive routing  is doing 
work worldwide to lactate the demanded nodes by introducing 
the request system somewhat than spreading the enquiry to  
each  nodes in network . Elastic path detection and path upkeep 
usages “Intrazone” and “Interzone” routing. Interzone routing 
accomplishes worldwide route detection over sensitive 
transmitting protocol however intrazone navigation in sight of 
proactive guiding observance in concentration the conclusion 
objective to retain the development info nearby within of its 
particular close. The overall usual for ZRP is that it reduces the 
system  above that is conceded on by dynamic foremost and it 
furthermore grasps the arrangement concede that is produced 
by receptive navigation agreements and achieve sequence 
expose all the additional efficiently [10]. 

III. RELATED WORKS   
In 2006, Haerri et al [11] for the first time compared the 

enactment assessment of AODV, OLSR  in  MANETs, giving 
a concept of smart cities. He initiates the idea by settling traffic 
rate at the experiment spot is 0.2 to 2 Mbps, and gave vehicle's 
numbers 40-80 moving at a speed of 72km/s to 126km/s. The 
evaluation criteria was based on two parameters, data packets 
successfully delieverd and end to end delay for a transmission. 
It was concluded by him that: 

 As OLSR exhibits lowermost end-to-end delay for 
transmission and directing slide.  

For OLSR, packet delivery ratio, was less at low density 
than AODV, and then starts increasing at high density. 

In 2009, Khan and Qayyum [12], examined the 
implementation of  AODV and  OLSR reactive protocols using 
NS2 simulator opposing the amount of hubs to 30, 50, 70, 90 
and 120 vehicles, through usage of  probabilistic Nakagami 
radio propagation model in smart city concept.  The work 
designed mobility model in SUMO circulation simulator. The 
evaluation metrics dealt with the ratio of successful packets 
delivered and end to end transmission delay. It was observed 
that AODV outperforms OLSR. 

In 2009, Ferreior-Lage et al[13], assessed the effectiveness 
of present Adhoc network routing protocols in NS2 and SUMO 
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mobility nodes simulators, by relating their  on Vehicle-to-
Vehicle networks to get the routing limitations in MANETs. 
They used two different scenarios, one is for cities with vehicle 
rapidity 50 km/s and the other is for freeways with vehicle 
rapidity 80 km/s. Three protocols named DSR, DSDV and 
AODV with altering amount of hubs ( among 10, 20 and 40 
nodes) had been tested for rerouting load, end to end 
transmission delay, successful ratio of packets delivered, and 
dropped packets ratio and the conclusion was : 

a) It was revealed  that AODV showed improved results 
than above mentioned routing protocols as the number of nodes 
increase in MANETs.  

In 2011, Singh et al[14], showed a comparative 
examination of  OLSR , AODV and DSR adhoc network 
routing protocols in city situations and highway situations by 
setting different amount of moveable vehicles. They designed 
the solution in NS-2.34 for vehicles from 20, 102, 254 and 610 
in smart city concepts to 152, 340, 767 and 1216 for highway 
scenario and experiential package distribution proportion and 
end to end transmission delays. They concluded that: 

 The AODV is greater for effective package transfer 
proportion than further two routing protocols but it shows 
maximum end-to-end delay that’s why not appropriate for 
transmission info which could be brought on interval.  

The DSR achieves good speedy broadcasts but is not 
appropriate due to larger packages damage. 

The OLSR exhibits midway enactment, so is not 
appropriate to be acceptable for speedy scenarios.  

 Prokop, in 2011 [15] established an easily obtainable 
simulator, to formerly assess these mobile Adhoc network 
routing protocols for vehicular Adhoc networks.  These have 
been selected by AODV, DYMO and DSR. They have also 
been assessed in city and highway county settings using SUMO 
as a circulation simulator and OMNET++ as network simulator 
protocols. 

The comparison was made w.r.t end to end transmission 
delay, successful delivery of packets and they concluded:  

a) DYMO performance is high in case of throughput and 
minimization of end-to-end delay as compared with other 
protocols.  

In [16] Jogendra Kumar et.al worked on performance 
comparison for MANETs considering different routing 
protocols DSR, DYMO, OLSR, ZRP and AODV in variable 
pause time. Performance metrics considered were, end to end 
transmission delay, total bytes received, successful packets 
received, average jitter, last packet received,and first packet 
received. 

DSR demonstrations finest presentation in relations of total 
data received in bytes. 

ZRP ishows finest strategies for primary package received, 
former piece received. Though, there was bad performance in 
case of transmission delay. 

AODV achieves well for usual jitter and end to end 
transmission delay is disturbed. 

In 2012, Evjola Spaho and Makoto Ikeda[17], executed 
DSDV and DYMO. This was an  experimentation for 
MANETS and the evaluation made was rendering to two 
parameters: throughput and successful packets delivered. The 
result showed: 

DSDV protocol consist on lesser successful packets 
delivered  in use of a stale sequences if  an increase of 
disconnected connections happen. 

DYMO on the other hand showed satisfactory results when 
compared with DSDV. 

In 2012,uma Nagaraj and Poonam P. Dhamal [18], gave 
analysis on constraints such as successful packets delivered and 
transmission delay for AODV,  DSDV,OLSR, and DSR. They 
concluded that : 

AODV contains an excellent enactment in expressions of 
packet delivery ratio of around 98% and DSDV showed around 
97%.  

OLSR consist on usual performance compared with packet 
delivery ratio  

AODV consists of transmission delay.  

Maltz D. et al [19]., experimented that  in deployment of 
multi-hop mobile nodes, the reactive routing protocols 
projected good results. The study describes the impact of 
routing caching correctness, overhead price, and forward 
latency. A performance evaluation by varying number of nodes 
among reactive routing protocols is studied and all the 
transmission factors or trade-offs observed are being discussed.  

 Perkins C. et al. [20], has experimented two reactive 
wireless Adhoc routing protocols named, AODV and DSR and 
observed results in a different way. He concluded results for 
avg. delay of  data transmission, successful packet delivery 
quantitative ratio, and routing overhead. 

Gupta S. et al. [21], projected an advanced version of DSR 
routing protocol. Traditionally this routing protocol exhibits 
good successful transmissions as long as starting and sink 
nodes are placed within one network. However as soon as, 
starting and sink nodes get separated, the successful 
transmissions becomes unsuccessful. He experimented that 
putting these two nodes in different networks makes it 
impossible to do communication using DSR. Therefore there 
comes a need to design a new rule named “Smart DSR 
Protocol”, abbreviated as “SDSR Protocol” to overcome this 
issue. This new design constructed a sensible node that act as 
external router to transfer the information between two acting 
networks. Other additional features are SRREQ and SRREP are 
added for that external router. 

Velagaleti S. et al. [22], experimented SDSR routing 
protocol in NS-2 simulator for one thousand nodes. They 
experiment is a performance evaluation of SDSR with DSR 
and with AODV. Successful packet transmission, end-to end 
delay and data packets loss is observed and it was concluded 
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that SDSRE outperforms DSR with successful 
transmissions as the network size increases.    

Al-Maashri A. et al. [23], has experimented an analysis of 
various wireless Adhoc routing protocols for MANETs. It is 
highly observed that some new routing protocols are designed 
and  implemented with an idea of cosmic microwave 
background radiation or Poisson traffic models. Wireless adhoc 
routing protocols being implemented on those models are 
AODV, DSR, and OLSR to conclude best working evaluation 
for routing overhead, end to end transmission delay and packet 
transmissions. For above described particular case, it was 
observed that DSR outperforms AODV and OLSR for peak 
traffic loads. The end to end delay was much smaller for DSR 
for self-similar traffic.  

Grossglauser M. et al. [24], observed that routing in 
massive MANETs is extremely difficult  because each node is 
mobile. However it is partially easy for geographical routing 
because nodes can make native routing decisions using sending 
and receiving nodes' geographical coordinates.  However there 
may exist need for associated degree of economical location 
services. It was analyzed that a node can broadcast sink 
location without a certain amount of overhead. This thing was 
ensured by having native information interaction time and 
geographical coordinates of each node being interacted. So a 
new algorithmic program, EASE (Exponential Age Search) 
was written and experimented. During the experimentation, 
wherever nodes did freelance stochastic process for an n sized 
sq. lattice, the algorithm calculated routes lengths for 
destination and  source nodes. Primarily this algorithmic 
program relies upon the LER algorithmic program  to calculate 
the routes by observing last encounters made.   

Mohapatra S. et al. [25], experimented the behaviour of 
Adhoc routing protocols on NS2 simulator for some 
performance evaluation features.  This experiment was done 
for  AODV, DSR OLSR and DSDV to compare successful 
ratio, delay, and the route management overhead. It was   
concluded that DSR offers higher successful transmissions for 
smaller sized network upto 600*600sqm, as compared to 
AODV, DSDV and OLSR. packet delivery quantitative relation 
than different routing protocols. However for network size 
larger than this, OLSR outperforms all other above mentioned 
protocols in terms of high throughput and lowest dealy in 
transmissions. 

Sharma L. et al[26]., used network technology named 
Exata/Cyber 1.2 and observed the comparative results of DSR, 
AODV, and DYMO adhoc routing protocols simulations in 
MANETs . The evaluation criteria was set as turnout, jitter and  
transmission delay package distribution ratio. The simulation 
concluded that for PDR and end to end delay AODV did well 
and turnout result for DSR was better while DYMO showed 
worst results.  

Boukerche A. et al [27]., implemented a new version of 
reactive routing protocol DSR using GPS system and named it 
GDSR. In this case, route paths may be a major issue as a result 
of often topology changes because of node quality in mobile 
networks. Opposite to DSR, GDSR routing protocol 
accommodates route request only for nodes that are distant 
from node being requested. This algorithmic program, is 

simulated and results are observed in comaparison with DSR. 
While on the other hand there is a limitation for successful 
routing in this protocol and it is a critical setting of GPS 
screening angle. As this protocol only sends route request for 
distant nodes, the overhead is much less than DSR and can be 
deployed in heavy networks. 

 

IV.CONCLUSION  
In the paper analyses the literature relating to some major 

routing protocols, AODV, DSR, OSLR, DYMO, ZPR and 
DSDV is used for data routing in MANET. It is specially 
designed for high density MANETs having high mobile nodes 
in addition to diverse topology and road map and scenarios.  

According to literature different simulators are used i.e. 
OMNET++, NS2, and SUMO to evaluate routing protocols for 
different QoS parameters like ratio of packet loss, routing load, 
package provide percentage, from side to side put directing 
packages, end to end delay , dropped packets, Average Jitter, 
received packets.  

These evaluations are accomplished as shown.  

• OLSR  and  AODV 

• DSDV ,AODV and DSR 

• DSR, OLSR and AODV 

• AODV, DYMO and DSR 

• DYMO and DSDV.  

• AODV, DSDV, DSR and OLSR 

• AODV, DSDV and OLSR  

In conclusion, we precise the evaluation assessment for the 
protocol of MANET in paper and has been revealed in “table 
I.” and “Fig. 4”.  

 
Fig. 4. Evalution of VANET Protocols  
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Abstract 
Multiple agent-oriented methodologies were introduced in recent 
years, however no systematic evaluation of these was offered. In 
this work we perform a comparative evaluation of three well-
known agent-oriented methodologies: Gaia, Tropos, and MaSE. 
To perform this evaluation we use an existing framework that 
focuses on four major facets of a methodology: concepts and 
properties, notations and modeling techniques, development 
process, and pragmatics. Analyzing the results of our evaluation, 
we recognize several facets that need further improvements 
within the existing agent-oriented methodologies. Our study does 
not attempt to state what the right methodology is. Rather, it 
examines existing agent-oriented methodologies. 
 
Keywords: Gaia, Tropos, MaSE, MAS, agentTool 

1. Introduction 

During the last decade, many methodologies for 
developing agent-based systems have been developed. A 
methodology is the set of guidelines for covering the 
whole lifecycle of system development both technically 
and managerially. A methodology, according to (Graham 
et al., 1997), should provide the following: a full 
lifecycle process; a comprehensive set of concepts and 
models; a full set of techniques (rules, guidelines, 
heuristics); a fully delineated set of deliverables; a 
modeling language; a set of metrics; quality assurance; 
coding (and other) standards; reuse advice; and 
guidelines for project management. The relationships 
between these components are shown in Figure 1.1. In 
that figure, we use the UML notations to depict the 
relationships between the components. As depicted in 
the figure, a methodology consists of a set of 
techniques, a modeling language and a lifecycle 

process. The set of techniques consists of metrics, 
quality assurance (QA) activities, a set of standards and 
tools. The modeling language comprises notations and a 
meta model. The lifecycle process consists of project 
management, a number of roles (e.g., an analyst or a 
designer), a number of procedures (e.g., how to move 
between development stages), and a number of 
deliverables (e.g., a design document, source code). In 
addition, Figure 1.1 shows that the tools should be based 
on the meta model of the modeling technique and should 
represent the modeling technique’s notations. The 
deliverables should use the modeling technique. 

 
 
 
 
 
 
 
 
 
 
 

Figure 1.1. The components of a methodology and the 
relationships among them 

At present, more than two dozen agent-oriented 
methodologies exist. The multiplicity and variety of 
methodologies result in the following problems:  

(i) industrial problem: selecting a methodology 
for developing an agent-based 
system/application becomes a non-trivial 
task, in particular for industrial 
developers which hold specific 
requirements and constraints;  
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(ii)  Standards problem: multiple different 
methodologies are counter-productive 
for arriving at a standard. With no 
standard available, potential industrial 
adopters of agent technology refrain 
from using it; and  

(iii)  Research problems: excessive efforts are 
spent on developing agent-oriented 
methodologies, in times producing 
overlapping results. Additionally, as a 
result of allocating resources to multiple 
methodologies, no methodology is 
allocated sufficient research resources to 
enable addressing all facets and 
providing a full-fledged agent-based 
methodology. 

A few evaluations of agent-oriented methodologies 
have been suggested. In (Yu and Cysneiros, 2002), the 
authors set a list of questions that a methodology 
should address. However, neither evaluation nor a 
comparison has been performed using that set. 
Another study (Cernuzzi and Rossi, 2002) suggests a 
framework for evaluating agent-oriented 
methodologies. That framework uses a set of 
evaluation criteria to examine methodologies’ 
expressiveness; however it does not examine other 
properties encompassed within the methodology 
definition. In (Kumar, 2002), the author performs an 
evaluation of five agent-oriented methodologies, 
however, he refers only to some supported concepts 
such as organization design and cooperation and not to 
the broad set of attributes that constitute a complete 
methodology. In (Shehory and Sturm, 2001), the 
authors perform an evaluation of the modeling part 
within a methodology, however other parts are not 
evaluated. In (Dam and Winikoff, 2003), three 
methodologies were compared: MaSE), Prometheus 
and Tropos. The comparison was performed by 
gathering feedback regarding the properties of the 
methodologies from students that used them, and from 
the methodologies’ developers. The gathered feedback 
included several inconsistent answers. This results in 
difficulty in analyzing methodology properties.  

Other studies that deal with evaluating agent-oriented 
methodologies compared two or three methodologies, 
yet mainly with respect to the expressiveness of the 
methodologies and their supported concepts, and not 
with respect to other software engineering criteria. 

In this paper we evaluate three well-known 
methodologies: Gaia, Tropos, and MaSE. Unlike 
previous research on the evaluation of agent 
methodologies, our evaluation examines multiple 
dimensions, possibly referring to all of the major 
facets relevant to methodology evaluation. We 
perform this evaluation relying on the evaluation 
framework suggest by (Sturm and Shehory, 2003).  

 
The Evaluation Framework 
 

The evaluation framework used in this chapter is 
based on a feature analysis technique. That is, the 
features of each of the examined methodologies are 
evaluated. The evaluation is performed based on 
information regarding the examined methodologies 
available in publications. The framework’s four facets 
are: concepts and properties, notations and modeling 
techniques, development process, and pragmatics. These 
facets, and the metric used in conjunction with them, are 
introduced below. 
 
Concepts and Properties 
 

A concept is an abstraction or a notion inferred or 
derived from specific instances within a problem 
domain. A property is a special capability or a 
characteristic. This section deals with the question 
whether a methodology addresses the basic notions 
(concepts and properties) of agents and MAS. The 
following are the concepts according to which an agent-
oriented methodology should be evaluated: 
 

1 Autonomy: is the ability of an agent to operate 
without supervision; 

 
 Reactiveness: is the ability of an agent to respond 

in a timely manner to changes in the environment; 
 

3 Proactiveness:  is the ability of an agent to pursue 
new goals; and 

 
 Sociality: is the ability of an agent to interact with 

other agents by sending and receiving messages, 
routing these messages, and understanding them. 

 
In the following we present the building blocks that 
encompass the basic components of MAS. These building 
blocks are based on (Sturm and Shehory, 2003). 
 

 Agent: is a computer program that can accept tasks, 
can figure out which actions to execute in order to 
perform these tasks and can actually exe-cute these 
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actions without supervision. It is capable of 
performing a set of tasks and providing a set of 
services. 

 
2 Belief: is a fact that is believed to be true about the 
world. 

 
3 Desire: is a fact of which the current value is false 

and the agent (that owns the desire) would prefer 
that it be true. Desires within an agent may be 
contradictory. A widely used specialization of a 
desire is a goal. The set of goals within an agent 
should be consistent. 

 
 Intention: is a fact that represents the way of 

realizing a desire. Some-times referred to as a plan. 
 

5 Message: is a means of exchanging facts or objects 
between entities. 

 
 Norm: is a guideline that characterizes a society. 

An agent that wishes to be a member of the society 
is required to follow all of the norms within. A 
norm can be referred to as a rule. 

 
 Organization: is a group of agents working 

together to achieve a common purpose. An 
organization consists of roles that characterize the 
agents, which are members of the organization. 

 
 Protocol: is an ordered set of messages that 

together define the admissible patterns of a 
particular type of interaction between entities. 

 
9 Role: is an abstract representation of an agent’s 

function, service, or identification within a group. 
 

 Society: is a collection of agents and organizations 
that collaborate to promote their individual goals. 

 
 Task: is a piece of work that can be assigned to an 

agent or performed by it. It may be a function to be 
performed and may have time constraints. 

 
Notations and Modeling Techniques 
 

Notations are a technical system of symbols used to 
represent elements within a system. A modeling technique 
is a set of models that depict a sys-tem at different levels 
of abstraction and different system’s facets (e.g., 
structural and behavioral facets). This section deals with 
the properties to which methodology’s notations and 
modeling techniques should adhere. The list of these 
properties is adopted from (Shehory and Sturm, 2001). 
 

1 Accessibility: is an attribute that refers to the ease, 
or the simplicity, of understanding and using a 
method. It enhances both experts and novices 
capabilities of using a new concept. 

 
 Analyzability: is a capability to check the internal 

consistency or impli-cations of models, or to 
identify aspects that seem to be unclear, such as the 
interrelations among seemingly unrelated 
operations. This capability is usually supported by 
automatic tools. 

 
 Complexity management (abstraction): is an ability 

to deal with various levels of abstraction (i.e., 
various levels of detail). Sometimes, high-level 
requirements are needed, while in other situations, 
more detail is required. For example, examining the 
top level design of a MAS, one would like to 
understand which agents are within the system, but 
not nec-essarily what their attributes and 
characterizations are. However, when 
concentrating on a specific task of an agent, the 
details are much more important than the system 
architecture. 

 
 Executability (and testability): is a capability of 

performing a simula-tion or generating a prototype 
of at least some aspects of a specification. These 
would demonstrate possible behaviors of the 
system being mod-  
eled, and help developers determine whether the 
intended requirements have been expressed. 

 
 Expressiveness (and applicability to multiple 

domains): is a capability of presenting system 
concepts that refers to: 

 
 The structure of the system; 
 The knowledge encapsulated within the system; 
 The system’s ontology; 
 The data flow within the system; 
 The control flow within the system; 
 The concurrent activities within the system (and 

the agents); 
 The resource constraints within the system 

(e.g., time, CPU and memory); 
 The system’s physical architecture; 
 The agents’ mobility; 
 The interaction of the system with external 

systems; and  
 The user interface specification. 
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Modularity (incrementality): is the ability to specify a 
system in an iterative incremental manner. That is, when 
new requirements are added it should not affect the 
existing specifications, but may use them. 

 
7 Preciseness: is an attribute of disambiguity. It 

allows users to avoid misinterpretation of the 
existing models. 

 
 Development Process 

 
A development process is a series of actions that, 

when performed, result in a working computerized 
system. This section deals with the process development 
facet of a methodology. This facet is evaluated by 
examining the following: 

 
1 Development context: specifies whether a 

methodology can be used in creating new 
software, reengineering or reverse engineering 
existing software, prototyping, or designing for or 
with reuse components. 

 
2 Lifecycle coverage: specifies what elements of 

software development are dealt with within the 
methodology. Each methodology may have 
elements that are useful in several stages of the 
development lifecycle. Here, the lifecycle stages 
are defined as follows: requirements’ gathering, 
analysis, design, implementation, and testing. 

 
Having the development stages defined is not 

sufficient to render a method-ology usable. A 
methodology should further elaborate the activities 
within the development lifecycle. Providing a detailed 
description of the activities included in the development 
lifecycle would enhance the appropriate use of a 
methodology and increase its acceptability as a well-
formed engineering approach. To verify that a 
methodology provides detailed activity descriptions, we 
need to examine the details of the development process. 
This verification can be performed by answering the 
following questions regarding an evaluated 
methodology: 
 

1 What are the activities within each stage of a 
methodology? For example, an activity can be the 
identification of a role, a task, etc. The 
methodology may consist of heuristics or 
guidelines helping the developer to achieve 
his/her system development goals. 

 Does the process provide for verification? This 
question checks whether a methodology has rules 

for verifying adherence of its deliverables to the 
requirements. 

 
3 Does the process provide for validation? This 

question checks whether a methodology has rules 
for validating that the deliverables of one stage 
are consistent with its preceding stage. 

 
4 Are quality assurance guidelines supplied? 

 
 Are there guidelines for project management? 

 
 Pragmatics 

 
Pragmatics refers to dealing with practical aspects of 

using a methodology. This section deals with pragmatics 
of adopting the methodology for a project or within an 
organization. In particular, the framework suggests 
examining the following: 

 
 Resources: are the (publicly available) 

publications describing in detail the methodology 
(e.g., textbooks and papers), users’ groups, 
training and consulting services offered by third 
parties and automated tools (CASE  
tools) available in support of the methodology 
(e.g., graphical editors, code generators, and 
checkers). 

 
2 Required expertise: is the required background of 

those learning the methodology. A distinguishing 
characteristic of many methodologies is the level 
of mathematical sophistication required to fully 
exploit the methodology. A criterion within the 
required expertise may check the required 
knowledge in some discipline. 

 
 Language (paradigm and architecture) suitability: 

is the level to which the methodology is coupled 
with a particular implementation language (e.g., 
object oriented programming language) or a 
specific architecture (e.g., BDI). 

 
 Domain applicability: indicates the level of 

suitability of a methodology to a variety of 
domains (e.g., information systems, real-time 
systems). 

 
 Scalability: is the ability of the methodology to be 

adjusted to handle various application sizes. For 
example, can it provide a lightweight ver-sion for 
simple problems. 

 
  
Metric 
 

International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 15, No. 3, March 2017

382 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



 

To enable ranking of the properties examined in the 
evaluation process, the framework proposes a scale of 1 
to 7 with the following interpretations: 
 

1 Indicates that the methodology does not address 
the property. 
2. Indicates that the methodology refers to the 
property but no details are provided. 
3. Indicates that the methodology addresses the 
property to a limited extent. That is, many issues 
that are related to the specific property are not 
addressed. 
4. Indicates that the methodology addresses the 
property, yet some major issues are lacking. 
5. Indicates that the methodology addresses the 
property, however, it lacks one or two major issues 
related to the specific property. 
6. Indicates that the methodology addresses the 
property with minor deficiencies. 

 
7 Indicates that the methodology fully addresses 
the property. 

 
Thus far, we have described the evaluation 
framework, its evaluation criteria, and it’s metric. 
Using these, we proceed with evaluating the Gaia, 
Tropos and MaSE methodologies. 
 
 
Evaluating Gaia 
 
In this section we evaluate Gaia according to the 
framework. We are fully aware of studies that extend Gaia 
in various facets such as expressiveness (Juan et al., 2002) 
and implementation (Moraitis et al., 2002). However, in 
this evaluation, we refer only to (Wooldridge et al., 
2000b) and (Zambonelli et al., 2001b), written by the 
designers of the methodology. 
 
Concepts and Properties 
 

Below, we examine the extent to which Gaia 
addresses the concepts and the properties suggested by 
the evaluation framework. Gaia deals with all of the 
general concepts suggested, but lacks in depicting 
mental states of an agent. 
 

 Autonomy: in Gaia the autonomy is expressed 
by the fact that the role encapsulates its 
functionality (i.e., it is responsible for it). This 
functionality is internal and is not affected by 
the environment, thus represents the role’s 

autonomy. In addition, in Gaia there is an 
option to model alternative computational 
paths, which gives the role (and agents that 
consist of this role) autonomy in making 
decisions. The ranking grade is 7. 

 
Reactiveness: in Gaia the reactiveness is expressed 
by the liveness properties within the role’s 
responsibilities. The ranking grade is 7. 
 
Sociality: in Gaia the sociality is expressed within the 
acquaintance model that defines the communication 
links among agent types. Further, some sociality 
aspects can be expressed using the organizational 
structure and rules. Yet, there is no explicit 
specification of relationships between organizations 
and roles and societies within MAS. The ranking 
grade is 4. 
 
Examining the coverage of the framework’s building 
blocks by Gaia, we found that Gaia covers most of 
them, as seen in Table 7.1. However, the BDI 
concepts, the social building blocks, and the 
knowledge representation are not dealt with within 
Gaia. The ranking grade is 4. 
 
Table 1.1. The coverage of the framework building blocks 
by GAIA 
Framework building 
block GAIA Concept 
Agent  Agent type 
Belief   
Desire   
Intention   
Message Protocol 
Norm Organizational Rule 
Organization Organization. 
Protocol Protocol 
Role Role 
Society Organization 
Task Activity, Responsibility 

 
 
 
Notations and Modeling Techniques 
 

Following, we examine the extent to which Gaia 
addresses the notations and modeling techniques’ 
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properties suggested by the evaluation framework. Gaia 
has room for improvements with regards to these 
properties. In addition, Gaia does not define its entire set 
of notations. 
 
1 Accessibility: Gaia models are easy to understand and 

use. Yet, the behavior of the system is introduced via a 
set of logic expressions. This might introduce 
difficulties in understanding the behavioral 
specification of a system. The ranking grade is 5. 

 
2.Analyzability: this issue is not dealt with within Gaia. 
The ranking grade is 1. 
 
3 Complexity management: in Gaia, there is no 

hierarchical presentation or another mechanism for 
complexity management. The system’s description is 
flat. The ranking grade is 1. 

 
4. Executability: this issue is not dealt with within Gaia. 
The ranking grade is 1. 
 
5 Expressiveness: Gaia is expressive and can handle a 

large variety of systems due to its generic structure. 
However, Gaia is mostly suitable for small and medium 
scale systems. This is because of its flatness, which 
limits the ability to model a large amount of details. In 
the following we present our analysis regarding the 
expressiveness of Gaia according to the properties 
defined in the previous section: 

 
Analysis Phase. 

The MaSE Analysis phase produces a set of roles and 
tasks which describe how a system satisfies its overall 
goals. Goals are an abstraction of the detailed 
requirements and are achieved by roles. Typically, a 
system has an overall goal and a set of sub-goals that 
must be achieved to reach the system goal. Goals are 
used in MaSE because they capture what the system is 
trying to achieve and tend to be more stable over time 
than functions, processes, or information structures. 

A role describes an entity that performs some function 
within the system. In MaSE, each role is responsible for 
achieving, or helping to achieve specific system goals or 
sub-goals. MaSE roles are analogous to roles played by 
actors in a play or by members of a typical company 
structure. The company (which corresponds to system) 
has roles such as “president,” “vice-president,” and “mail 
clerk” that have specific responsibilities, rights and 
relationships defined in order to meet the overall 
company goal.  

The overall approach in the MaSE Analysis phase is 
straightforward: define system goals from a set of 
requirements and then define the roles necessary to meet 

those goals. To help in defining roles to meet specific 
goals, MaSE uses Use Cases and Sequence Diagrams. 
The individual steps of the Analysis phase of Capturing 
Goals, Applying Use Cases, and Refining Roles are 
presented next. 
 

 
3.1 Capturing Goals 

The first step in the MaSE Analysis phase is 
Capturing Goals, whose purpose is to transform an initial 
system specification into set of structured sys-tem goals. 
The initial system context, the starting point for MaSE 
analysis, is usually a software requirement specification 
with a well-defined set of requirements. These 
requirements tell the analyst the services that the system 
must provide and how the system should or should not 
behave based on inputs to the system and its current 
state. There are two sub-steps in Capturing Goals: 
identifying goals and structuring goals. First, goals must 
be identified from the initial system context. Next, the 
goals are analyzed and put into a hierarchical form. Each 
of these sub-steps is described in detail below. 

 
Identifying Goals. The goal of the step named 
Identifying Goals is to capture the essence of an initial 
set of requirements. This process begins by extracting 
scenarios from the initial specification and describing the 
goal of that scenario. 

Goals embody the critical system requirements; 
therefore, an analyst should specify goals as abstractly 
as possible without losing the spirit of the requirement. 
This abstraction can be performed by removing detailed 
information when specifying goals.   

Once the goals have been captured, they provide the 
foundation for the analysis model; all roles and tasks 
defined in later steps must support one of the goals. If, 
later in the analysis, the analyst discovers roles or tasks 
that do not support an existing system goal, either the 
roles or tasks are superfluous or a new goal has been 
discovered. 
  
Structuring Goals. The final step in Capturing Goals is 
structuring the goals into a Goal Hierarchy Diagram, as 
shown in Figure 1.1. A Goal Hierarchy Diagram is a 
directed, acyclic graph where the nodes represent goals 
and the arcs define a sub-goal relationship. A goal 
hierarchy is not necessarily a tree as a goal may be a sub-
goal of more than one parent goal. 

To develop the goal hierarchy, the analyst studies the 
goals for their importance and inter-relationships. Even 
though goals have been captured, they are of various 
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importance, size, and level of detail. The Goal Hierarchy 
Diagram preserves such relationships, and divides goals 
into sub-goals that are easier to manage and understand. 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
Figure 1.1.Example Goal Hierarchy Diagram  

The first step in building is to identify the overall 
system goal, which is placed at the top of the Goal 
Hierarchy Diagram. However, it is often the case, as in 
our example above, that a single system goal cannot be 
directly extracted from the basic requirements. In this 
case, the highest-level goals are summarized to create an 
overall system. Once a basic goal hierarchy is in place, 
goals may be decomposed into new sub-goals. Each sub-
goal must support its parent goal in the hierarchy and 
defines what must be done to accomplish the parent 
goal.  

Although similar, Goal decomposition is not simply 
functional decomposition. Goals describe what, while 
functions describe how. Instead of a set of goals 
describing what the system will do, functional 
decomposition typically results in a set of steps 
prescribing how the system will do it. For example, 
functional steps for implementing the goal Assign papers 
to PC members might be to (i) group papers based on 
similar keywords; and (ii) select PC members whose 
expertise matches the paper groups. However, the 
appropriate sub-goals would be to: (i) Partition papers; 
and (ii) “Assign reviewers.” The fact that the papers are 
partitioned and PC members are assigned to papers are 
goals, how we divide the papers or on what basis we 
assign reviewers are immaterial at this point and will be 
decided on by the agents responsible for those goals. 
Goal decomposition continues until any further 

decomposition would result in functions instead of a 
goal. 

There are four special types of goals in a Goal 
Hierarchy Diagram. These are: summary, partitioned, 
combined, and non-functional. Goals can have at-
tributes of more than one special goal type; however, 
they do not necessarily have to be one of these types at 
all.  

A summary goal is derived from a set of existing peer 
goals to provide a common parent goal. This often 
happens at the highest levels of the hierarchy as was the 

 case in the overall system goal in our example.  
Some goals do not functionally support the overall 

system goal, but are critical to system operation. These 
non-functional goals are often derived from non-
functional requirements such as reliability or response 
times. For example, if a system must be able to find 
resources dynamically, a goal to facilitate locating 
dynamic resources may be required. In this case, another 
“branch” of the Goal Hierarchy Diagram can be created 
and placed under an overall system level goal.  

There are often a number of sub-goals in a hierarchy 
that are identical or very similar that can be grouped into 
a combined goal. This often happens when the same 
basic goal is a sub-goal of two different goals. In this 
case, the combined goal becomes a sub-goal of both the 
goals.  

A partitioned goal is a goal with a set of sub-goals 
that, when taken collectively, effectively meet that goal. 
While this is always true of summary goals, it may be 
true of any goals with a set of sub-goals. By defining a 
goal as “partitioned,” it frees the analyst from 
specifically accounting for it in the rest of the analysis 
process. Partitioned goals are annotated in a Goal 
Hierarchy Diagram using a gray goal box instead of a 
clear box.  

At the conclusion of Capturing Goals, system goals 
have been captured and structured into a Goal Hierarchy 
Diagram. The analyst can now move to the second 
Analysis step, Applying Use Cases, where the initial 
look at roles and communication paths takes place. 

 
 Applying Use Cases 
 

The Applying Uses Cases step is crucial in translating 
goals into roles and associated tasks. Use cases are 
drawn from the system requirements and de-scribe 
sequences of events that define desired system behavior; 
they are examples of how the system should behave. To 
help determine the actual communications in a MAS, the 
use cases are converted into Sequence Diagrams. MaSE 
Sequence Diagrams are similar to standard UML 
sequence diagrams except that they are used to depict 
sequences of events between roles and to define the 
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communications between the agents that will be playing 
those roles. The roles identified here form the initial 
set of roles used in the next step while the events 
are also used later to define tasks and 
conversations.  

The first step in Applying Use Cases is to extract Use 
Cases from the initial system context, which should 
include both positive and negative Use Cases. A positive 
Use Case describes what should happen during normal 
system operation. However, a negative Use Case defines 
a breakdown or error. While Use Cases cannot be used to 
capture every possible requirement, they are an aid in 
deriving communication paths and roles. Cross checking 
the final analysis against the set of derived goals and Use 
Cases provides a redundant method for deriving system 
behavior. 

 
Refining Roles 
 

The purpose of the Refining Roles step is to 
transform the Goal Hierarchy Diagram and Sequence 
Diagrams into roles and their associated tasks, which are 
forms more suitable for designing MAS. Roles form the 
foundation for agent classes and correspond to system 
goals during the Design phase. It is our contention that 
system goals will be satisfied if every goal is associated 
with a role and every role is played by an agent class.  

The general case transformation of goals to roles is 
one-to-one, with each goal mapping to a role. However, 
there are situations where it is useful to have a single 
role be responsible for multiple goals, including 
convenience or efficiency. 

Role definitions are captured in a MaSE Role Model 
as shown in Figure 1.2, which includes information on 
interactions between role tasks and is more complex than 
traditional role models, as described in (Kendall, 1998). 
Roles are denoted by rectangles, while a role’s tasks are 
denoted by ovals attached to the role. Lines between 
tasks denote communications protocols with the arrow 
pointing from the initiator to the respondent. Solid lines 
indicate external communications while dashed lines 
denote communication between tasks in the same role 
instance. 

 
 
 
 
 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
Figure 1.2. MaSE Role Model 
 
 
The tasks are generally derived from the goals for which 
a task is responsible. 
While we could have specified all three goals in a single 
task, partitioning them in this was is modular and 
effectively encapsulates the actual approach used.  

Roles should not share or duplicate tasks. Sharing of 
tasks is a sign of improper role decomposition. Shared 
tasks should be placed in a separate role, which can be 
combined into various agent classes in the Design phase. 

 
Concurrent Task Model. After roles are created and 
tasks identified, the developer captures the role’s 
behavior by defining the details of the individual tasks. A 
role may consist of multiple tasks that, when taken 
together, define the required behavior of that role. Each 
task executes in its own thread of control, but may 
communicate with each other. Concurrent tasks are 
defined in Concurrent Task Models (see Figure 1.3) and 
are specified as finite state automata, which consist of 
states and transitions. States encompass the processing 
that goes on internal to the agent while transitions allow 
communication between agents or between tasks. 

 

 

 

 

 
  
Figure 1.3 Concurrent Task Diagram 

 
A transition consists of a source state, destination state, 
trigger, guard condition, and transmissions and uses the 
syntax trigger [guard] ^ transmission(s). Multiple 

International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 15, No. 3, March 2017

386 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



 

transmissions may be separated with a semicolon (;), 
however, no ordering is implied. Generally, events on 
triggers or transmissions are to be associated with a task 
within the same role, thus allowing internal task 
coordination. However, two special events, send and 
receive, are used to indicate messages sent between 
agents. The send event (denoted send(message, agent)) is 
used to send a message to another agent while the 
receive event (denoted as receive(message, agent)) 
signifies the receipt of a message. The message is 
defined as a performative, which describes the intent of 
the message, along with a set of parameters that are the 
content of the message (i.e., performative(p1 ... pn) 
where p1 ...pn denotes n parameters). It is also possible 
to send a message to a group of agents via multicasting 
using a < group-name > versus a single agent name.  

States may contain activities that represent internal 
reasoning, reading a percept from sensors, or performing 
actions via actuators. Multiple activities may be included 
in a single state and are performed in an uninterruptable 
sequence. Once in a state, the task remains there until the 
activity sequence is complete. The variables used in 
activity and events definitions are visible within the task, 
but not outside of the task or within activities. All 
messages sent between roles and events sent between 
tasks are queued to ensure that all messages are received 
even if the agent or task is not in the appropriate state to 
handle the message or event immediately.  

Concurrent tasks have predefined activities to deal 
with mobility and time. The move activity specifies that 
the agent is to move to a new address and returns a 
Boolean value (Boolean = move(location)), which states 
whether the move actually occurred. The agent can 
reason over this value and deal with it accordingly.  

To reason about time, the Concurrent Task Model 
provides a built in timer activity. An agent can define a 
timer using t = setTimer (time), the setTimer activity. 
The setTimer activity takes a time as input and returns a 
tinier that will timeout in exactly the time specified. The 
timer that can then be tested via the timeout activity, 
which returns a Boolean value, to see if it has “timed 
out” 
(Boolean = timeout(t)).  

Once a transition is enabled, it is executed 
instantaneously. If multiple transitions are enabled, the 
following priority scheme is used. 

 
1 Transitions whose triggers are internal events. 
2 Transitions whose transmissions are internal events. 
3 Transitions whose trigger receives a message from 
another role. 
4 Transitions whose transmissions are a message to 
another role. 

5 Transitions with valid guard conditions only. 
 

Figure 1.3 shows the Assign to Reviewers task for the 
Assigner role. The task is initiated upon receipt of a 
makeAssigns message from a Partitioner agent, which 
includes a list of papers to be assigned. After the 
message is received, the task goes to the 
MakeAssignments state where it computes a list of 
reviewers for the papers (a process that is as yet 
undefined). Once these list is defined, the task transitions 
to the RequestReviews state where the top 
reviewer/papers tuple is taken off the list.  
Analysis Phase Summary 
 

Once the concurrent tasks of each role are defined, 
the Analysis phase is complete. The MaSE Analysis 
phase is summarized as follows: 

 
1 Identify goals and structure them into a Goal 
Hierarchy Diagram. 

 
 Identify Use Cases and create Sequence 

Diagrams to help identify roles and 
communications paths. 

 
 Transform goals into a set of roles. 

 
 Create a Role Model to capture roles and 

their tasks.  
 Define role behavior using Concurrent Task 

Models for each task. 
 
Design Phase 
 

There are four steps to the designing a system with 
MaSE. The first step is Creating Agent Classes, in which 
the designer assigns roles to specific agent types. In the 
second step, Constructing Conversations, the 
conversations be-tween agent classes are defined while 
in the third step, Assembling Agents Classes, the internal 
architecture and reasoning processes of the agent classes 
are designed. Finally, in the last step, System Design, the 
designer defines the number and location of agents in the 
deployed system. 
 
Creating Agent Classes 
 

In the Creating Agent Classes step, agent classes are 
created from the roles defined in the Analysis phase. 
This phase produces an Agent Class Diagram, which 
depicts the overall agent system organization consisting 
of agent classes and the conversations between them. An 
agent class is a template for a type of agent in the system 
and is defined in terms of the roles they will play and the 
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conversations in which they may participate. If roles are 
the foundation of MAS design, then agent classes are the 
bricks used to implement MAS. 

These two different abstractions manipulate two distinct 
system dimensions. Roles allow us to allocate system 
goals while agent classes allow us to consider 
communications and other resource usage.  

The first step is to assign roles to each agent class. If 
assigned multiple roles, agent classes may play them 
concurrently or sequentially. To ensure that system goals 
are accounted for, each role must be assigned to at least 
one agent class. The analyst can easily change the 
organization and allocation of roles among agent classes 
during design, since roles can be manipulated modularly. 
This allows consideration of various design issues, which 
are based on standard software engineering concepts 
such as functional, communicational, procedural, or 
temporal cohesion.  

During this step, we also identify the conversations in 
which different agent classes must participate. An agent’s 
conversations are derived from the external 
communications of the agent’s assigned roles. For 
instance, if roles A and B communicate with each other, 
then, if agent 1 plays role A and agent 2 plays role B, 
then there must be a conversation between agent 1 and 
agent 2.  

The agent classes and conversations are documented 
via Agent Class Diagrams, which are similar to object-
oriented class diagrams with two main differences. First, 
agent classes are defined by the roles they play, not by 
attributes and methods. Second, all relationships between 
agents classes are captured as conversations. A sample 
Agent Class Diagram is shown in Figure 1.4. The boxes 
in Figure 1.4 denote agent classes and contain the class 
name and the set of roles each agent plays. Lines with 
arrows identify conversations and point from the 
conversation initiator to the responder. In this design, the 
PC Chair agent plays the Partitioner, Collector, and 
Decision Maker roles while the PC Member agent plays 
both the Assigner and Reviewer roles. Outside of 
Authors, the only other agent is the DB agent, which 
provides an interface to the database containing papers, 
abstracts, and author information. 

 
 
 
 
 
 

 
 
 

 
 
 
 
 

 
Figure 1.4.Agent Class Diagram 
 
 
The Agent Class Diagram is the first design object in 
MaSE that depicts the entire MAS in its final form. If we 
have carefully followed MaSE to this point, the system 
represented by the Agent Class Diagram will support the 
goals and Use Cases identified in the Analysis phase. Of 
particular importance at this point is the system 
organization – the way that the agent classes are 
connected with conversations. 

 
  
Constructing Conversations 

 
Constructing Conversations is the next MaSE Design 

phase step. So far, the designer has only identified 
conversations; the goal of this step is to define the details 
of those conversations based on the internal details of 
concurrent tasks.  

A conversation defines a coordination protocol 
between two agents and is documented using two 
Communication Class Diagrams, one each for the 
initiator and responder. A Communication Class Diagram 
is similar to a Concurrent Task Model and defines the 
conversation states of the two participant agent classes. 
The initiator begins the conversation by sending the first 
message. When the other agent receives the message, it 
compares it to its active conversations. If it finds a match, 
the agent transitions the appropriate conversation to a 
new state and performs any required actions or activities 
from either the transition or the new state. Otherwise, the 
agent assumes the message is a new conversation request 
and compares it to the conversations it can participate in 
with the sending agent. If the agent finds a match, it 
begins a new conversation.  

As stated above, communication class diagrams use 
states and transitions to define the inter-agent 
communication. Transitions use the following syntax: 
rec-mess(args1) [cond] / action ^ trans-mess(args2). 
This states that if the message rec-mess is received with 
the arguments args1 and the condition cond holds, then 
the method action is called and the message trans-mess 
is sent with arguments args2. 

 
Assembling Agents 
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Agent class internals are designed during the step 
Assembling Agents that includes two sub-steps: defining 
the architecture of agents and defining the architecture’s 
components. Designers have the choice of either 
designing their own architecture or using predefined 
architectures such as BDI. Likewise, a designer may use 
predefined components or develop them from scratch. 
Components consist of a set of attributes, methods, and 
possibly a sub-architecture.  

An example of an Agent Architecture Diagram is 
shown in Figure 1.5. Architectural components (denoted 
by boxes) are connected to either inner- or outer-agent 
connectors. Inner-agent connectors (thin arrows) define 
visibility between components while outer-agent 
connectors (thick dashed arrows) de-fine external 
connections to resources such as agents, sensors and 
effectors, databases, and data stores. Internal component 
behavior may be represented by formal operation 
definitions or state-diagrams. The architecture and 
internal definition of the components must be consistent 
with the conversations defined in the previous step. At a 
minimum, this requires that each action or activity 
defined in a Communication Class Diagram be defined as 
an operation in one of the internal components. The 
internal component state diagrams and operations can 
also be used to initiate and coordinate various 
conversations. 

 
  
 
 
 

 

Figure 1.5: PCChair Agent Architecture. 

The PCChair agent architecture is shown in Figure 1.5. 
The PCChair agent has three components, which basically 
implement pipeline architecture. 
 
System Design 
 

System Design is the final step of the MaSE 
methodology and uses Deployment Diagrams to show 
the numbers, types, and locations of agent instances in a 
system. System design is actually the simplest step of 
MaSE, as most of the work was done in previous steps. 
Figure 1.6 shows a Deployment Diagram for the 
conference management system. The three-dimensional 
boxes represent agents while the connecting lines 
represent actual conversations between agents. The 

agents are identified by their class name in the form of 
instance-name : class. Dashed boxes define physical 
computational platforms.  
A designer should define the system deployment before 
implementation since agents typically require 
Deployment Diagram information, such as a hostname 
or address, for communications. Deployment Diagrams 
also offer an opportunity for the designer to tune the 
system to its environment to maximize available 
processing power and network bandwidth. In some 
cases, the designer may specify a particular number of 
agents in the system or the specific computers on which 
certain agents must reside. The designer should also 
con-sider the communication and processing 
requirements when assigning agents to computers. To 
reduce communications overhead, a designer may 
choose to deploy agents on the same machine. However, 
too many agents on a single machine destroy the 
advantages of distribution gained by using the 
multiagent paradigm. Another strength of MaSE is that a 
designer can make these modifications after designing 
the system organization, thus generating a variety of 
system configurations. 

 

 

 

 

Figure 1.6: Deployment Diagram 

Design Phase Summary 
 

Once the Deployment Diagrams are finished, the 
Design phase is complete. The MaSE Design Phase can 
be summarized as follows: 

 
1 Assign roles to agent classes and identify 
conversations. 
2Construct conversations,adding messages/states for 
robustness. 
3 Define internal agent architectures.Define the final 
system structure using Deployment Diagrams. 
 

 
agentTool 
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The agentTool system (DeLoach and Wood, 2001) has 
been developed to support and enforce MaSE. Currently 
agentTool implements all seven steps of MaSE as well 
as automated design support. The agentTool user 
interface is shown in Figure 6.8. The menus across the 
top allow access to several sys-tem functions, including 
analysis to design transformations (Sparkman et al., 
2001), conversation verification (Lacey et al., 2000), 
and code generation. The buttons on the left add specific 
items to the diagrams while a text window dis-plays 
system messages. The different MaSE diagrams are 
accessed via the tabbed panels across the top of the main 
window. When a MaSE diagram is selected, the 
designer can manipulate it graphically in the window. 
Each panel has different types of objects and text that 
can be placed on them. Selecting an object in the 
window enables other related diagrams to become 
accessible. 

 
 

 

 

 

Figure 1.7: agentTool  

While the designer may use existing architectures or 
design a new one from scratch, agentTool also provides 
the ability to semi-automatically derive the agent 
architecture directly from the roles and tasks defined in 
the analysis phase. This approach has the advantage of 
providing a direct mapping from analysis to design. Each 
task from each role played by an agent defines a 
component in the agent class. The concurrent task itself 
is transformed into a combination of the component’s 
internal state diagram and a set of conversations. 
Activities identified in the concurrent task become 
methods of the component.  

The transformation is actually a sequence of 
transformations that incrementally change roles and 
tasks into agent classes, components, and conversations. 
Before beginning the analysis-to-design transformation 
process, the Role Model and its set of concurrent tasks, 

and the assignment of roles to agent classes must exist. 
During the first stage of the transformation process, 
agentTool derives agent components from their assigned 
roles and assigns external events to specific protocols. In 
the second stage, agentTool annotates the component 
state diagrams to determine where conversations start 
and end. During the last stage, agentTool extracts the 
annotated states and transitions and uses them to create 
new conversations, replacing them in the component 
state diagram with actions initiating the conversation.  

A second set of transformations that is currently 
implemented in agentTool consists of transformations to 
add functionality required for mobility. In the analysis 
phase, mobility is specified using a move activity in 
the state of a concurrent task diagram. This move 
activity is copied directly into the associated 
component state diagram during the initial set of 
analysis-to-design transformation described above. 
During the mobility transformation, the existing 
design is modified to coordinate the mobility 
requirements between all components in the agent 
design. In the derived mobility design, the Agent-
Component is responsible for coordinating the 
entire move and working with the external agent 
platform to save its current state and actually carry 
out the move.  

The agentTool system also provides automatic 
verification of conversations. The verification process 
begins with the fully automated translation of system 
conversations into the Promela modeling language. 
Then, the Promela model is automatically analyzed 
using the Spin verification tool to detect errors such as 
deadlock, non-progress loops, syntax errors, unused 
messages, and unused states (Holzmann, 1997). 
Feedback is provided to the designer automatically 
via text messages and graphical highlighting of error 
conditions. 

 
Applications 
 

MaSE has been successfully applied in many 
graduate-level projects as well as several research 
projects. The Multiagent Distributed Goal Satisfaction 
project used MaSE to design the collaborative agent 
framework to integrate different constraint satisfaction 
and planning systems. The Agent-Based Mixed-Initiative 
Collaboration project also used MaSE to design a MAS 
focused on distributed human and machine planning. 
MaSE has been used successfully to design an agent-
based heterogeneous database system as well as a multia-
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gent approach to a biologically based computer virus 
immune system. More recently, we applied MaSE to a 
team of autonomous, heterogeneous search and rescue 
robots (DeLoach et al., 2003). The MaSE approach and 
models worked very well. The concurrent tasks mapped 
nicely to the typical behaviors in robot architectures. 
MaSE also provided the high-level, top-down approach 
missing in many cooperative robot applications. 
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Abstract-With the wide use of Internet and network connectivity, it is important to prevent unauthorized access 

to system resources and data. In this study, we present a new Network Intrusion Detection System by integrating 

data mining and knowledge based system to detect a network attacks. Hybrid data mining process model is 

followed for data mining tasks to extract hidden knowledge from KDDCup’99 intrusion dataset. J48 decision 

tree, JRip rule induction, Naïve Bayes and Multilayer Perceptron (MLP) Neural Network are adopted to 

construct a predictive model on total datasets of 63, 661 instances. This study supports network administrators to 

fill the knowledge gap they have to detect network attacks efficiently and effectively. Experimental result shows 

that, the proposed system performs 91.43 percent and 83 percent accuracy and user acceptance, respectively. 

Further work is required to acquire and integrate prevention knowledge automatically with the predictive 

model.  

Keywords: Intrusion Detection, Data Mining, Network Intrusions, Integration, Knowledge based system 

1. Introduction 

In the era of information society, a network-based 

computer system plays fundamental roles in modern 

society [1] [2]. Accordingly, Network based attacks 

are frequently increasing, resulting in a huge 

financial loss to the organizations and causing the 

network to be paralyzed for several hours. There are 

many methods to strengthen the network security at 

the moment, such as encryption, VPN, firewall, etc. 

[3], but all of these are too static to give an effective 

protection. However, intrusion detection is a dynamic 

one, which can give dynamic protection to the 

network security in monitoring, attack and counter-

attack. Thus, Intrusion Detection Systems (IDS) have 

become a necessity in computer security systems 

because of the increase in unauthorized accesses and 

attacks. In spite of this, intrusion detection systems 

(IDSs) are designed to detect a wide range of security 

violations from attempted break-ins by outsiders to 

system penetrations and abuses by insiders [4]. 

Network intrusion has many types which falls  into  

one  of  the  following  four  main  categories [2]: 

Denials-of  Service (DoS), Probing, User-to-Root 

(U2R) and Remote-to-Local (R2L) attacks.  

According to Mohammadreza et al [3] traditional 

intrusion protection paradigms such as firewall are to 

too static for effective protection. However, intrusion 

detection can give dynamic protection to the network 

security in monitoring attack and counter-attack. 

Hence, Intrusion detection systems (IDSs) play a 

major role in providing security to networks and have 

been applied to detect network intrusions [2].  

Intrusion detection is the process of monitoring the 

events occurring in a computer system or network 

and  analysing  them  for  signs  of  possible  

intrusions,  which  are  violations  or imminent  

threats  of violation  of  computer  security  policies,  

acceptable  use  policies,  or standard  security  

practices [5]. 

Generally, there are two techniques for IDSs, 

misuse detection and anomaly detection. Misuse 

detection aims to detect the attacks through the 

predefined signatures of them. Whereas, anomaly 

detection uses normal network behaviours to identify 

unknown attacks by detecting significance deviation 

from the established normal patterns [4]. In the case 

of detecting data target, intrusion detection system 

can be classified as host-based and network-based 

that employs one or both of the intrusion detection 

methods [6]. Host-based  systems  base  their  

decisions  on  information obtained  from  a  single  

host,  while  network-based  intrusion  detection  

systems  obtain  data  by monitoring the traffic in the 

network to which the hosts are connected. 

Most  commercially  available IDS systems today, 

such  as SNORT[7] employ signature-base detection  
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techniques  that  works  by  matching the  coming 

traffics  with  the  knowledge  encoded  within it[8]. 

But it is very difficult to analyse huge network traffic 

and also specify intrusions using the rules as well. 

Therefore, to overcome the limitations of the 

signature-based systems, a number of IDSs employ 

data mining techniques [9]. Data mining   can   

efficiently   extract   patterns   of   intrusions   for 

misuse (signature-based) detection,   establish   

profiles   of   normal   network activities   for   

anomaly   detection,   and   build classifiers to detect 

attacks, especially for the vast amount of audit data 

[10]. 

In this study, we proposed intrusion detection 

systems which integrate data mining with knowledge 

based system so as to come up with an adaptive 

network intrusion detection hat predict attacks as 

efficient and effective as possible for network 

administrators. 

2. Related works  

There  are  a  number  of  research  works  to  design  

an  intrusion  detection system  using  machine 

learning algorithms. Kalpana et al [11] have proposed 

a hybrid approach for intrusion detection using k-

means, support vector machine and association rule 

mining algorithms. Also, Saale and Kale [12] 

proposed an intrusion detection method by 

combining Naïve Bayesian and support vector 

machine for intrusion detection based on 

KDDCUP99 dataset. The experimental result shows 

that support vector machine (SVM) has high 

detection rate than naïve Bayes. The result verified 

that the hybrid algorithm minimized false positives 

and maximizes detection rates. Further, Sandhya et 

al. [13] proposed a hybrid DT–SVM for intrusion 

detection and evaluated their performance based on 

the benchmark KDD Cup 99 Intrusion data. The 

empirical result shows that 99% accuracy is achieved 

by the hybrid approach. Based on experimental 

result, they concluded that the hybrid approach or 

model of any intrusion detection works better than 

the individual DT and SVM for normal class. 

Panda and Patra [14] proposed a framework of 

NIDS based on Naïve Bayes algorithm on 

KDDcup’99 intrusion dataset. The proposed 

technique performs   better   in   terms   of cost, 

accuracy   and computational time when applied to 

KDD’99 data sets compared to a back propagation 

neural network based approach. Sagane and Hande 

[15] proposed an anomaly based intrusion detection 

using naïve Bayes data mining algorithms based on 

KDDCup99 intrusion dataset. The proposed method 

has achieved 97% prediction accuracy on 

KDDCup’99. The proposed approach achieve  higher  

detection  rate,  less  time  consuming  and  has  low  

cost  factor with more false positives. Kumar  and  

Gupta [9] presented  an  Intrusion  Detection  System  

by  applying  genetic algorithm with Neural Network 

to efficiently detect various types of network 

intrusions from KDD dataset.  The  result  indicated  

that  resilient  back propagation  with  sigmoid  

function  is  the  best  one  and  used  for  

classification. Kosamkar and Chaudhari [7] have 

used hybrid of C4.5 decision tree and Support Vector 

Machine (SVM) algorithms for developing the 

intrusion detection system. The experimental result 

shows that the combined algorithms increase the 

accuracy and detection rate and decrease false alarm 

rate. The finding implies that building an effective 

intrusion detection models with good accuracy and 

performance are very essential. 

Tigabu [16] proposed a semi-supervised approach 

for modelling a network intrusion detection using 

decision tree and naïve Bayes as classification 

algorithm with a k-means clustering algorithm based 

on KDDCup’99 intrusion dataset. The finding 

verified that J48 decision tree algorithm is  better  

than  Naïve  Bayes  method  in  terms  of  both  false  

positives  and  detection  rate  as  well  as prediction 

accuracy. 

In this paper, we propose a Network Intrusion 

Detection System by integrating data mining and 

knowledge based system for detecting network 

intrusions.  

3. Modelling 

For this study the hybrid data mining process model 

[17] is followed for extracting hidden knowledge for 

constructing Network intrusion detection model. To 

construct a predictive model KDDCup99 intrusion 

data is collected from Massachusetts Institute of 

Technology (MIT) Lincon laboratory (URL), which 

is available for domain researchers. This data set was 

prepared by Stolfo et al. [18], and is built based on 

the data captured in DARPA’98 IDS evaluation 

program. 

3.1. Data preparation  

To understand the problem domain, the researcher 

used direct observation by closely working with 

domain experts, interviewing experts as well as 

domain researchers, reviewing documents, reports 

and literatures. This helped us to define the research 

problem and determine the research goals. After 

problem understanding, the KDDCup’99 dataset 
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were collected as per the objective set. During data 

understanding task we checked the syntax of the 

KDDCup’99 dataset, attributes and classes as well as 

the quality of the content. 

To improve the quality of intrusion data set, pre-

processing tasks, such as data cleaning, dataset 

reduction, attribute selection and balancing tasks are 

performed. 

A higher sample size data require more 

computational resources, and hence strategically 

sampled data may work well to achieve once goal. 

Accordingly, representative sample data selected 

from KDDCup99 have been used in this study for 

constructing a model. Resampling method has been 

applied on the KDD dataset to select 63,661 

instances. Table 1.shows that the pre-processed 

dataset for the five classes. This is followed by 

attribute selection. To select the best attributes for 

data mining, we used information gain ratio method 

which exists in WEKA data mining tool to get 14 out 

of 41attributes. 

Balancing is needed if one target class has much 

lower frequency than the other target class in the 

given dataset [19]. As shown in table 1, there is 

imbalance instance distribution for each class. DOS 

is almost taking higher share out of the four intrusion 

types. In order to balance the data set, we applied 

SMOTE (Synthetic Minority Over-sampling 

Technique), which is an over-sampling approach that 

generates synthetic examples in a less application 

specific manner [20]. The minority class is over-

sampled by taking each minority class sample and 

introducing synthetic examples along the line 

segments joining any/all of the k minority class 

nearest neighbours. For this study the class imbalance 

exists with the sampled dataset were balanced using 

SMOTE. 

Table 1: Number of records after pre-processing 

Classes  Share of each 

class Before 

balancing  

 

Share of each 

class after 

balancing 

 Count In 

percent 

(%) 

Count In 

percent 

(%) 

Normal  21,352 52.99 21,352 33.54 
DOS 18,469 45.23 18,469 29.01 
Probe 626 1.53 10,016 15.73 
U2R 7 0.22 7,168 11.26 
R2L 104 0.028 6,656 10.46 
Total  40,558 100 63,661 100 

3.2. Experimentation 
 

In this study, we conducted four experiments using 

four classification algorithms namely J48 decision 

tree, JRip rule induction, Naïve Bayes and MLP 

neural network with test mode, tenfold (10) Cross-

Validation.  

The summary of experimental results is shown 

below in table 2. The comparisons between the 

results of the four algorithms are done for attack 

prediction. 

Table 2.Summery result of the four Algorithms 

 Algorithms  

 J48  JRip  Naïve 

Bayes 

MLP 

Prediction 
accuracy 

99.91 % 99.89 
% 

67.69 
% 

98.01 
% 

TP rate 99.9 % 99.9 
% 
 

67.7 % 98 % 

FP rate  0 % 0 % 10.7 % 0.8 % 
 

As shown in table 2, the accuracy of J48, JRip, Naïve 

Bayes and MLP classifiers is 99.91%, 99.89%, 

67.69% and 98.01% respectively. From  results  of  

experiments,  the  average  TP  rates  is 99.9%, 99.9 

%, 67.7% and 98% for J48,JRip,Naïve  Bayes  and  

MLP  algorithms  respectively.  The FP rate results of 

four algorithms are 0 %, 0%, 10.7% and 0.8% for 

J48, JRip, Naïve Bayes and MLP algorithms. From 

this evaluation, we understood that J48 decision tree 

have a better performance than the remaining three 

algorithms to predict attacks. Hence, J48 decision 

tree with 10-fold cross validation is selected as a 

working algorithm for this study. The confusion 

matrix for the selected classifier is presented in table 

3below. 

Table 3. Confusion matrix for J48 decision tree 
algorithm before integration 

Actual 
classes 

Predicted classes 

Normal DOS Probe U2R R2L 

Normal 21331                 7 8 1 5 
DoS 10 18457 1  0    1 
Probe  9          0  10,007 0 0 
U2R 1 0 0 7165 2 
R2L 11    0 0 2 6643 
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So, from the confusion matrix one can understand 

that selected algorithm classified most of the 

instances into their proper class. However, there are 

cases where normal instances are miss-classified with 

DOS or Probe instances, alternatively.  

 

Finally, the selected algorithm has been integrated 

with knowledge based system to come up with an 

intelligent network intrusion detection system. 

4. System architecture 

The proposed architecture of the network intrusion 

detection system in this work consists of two major 

components, namely, data mining, and knowledge 

based system, as shown in Figure 1.  

 
Figure 2. Architecture of the proposed system 

The data mining technology is used to construct a 

predictive model using selected J48 decision tree 

algorithm. The knowledge based system (use of 

knowledge) is used on the other hand to predict 

network attacks automatically, map the numeric class 

value returned by the detection model to appropriate 

attack categories, and track log file and add this trails 

into the training dataset automatically. This makes 

our system to learn incrementally and adaptively. To 

do this, java programming was used to integrate  

WEKA result with the Knowledge Based System 

automatically. And also ‘swiweka’ is used as an 

interface that allows the use of WEKA API for 

classification; weka.jar, Weka _src.jar are used to 

construct a model when called from interface through 

swiweka package, jpl library  to  connect  the  Java  

layer  with  the  Prolog  layer. 

The various modules of the proposed system 

performing detection of attacks are described below. 

 Arff_writer module: this module accepts the 

attribute value form user interface and, writes 

the input values by changing into arff file 

format.  

 Arff_reader module: The reader module reads 

the original ARFF file for training purpose and 

sample ARFF file created from user input for 

prediction. Beside this, the class index is set on 

both original and sample arff files for the 

classification task.  

 Build classifier module: it is the responsibility of 

this module to construct a predictive model on 

the original dataset using the selected J48 

decision tree algorithm. 

 Detection module: this module integrates the 

predictive model with the knowledge based 

system for predicting network attack. Further, 

the knowledge based system provides the 

comprehensive description for detected attack.  

A user interacts with the system through dialogue. 

The system forwards successive questions for user to 

predict an attack. Thereafter the system displays the 

predicted attack with available options for user. 

5. System evaluation 

The system has been evaluated in two ways; system 

performance testing and   user acceptance testing.  

System performance testing is done to verify 

whether the proposed system could work correctly in 

the absence of domain expert or not. For this study, 

the researcher prepared 35 test cases for testing 

performance of the proposed system. For testing 

purpose, the attributes and their corresponding value 

of the instances need not have a label so that the 

expert only feed attribute values of an instance for the 

system. As a result the proposed system performs in 

the absence of domain experts with 91.34% which 

indicates that the model is effective in detecting a 

network attack. The evaluation result is shown below. 

Table 4.  Confusion matrix of Intelligent Network 
Intrusion Detection System 

Actual class 
labelled  

System predicted value    

Normal  DoS  Probe         R2L U2R 

Normal  10 0 0  0 0 
DoS 
probe  
R2L 
U2R 

0 
0 
2  
4 

7 
0 
0 
0 

0 
6 
0 
0 

 0 
0 
3 
0 

0 
0 
0 
1 
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As we can observe from the table above, the 

integrated system performs better in all test cases. 

However, we can understand from the above table 

that there are cases that R2L and U2R are classified 

as normal by the integrated intrusion detection 

system. Since the sample size of class U2R attack 

and R2L attack is too small, the detection accuracy 

for U2R and R2L attack is low. The test result 

indicates that as samples in training data set and test 

data set do not have similar feature signature, the 

accuracy of the Intrusion Detection System less after 

the integration task. 

6. Conclusion 

In this study we present a new Intrusion detection 

system that can predict a network attack and provide 

description about predicted attacks.  The systems are 

developed by integrating data mining model and 

knowledge based system. J48  decision  tree  

algorithm, JRip  rule  induction, MLP  neural  

network  and  the  Naive  Bayes algorithms are 

experimented  as  a  classification algorithm  for 

constructing  a network intrusion  predictive  model. 

The dataset used in this study is collected from MIT 

Lincoln lab. Evaluation of the system shows that,  the  

proposed  system  achieved  an encouraging  results  

with  91.43%   system  performance. Since the test 

cases is unknown for classifier and different in 

feature signature, the system confused to classify 

U2R and R2L correctly. We are now working 

towards adding knowledge for prevention 

mechanisms. 
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Abstract—Transmission Control Protocol (TCP) is a reliable 

transmission protocol for the wired networks but as ad hoc networks 

are gaining popularity, here is a huge demand for TCP adaptation 

for ad hoc networks. Ad hoc networks are way much different as 

compared wired networks due to higher Bit-Error Rate (BER), less 

bandwidth, mobility and asymmetric behavior. So, to alter TCP/IP 

policies for ad hoc networks a lot of strategies are adapted to enhance 

its performance. To fine tune TCP/IP for ad hoc networks different 

variants of TCP are proposed. In this paper, we have evaluated the 

performance of those variations of Transport Control Protocol over 

a highly mobile' ad hoc network and we have also studied relative 

performance of three different variants of TCP -TCP Reno, TCP 

SACK and TCP Vegas. Relative performance of dual on-demand ad 

hoc routing protocol - AODV and DSR with respect to transport 

protocols is also observed. Our studies show that performance of 

TCP is variable and reliant on the movement patterns of the portable 

nodes. 

Keywords: Mobile Ad Hoc Networks, TCP Reno, TCP SACK, TCP 

Vegas, AODV and DSR. 

I. INTRODUCTION 

Transport Control Protocol / Internet Control Protocol 
(TCP/IP) a well-known communication procedure for 
connection oriented, consistent and endwise robust 
communication [1].TCP/IP is especially designed for the 
traditional wired networks. The TCP/IP have been pitched to 
accomplish fine in outdated systems someplace the bit-error 

degree is lesser, main foundation of packet loss is system 
overcrowding.  Other hand a wireless mobile ad-hoc network [2] 
it is gathering of movable nodes accompanied by no pre-
determined substructure, creating a short-term system. These 
networks have definite features that impose 'stringent require on 
the transmitting protocols. The furthermost significant 
distinctive is the dynamic topology, that is the straight concern 
of node movement which might be a way failure or high 
probability of network failure. Along with mobility the other 
major characteristics of Wireless networks is higher Bit Error 
Rate (BER), less bandwidth as compared to wired networks, 
handoffs from one hop to another due to mobility and 
asymmetry due to which mobile host has partial authority and 
lesser handling competence. Consistent conveyance protocols 
like TCP are perfected to 
do glowing in wired nets with stationary nodes. But, when used 
in wireless networks, these protocols give poor performance [3]. 
The decrease in the performance is due to the 
violation of the main assumption of the TCP, which states that 
somewhat damage of the container is due to the overcrowding in 
the system only. As TCP/IP has a traditional way of working for 
wired networks, it deals with packet drop as a network 
congestion problem in wireless infrastructure [4]. It retransmits 
the unrecognized containers, after that droplets the scope of TCP 
overcrowding window, so subsequent now transmission rate 
decrease. Another, it stimulates the congestion control 
instruments which  contain exponential back-off of the 
retransmission clock and reduction of the slow-start brink value 
characteristically, partial extent of the prior overcrowding 
window). As a final point, in which that is arrives a slow-start 
repossession stage to certify that the congestion has condensed 
[5-7]. 

This paper focuses on different TCP variants to check 
relative performance for TCP Reno, TCP Sack, and TCP Vegas 
[8]. Relative enactment of dual on-demand ad hoc routing 
protocol - AODV and DSR with respect to transport protocols is 
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also observed. Our studies show that enactment of TCP is 
flexible and reliant on the movement patterns of the mobile 
nodes. We have specifically sought to learn the enactment of 
TCP over ad hoc networks, namely, the impact on TCP caused 
by the mobility of the nodes. Using two familiar directing 
protocols - Ad hoc On require and Distance Vector (AODV) [9] 
and Dynamic Source Routing (DSR) [10] comparison has been 
done between measured 
throughput and expected throughput [3]. 

The organization of this paper is as follows. The afterward 
segment gives the literature review about TCP fine tuning for Ad 
Hoc networks along through the detailed overview of TCP 
variants and routing protocols used for communication. In 
Section III we discuss the relative enactment 
of two on demand ad hoc routing protocols - AODV and DSR. 
In Section IV, we compare the performance of different 
conveyance protocols over wireless mobile ad hoc networks - 
TCP Reno, TCP Sack and TCP Vegas. Section V discusses the 
conclusion about the performance of TCP- deviations for 
dissimilar mobility patterns then mobile nodes. 

II. LITERATURE REVIEW 

In this section, we discuss the TCP fine tuning for Ad Hoc 
networks along with the detailed overview of TCP variants and 
routing protocols used for communication along with the 
methodologies opted by different researchers for TCP fine 
tuning. In [11] has concentrated on the enactment of TCP by 
varying the ad hoc routing protocols. In [12] examined the 
interface among TCP and MAC level. They argued that linkage 
level guard; back-off strategy and choosy crocodile planning are 
dangerous features for effective and impartial process of ad-hoc 
networks under TCP. Holland and Vaidya [3] have investigated 
the influence of linkage breakage on TCP enactment. They 
introduced new metric expected throughput, which we have used 
in this paper.  Explicit Link Failure Notification (ELFN ) is used 
to better the reliability of TCP .In [13] K. Cliandran et.al argues 
an alike pattern. The TCP basis after receiving such package 
arrives a snooze formal that is comparable to the TCP Persist 
formal. In [14] Jain Liu et.al proposed an approach towards the 
improvement of TCP in wireless ad hoc networks. They 
presented TCP for Mobile Ad Hoc Networks (ATCP),   which 
gives the better TCP’s throughput by a factor of 2-3. Proposed 
solution implements a thin cover among IP and TCP layers of 
the protocol stack, which ensures appropriate TCP behavior 
while maintaining high throughput. 

A. TCP Variants 

Proposed technique different variants of TCP: , TCP SACK 
, TCP Reno and TCP Vegas. 

1) TCP Reno 

TCP Reno [15] is a variant of TCP used as a fast recovery 
technique which permits the transmitter to avoid difficult the 
pipe, and to transfer on or after cwnd to cwnd /2 in the space of 
a solitary RTT. TCP Reno is TCP Tahoe through the adding of 
Fast Recovery. The impression is to usage the incoming 
duplicate ACKs to step retransmission. 

 

 

2) TCP SACK 

Selective Acknowledgment (SACK): the receiver evidently 
tilts which sets, messages, or wreckages in a creek are 
recognized (either negatively or positively). Optimistic selective 
reaction is an excellent in TCP that is appreciated in Satellite 
Internet access [16]. 

The Selective Acknowledgement (SACK) selection distinct 
in RFC 2018 is used by the TCP data receiver to acknowledge 
non-contiguous chunks of data not enclosed by the Cumulative 
Acknowledgement field.  However, RFC 2018 does not stipulate 
the use of the SACK decision once identical sections are 
established. 

3) TCP Vegas  
TCP Vegas is a TCP congestion prevention procedure that 

highlights packet deferral, relatively as compared to package 
loss, as an only one to assistance control the rate at which to send 
packets. It was established at the University of Arizona by 
Lawrence Brakmo and Larry L. Peterson and introduced in 1994 
[17]. 

B. TCP Mechanisms for Ad-Hoc Networks 

Dissimilar cellular systems, at which individual the previous 
hop is founded on a wireless medium, ad hoc networks are 
collected absolutely of wireless links, at which multi-hop 
networks might be in place. Moreover, all nodes can travel easily 
and arbitrarily in an ad hoc scenario, it can creates the TCP 
congestion regulator moderately tough meanwhile this is a clock 
founded instrument. Subsequently, an error-detection   and error-
recovery policies intrinsic in ordinary TCP essential to stay 
modified in order to fitting this setting. Specially, subsequently 
the faults in this setting happens not only because of congestion 
nonetheless also due to intermediate restraints and movement, 
TCP wants to differentiate the creation of the inaccuracy so as to 
it can take the greatest suitable act for separately situation. 
Furthermore, the developing link and system cover algorithms 
for this kind of system can play a main part on TCP performance. 
Similarly, aspects like pathway irregularity (it might affected 
through inferior covers approaches, between more components) 
and congestion window dimension may also damage the 
accomplishment of this protocol [1]. Entirely these matters are 
addressed in aspect in the following segments. 

TCP congestion control instrument has capability to decline 
their broadcast degree while system expressions overcrowding 
and sort practice of all leftover means else. The main indication 
of TCP is to analysis the system in imperative to regulate the 
obtainability of assets. It inserts packs at a growing degree 
obsessed by the system up until a pack loss is discovered, by 
which that assumes the network is covering congestion. At that 
moment the TCP correspondent shorten its congestion window 
(CWND), retransmits the lost packet and restarts broadcast at an 
inferior growing degree. If the sufferers persevere (no timely 
ACK received), at each retransmission the correspondent 
couples (up to 64s) its delay regulator, called Retransmission 
Time Out (RTO), and the situation can interval extensive for the 
ACK of the present packet existence transmitted. This 
instrument is known as exponential back off approach. 
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In Bit Error Rate (BER) Exponential Back off approach 
works well in a wired network. It is characteristically 
abstemiously little allowing some misdirected bundle to be 
conserved and used as a symbol of network congestion. 

C. Network layer Control 

 Ad hoc networks encompass of an exceptionally active state 
and recurrent means differences are expectable, on TCP routing 
rules join in a major part performing as. Unlike the MAC layers, 
neither IEEE 802.11 protocol remained taked as the ordinary, I 
has been focus on extreme research scraps on ad hoc networks 
zone near calibration. Now, around have been a lot of deliberate 
guiding measures for this state and typically collectively of them 
has different significances on TCP.  

1) Dynamic Source Routing (DSR): 

 DSR is an on-demand routing protocol in which host adapts 
new routes and changes in network as node moves and learns 
new routes [18]. It updates the correspondent node by a specific 
pathway by sending data packets for a list of nodes to update 
their routes. It keeps a cache of all the learned routes which 
causes overhead routes. Consequently, the middle nodes do not 
necessity to retain an upgrade period table of ways, thus evading 
periodic route announcements that source significant overhead.  
Problem with this method distress. The problem with this 
approach   the huge chances of stale route in setting which 
mobility have middle restraints are usually exist. It can occur, 
for occasion,  once an route response  to back of sender  but in 
which reply route can be  when a route reply message is in its 
way back to the sender but the replied route is  cannot be 
authorized due to other involved node it has been disturbed .  The 
problematic is intensified via the element other nodes are 
eavesdrop the unauthorized path response and can rush their 
barriers through stale info. If the stale route can be perceived and 
improved in a speedy means, TCP can be run tack-off state, 
which will decline its presentation unsympathetically. 

2) Ad Hoc On-Demand Distance Vector (AODV): 

 AODV is a reactive protocol for ad-hoc networks which 
provides routes for nodes on request [19]. Message takes place 
only when needed. AODV have a hop-to-hop procedure it is a 
mixture of on request and detachment route. Ob require demands 
means communication occurs only as they want detachment 
vector that means a link sate protocol.. In AODV a RREQ 
(Route Request) is guide to respectively and each node in the 
network. As they all have a middle nodes also valid then itself 
the route reply send to destinations. As they could not find any 
authorized route after that it send to the source node. 

3) PATH asymmetry:  

As TCP depend on spell subtle response info to make his 
movement controller, irregular trails can extremely cooperation 
its presentation. The fact is that, if TCP does not obtain 
appropriate ACKs it cannot enlarge its CWND to type use of the 
complete obtainable volume of the frequency in place, thus 
degenerative bandwidth. Hereafter, the frontward path features 
are also dissimilar as of the ones of the backward path, it would 

reasonably possible look presentation difficulties. In an ad hoc 
network, anywhere the topology besides the setting 
circumstances can differ rather regularly and randomly, 
asymmetry can happen by dissimilar details, counting lesser 
layer approaches [20].  

 

Figure 1: TCP Throughput vs Number of Hops 

III. PROPOSED SOLUTION 

Proposed network model consists of 30 mobile nodes 
moving in a random fashion in a 1500 X 300 m' rectangular flat 
area. Random Walk mobility model is followed by nodes in 
which all nodes are in signal through the imitation historical. We 
have measured 10. Different mobility patterns. For a given 
mobility pattern at different 
speeds, precisely same order of activities and link 
disappointments happens. The rapidity of each node is 
consistently dispersed in an interval of 0 . 9 ~ - 1.lv for some 
mean speed v where Y E {5, 10,15,20,25}. 

A. PERFORMANCE O F DIFFERENT VARIANTS OF 

TCP: 

We associate the presentation of dissimilar transport 
protocols over wireless mobile ad hoc networks – TCP Reno, 
TCP Vegas and TCP SACK. Fig. 3 shows the Throughput vs. 
Speed graph for all variants of TCP when DSR is used. TCP 
Reno shows the best results as compared to Sack and Vegas. 
Initially, there is not much difference in the throughput but as 
the speed increases this difference becomes significant. TCP 
Sack is not able to match the performance of TCP Vegas. On the 
other hand, TCP Vegas doesn't show as good results as TCP 
Reno but for some speeds, it achieves nearly equal performance 
as TCP Reno. To summarize, TCP Reno shows the best 
performance whereas TCP Sack shows the worst performance. 
TCP Vegas achieves a good throughput but it is not able to match 
TCP Reno performance. 
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Figure 2: Throughput for all variants of TCP with DSR 

 

Figure 3: Throughput for all variants of TCP with AODV 

Fig. 4 shows a similar graph when AODV is used. The 
improvement in the performance of all variants of TCP can be 

easily seen in this case. Here, all three protocols achieve almost 
equal throughput with TCP Reno deviating only slightly. TCP 
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Vegas and TCP Sack show almost similar results for all speeds. 
At the highest speed of 25 m/s, slight improvement in the 
performance of TCP Reno is noted. Comparing the performance 
of DSR and AODV, there is nearly 100% improvement in the 
TCP performance when AODV is used as the underlying routing 
protocol. All three protocols show tremendous improvement in 
the throughput with TCP Reno not achieving throughput as good 
as throughput of TCP Sack and TCP Vegas. This clearly shows 
the improvement when AODV is used. 

B. Comparison of AODV and DSR 

In this section, we discuss the relative performance of two 
on-demand ad hoc routing protocols - AODV and DSR when the 
nodes are mobile. AODV outperforms DSR at all speeds. We 
have varied the speed from 5 m/s to 25 m/s i.e. I8 km/h to 90 
km/h. This is fairly high speed for nodes in ad hoc networks, thus 
signifying the high stressful conditions. At 5 d s , AODV obtains 
nearly 100 % improvement in throughput. The best performance 
is achieved at 25 m/s. At such a high speed, AODV shows 
performance gain of 130 % over DSR. DSR maintains all route 
entries in its route cache. 

 

Figure 4: Comparison of AODV vs DSR 

 

At great hustles, the ways in the route cache can go stale with a 

justly extraordinary incidence and mistaken routes might get 

shaped via route explorations introduced by the source [2]. 

Occasionally, stale routes in the cache may lead to routing loop 

creation. This can lead to degradation of TCP throughput 

especially at high mobility. If we consider the fraction of 

expected throughput for both routing protocols, AODV fares 

better here also. Although, expected throughput for both routing 

protocols for the static topology is almost equal, but under 

mobility, AODV outperform is DSR. So, it can be concluded 

that AODV is an improved protocol to be used in extraordinary 

mobile circumstances. Reason behind DSR poor performance is 

its excessive use of cache and storage of expire routes which 

causes problem to determine fresh routes in presence of multiple 

options. Although DSR generates much fewer routing packets 

overall, it generates more uni-cast routing packets which are not 

feasible in IEEE 802.11 MAC layer. Thus, DSRs apparent 

saving on routing load doesn't translate to an expected reduction 

on the actual load on the network. A constant byte overhead in 

each DSR packet further brings down the throughput. In AODV, 

way cache running is done finished cache entrance timeout. It 

confirms that only routes that are recently used are preserved in 

the route cache. By using this strategy the problem of a stale 

route entry in the route cache is solved. AODV packets don't 

contain full route to the destination. So, a lot of byte overhead is 

prevented in this case. 

IV. CONCLUSION 

This paper discusses TCP in mobile ad hoc networks and the 
issues regarding mobility of nodes. It also explains why TCP 
performs poor for mobile nodes as it is unable to distinguish the 
packet drop due to mobility or congestion. Simulations 
performed for throughput and mobility for different variants of 
TCP. TCP Vegas however performs better as compared to TCP 
SACK or TCP Reno with AODV routing protocol whereas TCP 
Reno performs better when simulations are performed with 
DSR. In conclusion AODV has far more better performance as 
compared to DSR because DSR is source driven protocol which 
causes byte overhead in each packet and route cache also has 
detrimental effects on TCP performance. 
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Abstract - Utilization of mobile devices worldwide is 
increasing every day. This has created an increasing 
demand for mobile apps, the development of which is not 
seamlessly without challenges. We conducted a research 
survey to identify and confirm the known challenges and 
issues that are faced by mobile app developers in their 
development work in developing countries particularly in 
Tanzania. This survey was done in three regions of 
Tanzania: Dar es Salaam, Dodoma and Arusha; because 
most of the mobile apps developers are located in these 
regions and eHealth information systems were used as a 
case for this purpose. Methodology used was literature, 
interview, questionnaire, and observation.  This paper 
presents an overview of the identified challenges and issues 
facing mobile app developers and the proposed data 
exchange solution. These findings have justified our 
ongoing research on interoperability of multiple databases 
through a single mobile application. 

Keywords-component; Multiple Databases; Data Exchange; 
eHealth Systems; mHealth; mobile app. 

  

I.  INTRODUCTION (HEADING 1) 
One surveyed reports that about 40% of 7 billion people in 

the world are using internet [1]. Another study recently 
reported that, 80% among the internet users globally, own 
smart phones and 47% of them own Tablets [2]. Due to the 
increasing numbers of utilization of mobile devices, the world 
counts more than 170 million mobile apps in use by 2015 [3].  

Said is differently, the potential to utilize mobile phones in 
developing countries is high. In 2012, about 70% of the global 
mobile subscribers out of more than 5 billion, belonged to low 
and mid income communities [4]. Banking and healthcare 
sectors are leading the way on harnessing this available 
potential in developing countries.  

In mobile applications (mobile apps) development, challenges 
such as testing and supporting, security, device proliferation, 
development approach, etc. are some of the known challenges 
that continue to face apps development works [5], [6] and [7]. 
 
 To confirm if these challenges are real, a survey was 
conducted in the health sector environment as a case 
specifically to identify and confirm the known issues and 
challenges in mobile apps development process focusing on 
connecting to medical record systems implemented with 
multiple databases integrated environment. In the end, we 
proposed a data exchange architecture that demonstrates the 
need for connection/integration between single mobile app and 
multiple heterogeneous databases. In section II we reviewed 
status of eHealth and mHealth systems in developing 
countries. Methodology used in our study is explained in 
section III and we have reviewed major issues and challenges 
that are generally facing mobile app development process 
worldwide in section IV. Section V contain survey results 
from our study and then we proposed data exchange 
component (DEC) architecture between single mobile app and 
multiple heterogeneous databases in section VI where we 
present our discussion in section VII. Finally in section VIII 
we provide conclusion and suggest further works.  
 

II. EHEALTH AND MHEALTH SYSTEMS IN DEVELOPING 
COUNTRIES 

eHealth systems have revealed a greater potential to reach 
large population for quality service provisions. It would easily 
reach and serve the population of 55% of the developing 
countries where the availability of enough health facilities and 
health care services is too low [8]. WHO define e-health as the 
transfer of health resources and health-care by electronic 
means [9]. In [10], It has been described that, e-health is the 
application of Internet and other related technologies in the 
healthcare industry to improve access, efficiency, effectiveness, 
and quality of clinical and business processes utilized by 
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healthcare organizations, practitioners, patients, and 
consumers in an effort to improve the health status of patients. 
It is also specifically described by Eysenbach, as an emerging 
field in the intersection of medical informatics, public health 
and business, referring to health services and information 
delivered or enhanced through the Internet and related 
technologies [11]. There are numerous definitions of eHealth 
from different dimensions worldwide; others have tried to 
extend the definition to any application of electronic means 
into the healthcare services. 
 Delivery of eHealth by use of mobile app services results 
into mobile health or mHealth. It is the utilization of mobile 
apps for the purpose of enhancing provision of health services. 
In [12], describes the term as the use of mobile phones for the 
purpose of improving the quality of care and efficiency of 
health services. Further Characteristics of eHealth and 
mHealth systems are described in the following subsections. 

 

A. Infrastructure and Benefits of eHealth and mHealth in 
Developing Countries 
 Typically, Infrastructure that support eHealth system 
architecture include the following [13]: 

a) Internet  
b) Extranet  
c) Intranet  
d) Core Data Systems  
e) E-Mail  
f) Telecommunications 
g) Hardware 

 
Mobile health can provide relevant benefits to health 

workers, health facilities, healthcare services etc. Modi, 
identifies the following benefits [12].  

a) Real time receipt of health-care information 
b) Timely addresses health issues 
c) Easy to track the prevalence of diseases and 

its rate globally 
d) Helps healthcare officials to be more 

proactive on addressing health issues rather 
than being reactive. 

e) Feasibly addresses gaps in health-care in 
remote areas. 

f) Provides Health Education Awareness. 
g) Raises treatment support and medication 

compliance. 
h) Improves the performance of healthcare 

workers. 
i) Supports diseases surveillance. 

 

B. Status of eHealth in Some African Countries 
Table 1 shows the results summary of the status of 

eHealth in some African countries. The summary shows 
the evidence of activity, planning or implementation of 
eHealth in those countries in terms of national ownership, 
foundation (Info-structure; the basic physical and  

TABLE I.  SUMMARY OF THE STATUS OF EHEALTH IN SELECTED 
AFRICAN COUNTRIES. (SOURCE: [14] - [15]) 

S
N Country 
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1 Angola EvP&I EvP NoEV EVI 

2 Botswana SEVP EvP&I EVI EVI 

3 Ethiopia EvNS EvP EvNS EVI 

4 Ghana SEVP&I SEVP&I EvP EVI 

5 Kenya SEvNS EvP EvP EVI. 

6 Nigeria EvP. LEVI. NoEV LEVI 

7 Tanzania SEvNS EvP&I EvP&I EVI. 

8 Uganda SEvNS LEVI. SEvP&I EVI. 

9 Zambia LEVP NoEV. EVI EVI 

10 Zimbabwe EvNS EvP EvP&I EVI 

 
Key:  

- Evidence of = Ev 
- Strong Evidence of = SEV 
- Little Evidence of = LEV 
- Planning = P  
- Implementation = I 
- National/Government Support = NS 
- No Evidence of Planning or Implementation = NoEV 

organizational structures and Infrastructure) and also health 
process domain component where it describes the availability 
of already running eHealth systems in a particular country. 

C. eHealth and mHealth Systems in Tanzania; its 
Application  

1. eHealth Systems 
The application of computer systems in the health sector in 
Tanzania started in the 1990s. Deployment of information 
technology has brought revolution of the uses of computer 
applications from simple formats to complex systems.  
 
However, eHealth is not well and completely implemented in 
developing countries; it has some challenges that technically 
need special attention to address. In their survey, Busagala and 
Kawono established challenges that are facing e-Health 
systems in Tanzania. The challenges include poor 
infrastructure for supporting health-care services, insufficient 
budget for ICT, unreliable electricity supply and lack of ICT 
skills for health-care workers [16]. 
 
2. mHealth Systems 
In Tanzania more than 31 mHealth applications are currently 
providing health services countrywide [17]. Among them, the  

Commission for Science and Technology Tanzania – Costech, 2014-
2017. (sponsor) 
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TABLE II.   MHEALTH APPLICATIONS ADDRESSED IN TANZANIA 
(SOURCE: [17]) 

Application 
Total 

Number

Data collection and reporting 18 
Client education and behaviour change 
communication  15 

Electronic decision support 14 

Provider work planning and scheduling 8 

Registries and vital events tracking 7 

Electronic health records 7 

Provider training and education 7 
Provider to provider communication 
user groups, consultation 6 

Service use supply chain management 5 

Financial transactions and incentives 4 
Sensors and point of case diagnostics 
(and Monitoring) 3 

Human resource management 3 

Tele consultation 3 

 
most deployed applications are for data collection and 
reporting. Currently there are 18 such applications, 
approximated to be 58% of all mHealth applications in 
Tanzania. Table 2 lists     other applications that are also 
deployed in Tanzania with their total number. 

 
Some of the currently available mHealth projects in the 

country are briefly described in the following paragraphs. 
 

• SMS for Life 
It is an innovative mHealth project piloted in Tanzania 
under public-private partnership. It helps to reliably 
support availability of Malaria medication using mobile 
phone services.  The project is led by Novartis and 
supported by several partners, each bringing specific 
skills [18]. 

 
• Birth Registration by Mobile Phone 

This is a countrywide mHealth platform in Tanzania 
that gives parents ability to register their children’s 
births by using mobile phones. It allows a health worker 
to send birth registration information such as baby’s 
name, sex, date of birth and family details by phone to a 
central data base and finally a birth certificate is issued 
free of charge in a few days [19]. 

 
• m4RH 

Known as Mobile for Reproductive Health (m4RH), is 
a low cost innovative system running in Tanzania, 
Kenya and Rwanda providing information on family 
planning. It is accessible from every mobile phone 
through short message service (SMS) or “text 
messaging” [20]. 

 

From the foregoing, it is hereby acknowledged that, mHealth 
can have a profound positive impact in health sector. It shows 
to have the ability to improve healthcare services even in 
remote areas and can free other resources for developing the 
country economy.  

III. METHODOLOGY 

A. Literature Review 
In depth literature review was conducted to enhance 

more understanding of issues and challenges on mobile 
apps development of e-Health systems from multiple 
database integration point of view. More information was 
collected from previous researches to gather a wide 
knowledge about these issues and challenges, as presented 
in section II.  

B. Sampling Technique and Data Collection 
Data collection (including questionnaire, interview 

and observation) was done in three regions: Dodoma, 
Arusha and Dar es Salaam. Data were collected in 
Dodoma from the HPSS government project based in 
Dodoma [21]. In Dar es Salaam and Arusha data were 
collected from 78 programmers in three mobile 
development companies in total. 

 

As a stimulus, mobile app utilization in health sector 
brings about the question concerning the technical aspect on 
the development of mobile apps for health care delivery. We 
intend to examine issues and challenges that facing mobile 
apps development in their integration with medical records. 
The following section describes major issues and challenges 
that are facing mobile app development process. 

 

IV. MAJOR ISSUES AND CHALLENGES THAT ARE 
GENERALLY FACING MOBILE APP DEVELOPMENT PROCESS  

 From the literature review, we found a number of issues 
and challenges that are facing mobile application development 
processes worldwide. The identified issues and challenges are 
concerned with designs, security, user interface, networking, 
development skills, context etc. Among   all these, security 
issues, user experiences, Vendor and device fragmentation are 
ranked to be the major ones [6]. These are further described 
below.  

 

A. Security Issues 
Security in mobile app development is speedily 

becoming a major concern. The primary concerns are: 
data upload and download wirelessly using insecure 
hotspots and from potentially insecure locations and the 
sizes of devices make them easily misplace-able. The 
degree level of security in mobile development in 
enterprises or organization also depends on the nature of a 
business. Bank application for instance, with bill payment 
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feature needs more security measures than an information 
data application [6].  

 

B. The User Experience 
Mobile user experience could be described as the 

perception an end user has on a mobile product or service 
[22]. Mobile devices are characterized by the smaller 
display and different styles of user interactions. These 
characteristics have an impact on interaction design for 
mobile apps. The user experience has a strong influence 
on application development. The developer has to 
consider user demands such as user interface, running 
speed of the application, etc in order for the end product 
to be well accepted. During development, there are some 
user experience factors that influence the process of 
development; these factors are such as widgets, touch, 
whether through stick or direct by finger, physical motion, 
keyboard (physical and Virtual) for designing user 
interface, and  the context dependencies, such as 
proximity to other mobile devices and physical location 
[23]. Device characteristics such as size and its version 
are having a greater impact on the design of the 
application. Developers need to consider on how to build 
up an application that could highly meet user’s 
expectations. The user experience could help make an 
application more successful by maximizing acceptance 
and usage. 

C. Vendor and Device Fragmentation 
Existence of multiple mobile application platforms 

such as iOS, Android, Windows Phone etc., is one of the 
big challenge in the development of mobile apps [5], [7], 
[24]. These mobile Platforms, rather than  Unification, 
they  are heading towards fragmentation instead [5]. 
Fragmentation in mobile apps could be grouped into two 
categories;  

1) Fragmentation across platforms 
(Vendors/Platforms Fragmentation), this 
includes a variety of mobile OS such as 
Android, iOS, BlackBerry, Windows Phone 
etc.  

 
2) Fragmentation within the same platform 

(Device Fragmentation) This includes 
different versions of the same platform [7].  

 
Each platform requires separate skills to use in order 

to develop an application successfully. Different skills are 
needed for the developer to be able to develop and deploy 
the application successfully. This poses as a challenge 
during development and force developers to base their 
developing skills mostly on one platform. 

 

V. SURVEY RESULTS 
This section presents the results of the survey which in 

general confirm issues and challenges in mobile development 
in the connection/integration with remote multiple 
heterogeneous databases, Tanzania particularly as a case study.  

The survey was conducted in three different regions in 
Tanzania. These regions are Dodoma, Dar es Salaam and 
Arusha. A total number of 78 mobile app developers in two 
regions, Dar es Salaam and Arusha were contacted to respond 
to the data collection tools (interview and questionnaire). 
Statistics revealed that country wide there are approximately 
541 businesses whose services are IT related services such as 
Network Installation, hardware and software maintenance, IT 
equipment supplies, IT consultancy, web hosting and mobile 
app development. Among them, nearly 70% reside in Dar es 
Salaam and Arusha (Fig. 1).  
 
Approximately 70 businesses out of 541 (about 12.9%) are 
doing mobile apps development (see Fig. 2). Since a large 
proportion of these businesses are small and medium 
enterprises (SMEs), it has been estimated that each has at least 
3 developers on average. This accounts for 210 developers 
countrywide; the number does not include freelancer 
developers scattered in big towns and cities in the country who 
are mostly fresh university and college graduates. Table 3 
shows a summary of results that came out of the survey.  
 

A. Platform Consideration and Device Fragmentation 
Mobile applications run in mobile operating system (mobile 
OS) platforms such as Android, iOS, Windows Phone, Black 
Berry etc. Developers mentioned that they normally choose a 
particular type of platform when they start the development of 
the application. This is very important to them since 
developer’s choice is based on own/individual competencies. 
About 14% of them mentioned this. 

Device fragmentation is one of the biggest challenges facing 
the Tanzanian developers today. Developers, about 27%, show 
this as their challenge. Because Android has the biggest share 
in sub-Saharan countries which include Tanzania  [17], most 
of the developers are developing mobile app based on Android, 
85% of them. The presence of different versions of Android 
OS creates difficulty in developing a multiplatform application. 
Vendor/Platform fragmentation challenge is not faced by most 
of developers in Tanzania since most of them are working on 
Android rather than other platforms, Figure 4 shows the details. 

 

 

 

 

 

 

 

 

Figure 1. Availability of IT related businesses in Tanzania 
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Figure 2. Distribution of IT related service businesses in 
Tanzania 
 

B. User Experience and Mobile Device Capabilities 
User experience was also mentioned by developers as one 

of the issues and challenges to the mobile app development 
process. From the survey, 24% of developers mentioned this. 
They utilized different application design tools and techniques 
to build up an app. They commented that they sketch the UI, 
database model, and User models etc as their techniques of 
designing good and interactive mobile apps. Others said they 
normally visit design samples from websites such as 
materialup, dribbble, material pallet etc to get a clue on the 
current graphic, web designing etc. It is difficult to understand 
the users taste and experience on the mobile applications. 

They usually use adobe Photoshop for User Interface (UI) 
design, UML tools such as use case, activity, state diagrams 
etc as the tools for design. For simplicity and rapidness, they 
use Java programming language since this language is used by 
a wider community of mobile developers.    

Mobile capabilities in terms of size, capacity, speed etc, 
are also challenges mentioned on the development of mobile 
apps. Developers also confirmed that, they consider capability 
of mobile device such as limited power and size during 
development. 

TABLE III.  ISSUES AND CHALLENGES FACING MOBILE APPS 
DEVELOPMENT PROCESS WHEN CONNECTING THE APP WITH 

REMOTE DATABASE(S). 

S/
N

 

THEME/ CATEGORY 

Pe
rc

en
ta

ge
 

(%
) 

1 Database adapters and incompatibility 2.6 

2 Handling  BLOB objects/data 6.4 

3 Multiple databases integration 20.5 

4 Platform consideration  14.1 

5 
User Experience and Mobile Device 
Capabilities 24.4 

6 Device fragmentation 26.9 

7 Vendor/Platform fragmentation  1.3 

8 Other Challenges 3.8 
Total 100 

 
 

 
 
 
 
 
 

 
 

Figure 3. Mobile OS choices of mobile app developers in 
Tanzania. 

 

C. Multiple Heterogeneous Databases Integration 
Databases are available in different types and technologies 

eg. Oracle, MySQL, SQL Server, etc. For the developer to link 
with only one among these external databases at a time with 
mobile app is very possible and in normal practice is always 
done. For instance when a developer intends to connect the 
app with MySQL database, he should configure HTTP POST 
library for the connection to be successful, when the intention 
is to utilize SQL server database, then s/he must download 
jTDS (JarFile, JDBC) Libraries, configure it and then 
connection will be established.  

However, a challenge arises when the need is to link two or 
more databases of both the same or different technologies, 
with a single mobile app so as they can share information all 
together. Here, heterogeneity of the databases (Oracle, 
MySQL, SQL Server etc) was pointed out to be a big 
challenge. 21% among the developers said this.  

 
The following sub-section presents current practices taken 

by mobile app developers when connecting single mobile app 
with multiple database systems. 
 

    
D. Current Practice on the Connection Between Single 

Mobile App to Multiple Heterogeneous Databases 
From the results of the conducted survey, we realized that, 

there is an existing challenge in mobile application 
development on the integration between a single mobile app 
with multiple databases (multiple database integration). We 
observed that, mobile app developers are comfortably and 
easily connecting mobile apps with remote databases in one to 
one connection fashion.  

Our observation in this study revealed that, currently, 
developers connect a mobile app separately when they have a 
need to connect it to multiple databases. Fig. 4 illustrates the 
connection of single mobile application to two different 
databases of two different technologies, MySQL and SQL 
Server. Developer will not be able to connect it (at the same 
time) in both databases with a single connection. He must 
establish two different connection (two pipelines for data 
flow) using two different components in order to succeed on 
this demand.  
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Figure 4. Connection between mobile app and two heterogeneous 
database systems 

 
HTTP client, a client side HTTP transport library that 

provides basic functions for accessing resource via HTTP 
protocol [25], is used in the connection between mobile apps 
with MySQL database. Jar file library [26] is used in the 
connection between mobile application with SQL server, other 
libraries which serves the purpose for this connection are such 
as DBO (database Object) and JDBC (Java Database 
connector) [27]. All these connections regardless of 
technologies connect to each database by utilizing PHP 
functions to enable their connections.  
 

Problems in mobile apps development stem from 
versioning, Incompatibility and Open source [28].Our focus 
was to build up a mechanism where connectivity between 
these components (mobile apps and multiple databases) will 
became more convenient and seamless regardless of the 
technology the database is using. The developer should be able 
to create mobile app on the client side using same approach 
without being concerned about the kind of database is 
connecting to. Fig. 5 provides the illustrated concept of our 
focus. 

 
E. Existing Data Exchange Approaches for Single Mobile 

App - Multiple Heterogeneous Databases/Information 
Systems  
There is much advancement in programming that currently 

provide services similar to our focus i.e to support 
development of mobile apps working with remote 
databases/information systems. These approaches do not deal 
with legacy/existing databases rather they provide space to 
create or connect to the newly created databases [29], [30], 
and [31]. Firebase is among these approaches [32].  
 
 
 
 
 
 
 
 

Figure 5. Architecture model for data exchange between single 
mobile app and multiple databases 

 

 
Some of these development efforts are such as, the REST 

API (Application Programming Interface), a lightweight and 
scalable API to support mobile development which is 
extremely easy to build, integrate, test, extend and maintain 
[29]. The RapidSMS for extending system servers to sms 
applications [30]. Another one is the HIE API which resides at 
the mid of Health Information Mediator (HIM) in the 
Rwandan NHIS [31]. Firebase, a cloud based database service 
that allows mobile app developer to store and sync data across 
multiple clients. It provides client libraries that enable 
integration with android, IOS etc. Data sync across all clients 
in real time using NoSQL database [35]; [32]. 

Joseph et al, 2012 have implemented a cross-platform 
enterprise mobile framework to provide development 
environment for mobile applications at Intel enterprises. Other 
framework such as MADP and MEAP are designed to provide 
support on the same goal [36]. These efforts are already taking 
places worldwide. 
 

VI. PROPOSED DATA EXCHANGE COMPONENT 
(DEC) ARCHITECTURE BETWEEN MOBILE APP AND 

MULTIPLE HETEROGENEOUS DATABASES 
As alluded to in the previous sections, multiple database 

integration is one of the challenges facing mobile app 
development such that mobile app developers are not able to 
connect single mobile app with multiple databases. 
In our approach we propose to build up an eHR-DE/ data 
exchange component (DEC) that will provide a connection 
interface to mobile application on one side and on the other 
side to multiple databases. The DEC provides a solution 
toward multiple system interoperability and also provides 
interface to the already developed mobile app to connect to the 
already connected multiple databases.    

Three basic interoperability dimensions need to be 
considered when developing interoperability solutions for 
different systems, [33] and [34]. The three dimensions are; 
barriers (conceptual, technological, organization), levels 
(legal, organizational, semantic, technical) and concerns 
(data, process, service, business). 

From these interoperability dimensions, our work is 
addressing the technological barrier by establishing 
information sharing between heterogeneous electronic health 
records and single mobile app through data exchange 
framework. In the interoperability levels, we are focusing on 
the technical aspects and in the interoperability concerns 
dimension we are sharing information from different bases i.e 
data interoperability. We present our focus in Fig. 6. 

The design architecture (DEC) shown in Fig. 7 where we 
create a data exchange package/component to connect 
multiple heterogeneous databases with single mobile app.  
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Figure 6. EHealth data exchange (DEC) deal with technological 
barrier, data interoperability concern and technical interoperability 
level.   

 
Utilization of developed DEC will be such that: a mobile 

app developer will download the DEC then connect a 
developed mobile app into it through an interface provided by 
the component. The component contains PHP and PHP/ODBC 
connectivity technologies that provide connection interface to 
the developed mobile application. The mobile app is 
connected to the DEC through http/url connect. The provided 
interface on the other side also has provision to connect 
multiple databases.   

 

VII. DISCUSSION 
Interoperability is one of the challenges existing in the 

healthcare domain worldwide. “Interoperability is the ability 
of different ICT systems and software applications to 
communicate, to exchange data accurately, effectively, and 
consistently and to use the information that has been 
exchanged” [37]. In [38], it is reported that, lack of 
coordination at all levels of systems development contribute 
about 62.5% on the source/causes of interoperability problem 
among eHealth systems in Tanzania. Another source is the 
common use (in hospitals and other healthcare facilities) of 
open source systems which were not specifically designed 
according to our context and environment and were not 
created with integration focus in mind. 

Achieving interoperability from mobile developers’ side is 
also an existing challenge. The process of integrating two or 
more health information systems through single mobile app is 
not easily achievable. Multiple database integration through 
mobile app is one of the ways to achieve interoperability of 
existing eHealth systems. This is among the challenges facing 
mobile app developers confirmed by our study.  
 
 
 
 
 
 
 
 

Figure 7: Data exchange (DEC) architecture connecting single 
mobile app with multiple databases. 

Our main focus was to establish/enable interoperability of 
existing fragmented eHealth systems through mobile apps. In 
[39], a lists of solutions is provided that can be adapted to 
achieve complete interoperability in healthcare. Connection of 
legacy (existing) systems to healthcare network is among the 
solutions listed. This is lining up with our hypothesis that 
“mobile app development could support interoperability of 
existing/legacy multiple eHealth systems”.  

The architectural model presented in Section V provides a 
possibility toward achieving interoperability in eHealth 
systems. We have proposed the DEC architecture in Section 
VI to show how the integration between single mobile app and 
multiple databases could be evidently achieved. 

Our reviews shows that, health sector in Tanzania is 
characterized by fragmented electronic health information 
systems (eHealth Systems) with significant barriers to the 
effective sharing of information between healthcare 
participants [40]. The eHealth strategic plan of 2013-2018, 
describes that, infrastructure building blocks is one of the 
strategic objective for eHealth development. The report 
provides a reason for researching on the kind of required 
infrastructure to enable electronic sharing of health 
information across the Tanzanian health sector. The strategic 
plan shows the need and importance of implementing health 
information exchange that leverages mobile technologies [40]. 
 

VIII. CONCLUSION AND FURTHER WORKS 
In this paper, we identify and confirm issues and challenges 

that are facing mobile application developers in developing 
countries focusing on connecting multiple eHealth systems 
with a single mobile application. Benefits and infrastructure of 
eHealth in developing countries also reviewed. We have 
identified and confirm the issues and challenges that are facing 
mobile app developers in developing their apps for eHealth 
systems. We have proposed the DEC architecture for solving a 
single mobile app to multiple databases. Also we discussed the 
interoperability challenge among eHealth systems and 
suggested that multiple database integration through single 
mobile app is a possible solution towards mitigating the 
interoperability challenge. Some issues and challenges in 
mobile app development confirmed in Tanzania are; Platform 
Consideration and Device Fragmentation, User Experience 
and Mobile Device Capabilities, and Multiple databases 
integration. These results are subsets of issues and challenges 
that are facing mobile developers in developing countries 
particularly in Tanzania. They serve to justify the need for 
wider efforts to be undertaken by mobile app developers and 
other stakeholders especially government to provide better 
environments to the mobile apps development processes in 
Tanzania. 
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Abstract— As the crime rate increases, the focus is on prediction 

or prevention the crimes with minimum cost and effort. The 

source targets are to find: firstly, the minimal reduct that reflects 

the interesting relationships about the crime which save the 

investigator effort as well as the time of discovering or preventing 

the crime, secondly, the best classifier for crime data. A 

comparison between two important feature selection methods 

were conducted, the Chi-square and the Rough set. An 

experiment to obtain better supervised classification learning 

algorithms to predict crime status by using the two studied 

feature selection methods was employed and tested against the 

crime real dataset. Five classifiers have been conducted to find 

such prediction and four metrics are measured during testing the 

classifiers, accuracy, precision, recall, and AUC. Results indicate 

that rough set method of feature selection is more promising than 

chi-square method and the performance of mining results is 

improved by using Rough set feature selection method. Results 

also show that SVM is the best classifier among the five tested 

ones in term of accuracy and AUC. The importance of these 

findings in terms of identifying interested relationships in crime 

data was highlighted. Empirical results were presented in order 

to guide intended audience about future decisions or research 

regarding this study.  

Key words: Crime data; Chi-square; Rough set; Reducts; 

Classifiers; RapidMiner; 

I. INTRODUCTION 

Data mining is the process for dealing with problems such 

as classification, association, and prediction.  The goal of data 

mining process is to predict a data mining model with some 

certainty while analyzing a small specific representative part 

of the data. Rough Set, Neural Networks, Support Vector 

Machines (SVM), K-Nearest Neighbor (KNN), Naïve 

Bayesian, and Decision Tree are some examples of classifiers 

that discover knowledge.  

One of the data which needs data mining techniques to 

discover and predict underlying patterns are crime data [1]. 

Data mining techniques are able to identify patterns rapidly for 

detecting future criminal actions [2]. Data mining methods 

accelerate crime analytics, provide better analysis and produce 

real-time solutions to save considerable resources and time [3]. 

Data mining provides data preprocessing techniques, data 

analysis techniques, and attractive predicted patterns which 

respond to the difficult crime cases as well as the simple ones.  

To analyze crimes, there are several characteristics such 

as different races in a society, income groups, age groups, 

family structure (single, divorced, married), level of education, 

the locality where people live, number of police officers 

allocated to a locality, number of employed and unemployed 

people among others [4]. 

II. PREVIOUS WORK 

Buczak and Gifford [3] stated that local, regional, 

national, and international crime play important roles in 

allocating law enforcement resources and influencing 

investigative priorities across jurisdictions. For example, an 

aggravated assault is a local jurisdiction matter, whereas drug 

trafficking and terrorism exhibit regional and global 

implications. Local crime patterns may differ from 

surrounding communities, creating localized trends of criminal 

activity which are unique to a community. Similarly, certain 

crimes may be more probable in locations with higher 

populations and dense housing. Regional crime patterns can be 

discovered which enable law enforcement personnel and 

criminal investigators to address large-scale trends. 

 

There exist several applications of crime data analysis 

which have been studied by the research community. Most 

efforts focus on crime nature, severity, location, duration, and 

frequency. Following are several current trends in crime 

analysis [3]: 

 

 Geospatial, map-based visualization.  

 Geographical clustering of crime activity, such as 

identifying hot spots.  

 Serial criminal behavioral pattern profiling and 

criminal career analysis.  

 Gang criminal network analysis.  

 Data stream anomaly, novelty, or outlier detection.  
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 Temporal analysis of crime patterns, such as crime 

sprees (temporal association of crime from an 

individual or group).  

 Linking threats to risk of critical infrastructure based 

on vulnerability assessments.  

 

Association mining is one of the methods that some 

researchers have used to discover the underlying novel 

patterns on a large volume of crime data. Anna and 

Christopher proposed a fuzzy association rules mining 

application for community crime pattern discovery. The 

application produced interesting and meaningful rules at 

regional and national levels and, to extract novel rules, a 

relative support metric is defined [3].  

Shojaee et al. conducted an experiment to obtain better 

supervised classification learning algorithms to predict crime 

status by using chi-square feature selection method tested on 

real dataset [5]. They stated that the performance of mining 

results is improved by using chi-square feature selection 

technique. Chen et al. presented a framework for crime data 

mining [6]. The authors categorize and discuss levels of 

implication for various types of crime established via consult 

from an experienced local detective. General techniques for 

analyzing crime data are summarized, such as entity 

extraction, clustering, association rule mining, and sequential 

pattern analysis. Many researchers were studied the semantic 

analysis and text mining for entity extraction from free-text 

narratives, police reports, and FBI bulletins including [7-9]. 

Bagui performed knowledge discovery by mining association 

rules, training a classifier for prediction, and utilizing 

clustering methods using a US State database [10]. Yu, Ward, 

Morabito, & Ding employ an ensemble of data mining 

classification techniques for crime forecasting [11]. Several 

classification methods that are included in the study are One 

Nearest Neighbor (1NN), Decision Tree (J48), Support Vector 

Machine (SVM), Neural Network (Neural) with 2-layer 

network, and Naïve Bayesian (Bayes). Nath uses a geospatial 

approach at discovering crime patterns by clustering and 

displaying regional crime on a map [12]. He applies clustering 

by considering the geographical approach which shows 

regional crimes on a map and clusters crimes according to 

their types by using a combination of K-means Clustering 

Algorithm and Weighting Algorithm. Phillips and Lee work 

on clustering and graph representations for identifying similar 

crimes and for visualization purposes [13,14]. They stated that 

cluster size, shape, and distribution can aid in inferring details 

about related crimes. They also stated that clustering is also 

utilized to group classes of criminals. Brown creates the 

Regional Crime Analysis Program (ReCAP) which provides 

crime analysts with both data fusion and data mining, to aid 

Virginia law enforcement for capturing professional criminals 

in their own region [15]. Ng et al. developed an incremental 

mining algorithm, called ITAR, for crime pattern discoveries 

via temporal association rules [16]. Redmond and Baveja 

propose a Crime Similarity System (CSS) to assist police 

departments for developing a decision-making strategic view 

point [17]. The system makes a list of communities by using 

the cities’ enforcement profiles, crime and socioeconomic for 

obtaining knowledge from past experiences. Abraham and De 

Vel propose a method to realize criminals' behaviors by using 

computer log files for seeking some relationship among data 

and produced profiles which are used to understand the 

behaviors [2]. 

 

III. DATA PREPROCESSING 

Data pre-processing is an important step in the data mining 

process. Data pre-processing includes data cleaning which is 

important since data-gathering methods are often loosely 

controlled, resulting in out-of-range values (e.g. Age: 500) and 

impossible data combinations (e.g. Sex: Male, Pregnant: Yes), 

missing values, normalization, transformation, feature 

extraction, etc. Analyzing data that has not been carefully 

screened for such problems can produce misleading results. 

Thus, the representation and quality of data is first and 

foremost before running an analysis [18]. In this work, missing 

data, normalization, and feature selection (reduction of the 

data set) will be highlighted and resolved. 

 

A. Missing values 

Missing values in incomplete data sets is a challenge [19].  

Missing values usually affect the accuracy of a data mining 

system. It has been stated in many studies that the 

representation of imputed dataset may no longer be good and 

it may lead to the solutions that are far from optimal [20]. 

Missing data might occur because the value is not relevant to a 

particular case, could not be recorded when the data was 

collected, or is ignored by users because of privacy concerns 

[21]. 

 

Dempster, Larid, & Rubin proposed methods for solving 

missing data in datasets [22]. They summarized these methods 

in three categories. First: Ignoring and discarding data by 

deleting all records that have missing data. Second: Parameter 

estimation which is used to find the parameters for the 

complete data. This method is use the Expectation-

maximization algorithm for handling the parameter estimation 

of the missing data. Third: Imputation technique which 

replaces the missing values based on estimated values that are 

the most probable values. The First method will be used in this 

study as it will be discussed later. 

 

B. Normalization 

Normalization may improve the accuracy and efficiency 

of mining algorithms involving distance measurements such as 

neural networks, nearest neighbor, and clustering classifiers. 

Such methods provide better results if the data to be analyzed 

have been normalized, that is, scaled to specific ranges such as 

[0.0, 1.0] as in min-max method. If using the neural network 

back propagation algorithm for classification mining, 
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normalizing the input values for each attribute measured in the 

training samples will help speed up the learning phase. For 

distanced-based methods, normalization helps prevent 

attributes with initially large ranges from outweighing 

attributes with initially smaller ranges [23]. 

There are many methods for data normalization includes 

min-max normalization, z-score normalization, and 

normalization by decimal scaling. Normalization can change 

the original data and it is necessary to save the normalization 

parameters (the mean and the standard deviation if using the z-

score normalization and the minimum and the maximum 

values if using the min-max normalization) so that future data 

can be normalized in the same manner. Min-max 

normalization was used in order to transform the crime dataset 

values from large scale values into small scale values between 

[0.0, 1.0]. 

Min-max normalization performs a linear transformation 

on the original data. Suppose that mina and maxa are the 

minimum and the maximum values for attribute A. Min-max 

normalization maps a value v of A to v’ in the range [new-

mina, new-maxa] by computing [19]: 

v’= ( (v-mina) / (maxa – mina) ) * (new-maxa – new-

mina) + new-mina 

 

C. Feature selection (Reduction of Data Set) 

One common challenge in the data mining field is to find 

the minimal reduct by using a process of feature selection 

which selects a subset of the attributes occurring in the 

training set and using only this subset as features in 

classification. This subset should have a quality rate similar to 

the original dataset. According to Al-Shalabi et al., the data in 

the information system can be used to discern classes only to a 

certain degree. Not all attributes may be required in order to be 

able to do so. Therefore, discovering dependencies between 

attributes enables the reduction of the set of attributes [24]. 

The main advantages for using feature selection process comes 

from the fact that it makes training and applying a classifier 

more efficient by decreasing the size of the effective attributes. 

Also, it makes the training faster and it often increases 

classification accuracy by eliminating noisy features. Chi-

square and rough set reduction methods are used and 

compared. 

Chi-Square: Chi-square (x
2
) is one common feature selection 

method. It is used to test whether the occurrence of a specific 

term and the occurrence of a specific class are independent. 

High scores on x
2
 indicate that the null hypothesis (H0) of 

independence should be rejected and thus that the occurrence 

of the term and class are dependent. If they are dependent then 

the feature will be selected for classification.  The null 

hypothesis (H0) is tested by chi-squared formula: 

 

where Oi is an observed frequency and Ei is an expected 

(theoretical) frequency, asserted by the null hypothesis 

(Accept or Reject).  

From statistical point, the Chi-Square feature selection is 

quite hard to reach statistical significance. Thus we should 

expect that out of the total selected features, a small part of 

them are independent from the class.  

 

Rough Set: Rough set theory which was introduced by 

Pawlak in 1982 is an important theory for classification 

problems [25]. The theory is more powerful in solving 

problems of data reduction, discovery of data dependencies, 

and dealing with missing values. Reduction based on rough set 

theory will be conducted in this study. 

In rough set theory, an information system is denoted in 4-

tuple by S = (U, A, V, f), where U is the universe of discourse, 

a non-empty finite set of N objects {x1, x2, ・ ・ ・, xN}. A is 

a non-empty finite set of attributes such that a : U → Va for 

every a ∈ A (Va is the value set of the attribute a). 

V = Ua∈A Va 

f : U×A → V is the total decision function (also called the 

information function) such that f(x, a) ∈ Va for every a ∈ A, x 

∈ U. The information system can also be defined as a decision 

table by S = (U, C, D, V, f). For the decision table, C and D are 

two subsets of attributes. A = {C∪ D}, C ∩ D = ∅, where C is 

the set of input features and D is the set of class indices. They 

are also called condition and decision attributes, respectively. 

Let a ∈ C ∪ D, P ⊆ C ∪ D. A binary relation IND(P), 

called an equivalence (indiscernibility) relation, is defined as 

follows: 

IND(P) = {(x, y) ∈ U × U | ∀a ∈ P, f(x, a) = f(y, a)} 

The equivalence relation IND(P) partitions the set U into 

disjoint subsets. Let U/IND(P) denote the family of all 

equivalence classes of the relation IND(P). For simplicity of 

notation, U/P will be written instead of U/IND(P). Such a 

partition of the universe is denoted by U/P = {P1, P2, ・ ・ ・
, Pi, ・ ・ ・}, where Pi is an equivalence class of P, which is 

denoted [xi]P . Equivalence classes U/C and U/D will be 

called condition and decision classes, respectively. 

 

1. Lower Approximation:  

Given a decision table T = (U, C,D, V, f). Let R ⊆ C∪D, X ⊆ 

U and U/R = {R1,R2, ・ ・ ・ ,Ri, ・ ・ ・}. The R-lower 

approximation set of X is the set of all elements of U which 
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can be with certainty classified as elements of X, assuming 

knowledge R. It can be presented formally as 

R−(X) = U{Ri | Ri ∈ U/R,Ri ⊆ X} 

2. Positive Region:  

Given a decision table T = (U, C,D, V, f). Let B ⊆ C, U/D = 

{D1,D2, ・ ・ ・ ,Di, ・ ・ ・ } and U/B = {B1,B2, ・ ・ ・ 

,Bi, ・ ・ ・}. The B-positive region of D is the set of all 

objects from the universe U which can be classified with 

certainty to classes of U/D employing features from B, i.e., 

POSB(D) = UDi∈U/DB−(Di) 

3. Reduct:  

Given a decision table T = (U, C, D, V, f). The attribute a ∈ B 

⊆ C is D − dispensable in B, if POSB(D) = POS(B−{a})(D); 

otherwise the attribute a is D − indispensable in B. If all 

attributes a ∈ B are D − indispensable in B, then B will be 

called D − independent. A subset of attributes B ⊆ C is a D − 

reduct of C, iff POSB(D) = POSC(D) and B is D − 

independent. It means that a reduct is the minimal subset of 

attributes that enables the same classification of elements of 

the universe as the whole set of attributes. In other words, 

attributes that do not belong to a reduct are superfluous with 

regard to classification of elements of the universe. 

 

4. Reduced Positive Universe and Reduced Positive Region:  

Given a decision table T = (U, C, D, V, f). Let U/C = {[u’1]C, 

[u’2]C, ・ ・ ・ , [u’m]C}, Reduced Positive Universe U’ can 

be written as: 

U’ = {u’1, u’2, ・ ・ ・ , u’m}.   

and 

POSC(D) = [u’i1 ]C ∪ [u’i2 ]C ∪ ・ ・ ・ ∪ [u’it ]C.    

Where ∀u’is ∈ U and |[u’is ]C/D| = 1 (s = 1, 2, ・ ・ ・ , t).  

Reduced positive universe can be written as: 

U’pos = {u’i1, u’i2, ・ ・ ・, u’it}.    

and ∀B ⊆ C, reduced positive region 

POS’B(D) = UX∈U/B∧X⊆U’pos∧|X/D|=1   X    

where |X/D| represents the cardinality of the set X/D. ∀B ⊆ C, 

POSB(D) =POSC(D) if POS’B = U’pos [38]. It is to be noted that 

U’ is the reduced universe, which usually would reduce 

significantly the scale of datasets. It provides a more efficient 

method to observe the change of positive region when we 

search the reducts. We didn’t have to calculate U/C, U/D, U/B, 

POSC(D), POSB(D) and then compare POSB(D) with POSC(D) 

to determine whether they are equal to each other or not. We 

only calculate U/C, U’  , U’pos, POS’B and then compare POS’B 

with U’pos. 

 

IV. DATA SET DESCRIPTION 

Crime dataset was obtained from UCI Machine Learning 

Repository. The dataset consisted of 2215 records and 147 

attributes for communities, 125 predictive, 4 non-predictive 

and 18 potential goals. The states are represented in the form 

of number which representing its respective American state. 

Attributes include information across a variety of crime-

related aspects, ranging from the percentage of officers 

assigned to drug units, to population density and percent 

considered urban and to median household income. Also 

included are measures of crimes considered violent, which are 

murder, rape, robbery, and assault [5]. 

The normalization preserves rough ratios of values within 

an attribute. For example, double the value for double the 

population within the available precision except for extreme 

values (all values more than 3 SD above the mean are 

normalized to 1.00; all values more than 3 SD below the mean 

are normalized to 0.00).  

 

V. RAPIDMINER AND THE SELECTED CLASSIFIERS 

A. RapidMiner 

RapidMiner, formerly known YALE (Yet Another 

Learning Environment), is software widely used for machine 

learning, knowledge discovery and data mining. RapidMiner is 

being used in both research and also in practical data mining 

fields. It will be used here to discover useful relationships 

from crime data. 

The Java programming language is used in Rapid Miner. 

RapidMiner can handle many formats of input such as CSV, 

Arff, SPSS, Xrff, Database example sources, and attributes 

that are described in XML file format. Different types of 

attributes that are present are Input, Output, data preprocessing 

and visualization.  

RapidMiner contains more than 500 operators. The nested 

operator can be described through graphical user interface 

XML files which are created with RapidMiner. Individual 

RapidMiner functions can also be called directly from 

command line. It is used easily to define analytical steps and 

to generate graphs more effectively. It provides a large 

collection of data mining algorithms for performing 

classification. Many visualization tools such as overlapping 

histogram, 3D scatter plot and tree charts are present.  

RapidMiner can handle any type of tasks like 

classification, clustering, validation, visualization, 

preprocessing, post processing etc. It also supports many kinds 

of preprocessing steps such as discretization, outlier (detection 

and removal), filter, selection, weighting, normalization, and 
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so on are available. All modeling and attribute evaluation 

methods from Weka are available within RapidMiner.  

RapidMiner consists of two views, design view and result 

view. The design view is used to generate the process and run 

the process. The result view is used to generate the results. 

 

B. Selected classifiers 

Classification as a famous data mining supervised 

learning techniques is used to extract meaningful information 

from large datasets and can be efficaciously used to predict 

unknown classes [26]. The predictive accuracy of the classifier 

is measured by using the training set and the accuracy of 

classifier on a given test set is the percentage of test set tuples 

which are classified correctly. If the accuracy is acceptable, 

the classifier can be used for future data tuples for which the 

class label is unknown [27]. In this section, the five different 

classifiers that were used in this work are explained below. 

1. Naïve Bayesian classifiers:  

Naïve Bayesian classifiers, by adopting a supervised learning 

approach, have the ability to predict the probability of a given 

tuple dependency to a specific class. This classifier is very 

simple to construct, and it may be easily applied to huge data 

sets [27]. Naive Bayes considers attributes as independent of 

each other in terms of contributing to the class attribute [28]. 

For example a fruit may be considered as apple if it round, red, 

and 4’’ in diameter. Although these features depend on each 

other, Naive Bayes considers these features independently to 

consider it as apple [29]. 

2. Decision trees:  

Decision trees are a supervised learning technique commonly 

used for tasks like classification, clustering and regression. 

Each node refers a test on an attribute value. The leaves 

symbolize classes or class distributions which predict 

classification models. The branches show coincidences of 

features, which go to classes.  Input to a decision tree is the set 

of objects described by the set of properties, and creates output 

as yes/no decision, or as one of several different classifications 

[30]. Decision tree creation involves dividing the training data 

into root node and leaf node divisions until the entire data set 

has been analyzed.  

3. Support Vector Machines (SVM):  

Support Vector Machines (SVM) is a group of supervised 

learning methods that can be employed for classification or 

regression [31-33]. In a two-class learning task, the SVM goal 

is to discover the best classification function to differentiate 

between members of the two classes in the training data. For 

that purpose, SVM construct a hyper plane or a set of hyper 

planes in a high or infinite dimensional space for separating 

dataset and SVM find the best function by maximizing the 

margin between the two classes. 

4. K-Nearest Neighbor (k-NN):  

K-Nearest Neighbor (k-NN) classifiers are based on learning 

by comparison of given test tuple with training tuples. For an 

unknown tuple, a k-NN classifier seeks to detect a group of k 

objects in the training set that are closest to the unknown tuple 

and the unknown tuple labels based on the predominance of a 

specific class in this neighborhood [27]. In this study, k is set 

to 10 looking for the highest results of accuracy. 

5. Neural Networks:  

The human brain serves as a model for Neural Networks. 

Neural Networks are useful for data mining and decision 

support applications. They are also useful for pattern 

recognition or data classification through the learning process. 

It is able to model real world complex relationships. It could 

estimate the posterior probabilities, which give the basis for 

setting up classification rules and conducting statistical 

analysis [34]. 

A neural network contains the neurons and weight 

building blocks. The strength of the network depends on the 

interaction between the building blocks. The MultiLayer 

Perceptron (MLP) Neural Network Model is mostly used, with 

networks that consist of three layers: input, hidden and output. 

The values of the input layer come from values in a data set. 

The input neurons send data via synapses to the hidden layer 

and through output layer through synapses [35]. 

 

VI. METHODOLOGY 

Crime data mining give an important attention to discover 

unseen patterns in crime data [6]. Real-time solutions are 

important since they minimize significant resources and 

improve performing the law instantly against criminals. 

Volume of crimes data, suspicious activities, and suspect 

records recorded is considered high. Also, relationships 

between various crime attributes can be misinterpreted by 

human analysts. So, it is very difficult to discover significant 

hidden patterns manually. Limited researches are examined 

and investigated on crime data. Crime data is considered 

sensitive and has high dimension of attributes that express all 

possible features that may help to discover the criminal. It is 

known that criminals follow repetitive behavior patterns, so 

analyzing their behaviors can help to capture relations among 

events from past crimes [36]. 

 

Attributes contain a high number of missing values (such 

as the pctPolicBlack and the pctPolicWhite) were deleted 

because it is difficult to expect their values. Although they are 

imputed, the error rate will be very high and this could affect 

the accuracy of the  dataset. Similar attributes were also 

deleted in order to remove any duplication so that the dataset 

will be reduced. Examples of such attributes are Divorced (%), 

Male Divorced (%), and Female Divorced (%), and the 

attribute Divorced (%) is only kept. The remains number of 

attributes is 125 including the class attribute. All instances that 

contain missing value for their classes (Crime status) were 

deleted in order to avoid any risk of wrongly expecting the 
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missing class value (221 instances). The remains number of 

instances is 1994. 

 

For all attributes except state, min-max normalization to 

[0.0, 1.0] is used to avoid the large value issue as it has the 

advantage of protecting exactly all relationships in the data 

and to prevent any bias injection [27]. Using min-max 

normalization, attributes retain their distribution and skew. For 

example, the population attribute has a mean value of 0.06 

because most communities are small. Also, an attribute 

described as mean people per household is actually the 

normalized [0.0-1.0] version of that value. 

In this study, rough set theory for community crime 

pattern discovery was studied deeply. It is introduced as a 

novel means for knowledge discovery in the crime domain. 

Both the size of features (reduct) and the quality of reduct are 

the core of this study. Rough set theory is pioneer in this 

means. This work is supported by experimental results on the 

crime data set. 

Chi-Square and rough set theory as feature selection 

algorithms were studied and the reduced data set was obtained 

from each.  The comparison between rough set feature 

selection technique and chi-square feature selection technique 

was made to determine which of them is the more useful to 

infer better classification accuracy and performance. The 

comparison also compared number of features resulted by 

each technique (the reduced data set) which usually affects the 

processing time and at same time it minimizes the number of 

relationships in the data set and this will help in putting more 

focus on the important features and consequently minimizes 

the time for predicting the result. Five different classification 

algorithms are used to classify dataset based on the given 

class.  They are Decision Tree (J48), Support Vector Machine 

(SVM), Naïve Bayesian, k-Nearest Neighbor, and Neural 

Networks (Multilayer Perceptron). The comparison between 

the given five classifiers for the two given reduced datasets 

was studied and compared. Also, a comparison between  

different classifiers in terms of AUC for choosing more 

accurate algorithms to classify crime status in the United 

States of America for finding a deeper perception into crime. 

The comparison between classifiers was applied to each 

reduced data set. Rapidminer is the data mining tool which is 

used throughout this study. It is freely available from the 

website www.rapidminer.com. 

Rough set and chi-square reduction methods were applied 

to the two datasets in order to find the most significant features 

that are able to classify any new object correctly.  

VII. RESULTS 

This study will be compared with the previous study [5] in 

term of the size of the reduct and the performance of the 

classifiers that were applied to crime data. The more efficient 

feature selection method and the more efficient algorithms in 

crime status prediction will be determined. These classifiers 

are: Naïve Bayesian (Bayes), Decision Tree (J48), Support 

Vector Machine (SVM), Neural Network (Multilayer 

Perceptron), and k-Nearest Neighbor (k-NN).  

Cross-validation is a statistical method of evaluating and 

comparing learning algorithms by dividing data into two 

segments: one used to learn or train a model and the other used 

to validate the model.  In data mining and machine learning 

10-fold cross-validation (k=10) is the most common. 10 fold 

cross-validations is known to be a good way to get unbiased or 

nearly unbiased estimates of the error rates for classification / 

prediction based on a training set of a given size. It randomly 

divided database into 10 separate blocks of objects and then 

data mining algorithm was trained using 9 blocks. Meanwhile, 

the rest was used for testing the algorithm’s performance and 

the process repeats the k times. Finally, the average of the 

results was calculated [5]. 

Two different data sets were considered in this study. One 

data set was introduced by the previous work [5] which 

consists of 94 features and the other data set which is derived 

(in this study) by the proposed model which consists of 63 

features. The first evaluation was made based on the size of 

reduct (number of features). It is clear to notice that the 

proposed model was pioneer comparing to the previous work 

of Shojaee et al. The proposed model minimizes the original 

data set by 61 features (49.2%) while the previous work 

minimized the original data set by 30 features (24.2%). The 

quality of the proposed reduct was better that that of the 

previous work of Shojaee et al. The quality of the two 

different data sets (set1: 94 attributes and set2: 63 attributes) 

was evaluated by comparing the findings on precision, recall, 

accuracy, and AUC. The evaluation on the five explained 

classification algorithms on the two different data sets was 

also conducted. Accuracy is a relative number of correctly 

classified examples by classifiers or the percentage of correct 

predictions. AUC is the Area Under the Curve of the Receiver 

Operating Characteristics (ROC) graph which is a technique 

for visualizing, organizing and selecting classifiers based on 

their performance. Precision shows that the proportion of data 

is classified correctly and it represented by the following 

formula: 

Precision=(Positives Correctly Classified)/(Total Predicted 

Positives). 

The total Predicted Positives is the sum of True Positives 

and False Positives. Recall is the percentage of information 

which is relevant to the class and is correctly classified. It is 

also called true positive rate. Recal is represented by the 

following formula: 

Recall=(Positives Correctly Classified)/(Total Positives). 

Table 1 illustrates the precision and recall for both different 

sets (the two reducts).

 

International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 15, No. 3, March 2017

418 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 

http://www.rapidminer.com/


Table I. precision and recall. 

 

Method Precision (%) Recall (%) 

 Set 1: 94 

attributes 

Set 2: 63 

attributes 

Set 1: 94 

attributes 

Set 2: 63 

attributes 

Naïve Bayesian 59.29 63.3 83.98 83.73 

Decision Tree 100 100 87.34 87.34 

Support Vector Machine (SVM) 95.48 95.67 85.01 87.07 

Neural Network (Multilayer Perceptron) 75.92 78.45 68.45 68.43 

k-Nearest Neighbor (K=10) 80.36 80.58 46.39 47.17 

 

As shown in Table I, precision and recall have been 

enhanced after using rough set feature selection technique 

comparing to chi-square technique. The precision of the 

proposed reduct is always better than the reduct generated by 

chi-square technique. Also, the recall shows interested results 

even it is not the best as for Naïve Bayesian and NN, however, 

the difference is not significant.  Results prove that the feature 

selection helps in achieving better classification result.  

 

The experiment is finding the best classifier among the five 

given classifiers based on set 1 and set 2.  For the proposed 

reduct (set 2) and as shown in Table I, the precision results of 

Decision Tree (100%) is the best among other classifiers in 

both data sets followed by SVM (95.67%), KNN (80.58%), 

NN (78.45%), and  Naïve Bayesian (63.3%) respectively. The 

recall value of Decision Tree (87.34%) is the best among other 

classifiers in both data sets followed by SVM (87.07%), Naïve 

Bayesian (83.73%), NN (68.43), and KNN (47.17%). 

Table II. Accuracy and AUC 

Method Accuracy (%) AUC (%) 

 Set 1: 94 

attributes 

Set 2: 63 

attributes 

Set 1: 94 

attributes 

Set 2: 63 

attributes 

Naïve Bayesian 85.7 87.41 90.9 92.8 

Decision Tree 97.54 97.54 50 50 

Support Vector Machine (SVM) 96.29 96.69 99.4 99.5 

Neural Network (MultilayerPerceptron) 89.62 89.97 94.2 94.6 

k-Nearest Neighbor (K=10) 87.41 87.51 90.7 91 

 

As shown in Table II, accuracy and AUC have been also 

enhanced after using rough set feature selection technique 

comparing to chi-square technique. The accuracy of the 

proposed reduct is always better than the reduct generated by 

chi-square technique except for Decision Tree where both are 

equivalent in term of accuracy. AUC shows interested results 

since all results are better when the proposed reduct was used 

except for Decision Tree since it gave same results for the both 

reducts (set1 and set 2). Results prove that rough set feature 

selection technique helps in achieving better classification 

results comparing to chi-square technique.  

For the proposed reduct (set 2) and as shown in Table II, 

Decision Tree algorithm outperformed other four algorithms 

due to highest accuracy (97.54 %), followed by SVM 

(96.69%), NN (89.97%), KNN (87.51%), and Naïve Bayesian 

(87.41%) respectively.  

A classifier with a greater AUC is said to be better than a 

classifier with a smaller AUC. Results of AUC conclude that 

SVM (99.5%) is indeed the best classifier among the five 

classifiers under study for both reducts (set 1 and set 2) 

followed by NN (94.6%), Naïve Bayesian (92.8%), k-NN 

(91%), and Decision Tree (50%) respectively.  

 

VIII. CONCLUSION 

In this paper, comparisons between two feature selection 

techniques (Chi-square and Rough set) based on 

dimensionality and quality of each reduct generated by each of 

them were performed.  Comparisons between five different 

classifiers applied to each reducts (set 1 and set 2) generated 

by chi-square and rough set techniques were also performed 

using RapidMiner. Comparisons were performed on the two 

data sets in terms of precision, recall, accuracy, and AUC. 

Results shows that rough set feature selection technique is the 

best in term of dimensionality of the generated reduct. The 

reduct generated by rough set feature selection technique 

consist of 63 features while the reduct generated by chi-square 

feature selection techniques consists of 94 features. Increasing 

values of accuracy confirm the impact of feature selection 

based on rough set. Results also show that SVM is the best 

classifier among the five tested ones (AUC, Naïve Bayesian, 

Neural Networks, k-Nearest Neighbor, Decision Tree, and 

Support Vector Machine) in term of accuracy and AUC, 

specifically by using rough set feature selection technique. 

Results demonstrated that feature selection is an important 

phase to enhance the mining quality. 
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Abstract—Voice over Internet Protocol (VoIP) is one of the fastest 
growing technologies; it is receiving more attention from 
industries and general public due to its cost reduction and 
flexibility. However, the technology being deployed on IP data 
network is faced with a lot of security issues in its deployment. 
Common threats and attacks within VoIP network will be 
discussed in this paper. Also, some mitigation strategies that can 
be used in order to ensure security of VoIP network will be 
presented. 

Keywords-component; VoIP security; threats; attack; SIP; 
denial of service 

I.  INTRODUCTION 

Voice over Internet Protocol (VoIP) is a technology 
that allow users of the internet to transmit voice 
communications across IP network, the technology is growing 
at a faster rate and it assumes to replace the conventional 
Public Switch Telephone Network (PSTN)[1], this is due to its 
greater cost advantage and flexibility compared to PSTN[2]. It 
is possible to use VoIP and call any PSTN line or mobile 
phone located anywhere in the world. Although some services 
can only work in a computer or a specific VoIP phone, others 
support the use of traditional phone connected with adapter 
[3].Originally, VoIP application was built to use on PCs and 
give users with microphones the ability to call other users who 
have the same application installed on their machines when 
both are connected to the internet. Today, with the 
advancement in network technologies, it is possible to use 3G, 
4G and wireless networks to enjoy VoIP services on mobile 
phones [4]. Having VoIP services on phones makes it mobile 
and more convenient to use, which attracts more people to use 
it and thus slowly replacing the conventional phone. Most 
telecommunications companies are planning to deploy VoIP 
services. Ray Stanton stated that “There’s no doubt that VOIP 
is the future of telephony” [5]. This statement indicates that 
VoIP technology will replace the existing conventional Pubic 
Switch Telephone Network (PSTN) in years to come; this is of 

course no doubt as most companies and organizations are 
deploying it. 

The security issues raised against VoIP begins to 
emerge [3][6]. Combination of voice and data traffic on the 
same network provides a lot of opportunities as well as 
introducing security risks; VoIP can never be installed without 
having security in mind. A lot of factors are responsible for 
these security risks; these are (i) the nature of the VoIP 
application itself tends to attract more intruders as they are 
eager in viewing/hearing things and the open nature of the 
internet (ii) The VoIP network infrastructure and (iii) the IP 
network on which VoIP application are deployed [7]. 

In order to facilitate our understanding of security issues 
associated with VoIP network, a brief description of VoIP 
networks architecture is presented. There are three layers in a 
typical VoIP infrastructure, these are:  

• End-User equipments which consists of “hard 
phones” which resembles conventional telephones or 
“soft phones” that uses some applications software 
which imitate telephone. The security of these 
equipments depends on how they are installed; in 
most cases they are vulnerable to attacks [3]. 

• Network components: VoIP inherits all 
vulnerabilities of IP network since it is deployed on 
the same network [8]. The network component is 
made up of devices like routers, switches and 
firewalls. 

• Gateways: They integrate the IP network with the 
Public Switch Telephone Network (PSTN). Some of 
the main functions of the gateways are controlling 
signal, voice compression/depression and call 
routing. Careful attention should be taken in ensuring 
that gateway security policies do not give any chance 
of introducing vulnerability [3]. 
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Figure1: VoIP Network[3] 
 The IP based network in VoIP infrastructure can make use of several med
Unlike data networking where majority of standards are quite 
stable for some time – For example TCP/IP has been stable for 
over 20 years. Implementation of VoIP related standards is 
inconsistent due to the rapid development of the standards 
themselves. The implication of this is that immature 
applications which are vulnerable to various threats arrive at 
the market. VoIP is not just another data protocol; it uses the 
same internet architecture with other data applications, 
however, VoIP is different due to: its real-time nature, 
separation of data and signalling and also voice conversation 
can be initiated from outside the firewall while most clients 
driven protocols begin requests from inside the firewall [9]. No 
dedicated network is used for VoIP[10], this shows that users 
are subjected to different attacks such as Denial of Service 
(DoS), eavesdropping, Spam over Internet Telephony (SPIT), 
vishing e.t.c. Information as a valuable asset of an 
organization, its security is very important. However, with 
VoIP the issue of privacy does not arise due to vulnerabilities 
from many ways. The aim of this paper is to explore some 
common vulnerability of VOIP and their countermeasures. 
 

II. VoIP PROTOCOLS 
  

Before going ahead and discuss VoIP security issues, we 
will discuss some basics of the technology. This will help us in 
understanding the security impacts of all the protocols 
associated with the VoIP. VoIP protocols can be classified 
either as signaling or media transport protocols, when 
designing these protocols security was not taken into 
consideration. 

 
Signaling Protocols: these protocols are used for controlling 
signaling services such as setting up a call and call termination. 
Example of such protocols are Session Initiation Protocol 
(SIP), skinny client control protocols (SCCP) and Inter 
Asterisk eXchange (H.323, IAX), The SIP and H.323 protocols 
set up the call connection and pass it to media transport 
protocols. They perform the same set up services but in 
different approaches, SIP uses a simple approach similar to 
HTTP in which methods like BYE, FORWARD, REGISTER 

are used to initiate a call. While the H.323 make use of group 
of subprotocols like H.239 and H.245 in session set up. In 
addition, both the two protocols use supporting servers to set 
up a call between two end points. After setting up a call, the 
two protocols use RTP to transfer audio between two or more 
end points [11]. The IAX which is not common like SIP or 
H.323 is normally used between two asterisk servers. It can 
also use for both call set up between two end points and the 
voice transfer. Therefore, IAX does not require the use of RTP 
to transfer media [11]. The skinny client control protocol 
(SCCP) is used between Cisco call manager and Cisco VoIP 
phone [3] 

 
Media Transport Protocols: These protocols are used in 
decoding control and ordering of voice scripts for real-time 
communication. These are Real-time Transport Protocol (RTP) 
and Real-time Transport Control Protocol (RTCP). RTP is 
used for delivering services like payload-type identification, 
monitoring of delivery and time stamping, it is also used to 
define the standard format of a packet for sending audio and 
video across IP networks. The main function of the RTCP is to 
provide information regarding the quality of service provided 
by RTP [3] 
 

III. VULNERABILITIES/THREATS FACED 
BY VoIP NETWORK 

Combination of two entirely different types of communications 
systems also integrate their threats and results to lots of 
vulnerabilities never witnessed before in both the data and 
voice systems [12]. VoIP network faces a lot of vulnerabilities 
that can be related to one of the following three categories: 
VoIP network infrastructure, the VoIP application itself and IP 
network on which it is deployed. 

A survey sponsored by French National Research 
Agency on published and common vulnerabilities found that 
there were a total of 221 problems from 1999 through Nov 
2009[6]. Fig2a shows the vulnerabilities by type using VoIP 
Security Alliance (VOIPSA); this figure indicates that most 
problems contribute to DoS attacks. Fig 1b analyse the 
vulnerabilities based on their locations and causes, it indicates 
that most vulnerabilities occur at the implementation stage. 
 

 
Fig.2a: Vulnerabilities of VoIP network using VOIPSA [6] 
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Fig. 2b: Vulnerabilities according to locations and causes [6] 
 
Vulnerabilities of VoIP Network Infrastructure 
VoIP network infrastructure is similar to a data network but 
with a different type of application traffic. VoIP network needs 
to have a unique design and specific components. 

VoIP signalling protocols SIP and H.323 might not be 
compatible with the existing firewalls. A VoIP call with these 
standards is carried out in two phases; call setup and voice call, 
the call setup locates the person intended to call and allocates 
ports for the voice call. Eventually, this makes the VoIP end 
points to know which IP ports will be used for communication. 
However, firewalls will only allow voice call from recognised 
ports to pass, otherwise they will be blocked. To overcome this 
issue, we either use firewalls that can recognise signalling 
protocols and allow voice traffic to pass or pass the voice 
traffic using proxy server located outside the secure area of the 
firewall of both the calling parties [7]. 

Processing signalling protocols as mentioned above also 
invites some vulnerability. This is possible because the two 
protocols (SIP and H.323) are published and are well known 
by attackers, the attackers might generate attack with the 
intention of identifying common errors in their 
implementation. A study conducted by University of Oulu, 
Finland, on VoIP signalling devices found that majority of 
devices had vulnerability. This issue can be dealt with by 
constantly updating firewalls with upgrades and security 
patches [7]. 
 

VoIP Application Vulnerabilities 
Apart from the VoIP network infrastructure components, VoIP 
itself is an application subject to vulnerabilities. Therefore, 
ensuring a secured VoIP comprises both the security of the 
network domain and the host application domain. Sometimes, 
an attacker might attack a VoIP network in order to enjoy toll-
free call or have access to voice mail [7]. This indicates that 
toll fraud can motivate an intruder to hack into a VoIP 
network, and eventually places a long distance call after 
gaining access. This loophole can be closed using password 
protection to restrict unauthorised access. 
 

IP Network Vulnerabilities 
Both data and voice network transfers can be secured using 
encryption protocols like: Internet Protocol security (IPsec), 
Secure Socket Layer (SSL) and Transport Layer Security 
(TLS). IPsec is a set of protocols used to secure data packets 

which are sent across IP layer and it is fully supported IPv6. 
Encryption and decryption takes longer time and therefore 
introduces latency/jitter [13]. Furthermore, firewalls will not e 
able to determine which ports will be allowed because the 
details of the signaling protocols are hidden as a result of end-
to-end encryption of a voice stream. 

Among the vulnerabilities of IP network is latency 
and jitter; this is due to longer time needed for encryption and 
decryption. Latency (time from when words are spoken at one 
end to when they are heard on the other end) is not tolerated in 
VoIP call, a delay of 150 milliseconds are recognized and is 
unacceptable[13]. 
 

VoIP Network Threats 
VoIP threats refers to the means or ways through which 
attacker can launch attack. Some of these threats are: 
 

(1) Denial of Service (DoS) threats:  this type of threat 
has the ability to deny legitimate users to access VoIP 
services. It is a serious problem in times of emergency 
situations or when the DoS attack disrupts all the user 
communication capabilities. Such attack could be as a 
result of physical disconnection of cables, shutting 
down of power or through traffic flooding attacks[14]. 

(2) Service abuse threats: certain threats occur as a result 
of improper use of VoIP services by users, mostly 
where such services are rendered in a commercial 
setting. Example of this threat is toll fraud. 

(3) Physical access threats:these are threats that occur in 
VoIP services as a result of unrestricted or 
unauthorized physical access to VoIP facility. This is 
another chance which attackers use to attack VoIP 
system[14]. 

(4) Eavesdropping modification and Interception 
threats: This refers to a situation whereby a person 
can unlawfully listen to conversation going on 
between two parties. This conversation might be 
secret conversation which involves business secrets, 
attacker can intercept and listen to the conversation 
and possibly sell the information to business 
competitors. 

(5) Interruption of service threats:this type of threat 
occurs as a result of unexpected problem that may 
affect VoIP services. For example loss of power. 
 

IV. COMMON ATTACKS WITHIN VoIP 
NETWORKS  

  
In[15]Dzubec stated that “the issue is IP itself. IP was never 
designed with security in mind.” A possible reason for that is; 
VoIP network is vulnerable to so many security threats due to 
the nature of how they are deployed.  In this paper, we will 
focus on toll fraud, privacy concerns, Denial of service (DoS), 
spam/spit, eavesdropping, Middlemen attack, service theft etc. 
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A. Toll Fraud 
This simply refers to accessing a legal VoIP network by an 
unauthorised user[15]. Toll fraud is considered a serious threat 
to VoIP networks because it increases the cost of enterprise by 
making use of its resources (bandwidth). According to the 
report presented by the French National Research Agency 
(ANR) VAMPIRE Project in 2009 on VoIP/SIP, toll fraud top 
the list of threats associated with the fraudulent usage of VoIP 
services. In 2010 30 members of criminal gang were arrested 
in Budapest and London following the allegation of stealing 
£11 million through VoIP toll fraud. The gang used stolen 
VoIP account details and make about half a million calls to 
premium rate numbers and they were paid a portion of high 
call charges[16]. Also, it was reported that a service provider 
in Miami (USA) hacked into the network of other service 
providers; he diverts his customer calls onto their network and 
receives the payment from his customers[3]. This indicates that 
once a hacker has the opportunity to access VoIP 
infrastructure, his/her target is to dial premium rate numbers 
which results in expensive call bills. 
 

A. Eavesdropping 
Eavesdropping is a situation whereby an attacker/intruder 
secretly monitors conversation of victims. The process 
involves receiving the voice data from both the caller and the 
recipient. Information is obtained from the data received and it 
is used for illegitimate purposes[17]. It is easy for an attacker 
to intercept VoIP traffic because most of the traffic are 
transmitted without encryption, this indicates that they are 
succeptible to eavesdropping attack by using a simple packet 
sniffer to capture the packets[15]. Confidentiality of 
information of an organisation is very important, but the issue 
of confidentiality is questioned as far as VoIP is concerned. In 
addition to the likelihood of hackers stealing sensitive 
information by monitoring voice traffic, they can also pretend 
as another VoIP caller. This is done by injecting a false ID into 
a VoIP call that makes the receiver think it is coming from 
authentic source. This may result in the victim supplying vital 
information like bank details, national insurance number and 
other forms of personal identification that can result in identity 
theft[16]. 
 

B. Vishing(VoIP Phishing) 
This refers to the use of social engineering by criminals over 
the telephone system, mostly, using features facilitated by the 
VoIP; they try to manipulate people into disclosing 
confidential information for credit card and identity theft. A lot 
of people trust telephone lines more than the web, and the 
criminals are making use of this advantage to commit fraud. 
Although vishing is not an attack on a physical computer, it 
gives an attacker the opportunity to have access to system by 
applying social engineering concepts to obtain authentication 
details from the legitimate users. In 2006, users of PayPal 
received email messages requesting verification of their 
account details on a phone line, their bank accounts were 

raided by the attackers after disclosing their accounts 
information[16]. A brief description on how vishing attacks are 
carried out is given in[18]. Firstly, the attacker must gain an 
unauthorized access to computer system with internet 
connection; this could be through physical access or by 
hacking on the victim’s network. Secondly, after the attacker 
has control of the network, the next thing is to have a digital 
private branch exchange (PBX) installed on the host. A good 
example of such program is the Asterisk which is very 
powerful and flexible. Lastly, the attacker needs to be given 
the power to record victims phone conversation, the digital 
private branch exchange has an inbuilt functionality which can 
do that for the attacker, for example Asterisk is capable of 
recording a voice call and sending the recorded file to a desired 
destination. This feature allows the attacker to put his effort to 
only one server which serves the two functions (spam email 
and voice). Before launching any attack, attackers must 
possess real phone numbers of the victims or gained access 
through phreaking. After having computer system with internet 
connection, PBX installed on it, and successfully bridged SIP 
to PSTN; attackers can either manually make calls with victims 
to use their social engineering skills and obtain confidential 
information or send a fabricated email to potential victims[18]. 
 

C. Denial of Service attacks (DoS) 
Denial of Service Attack is considered as one of the most 
critical attack. “ A Denial of Service attack is defined as an 
assault on a network or computing system designed to cause a 
loss of service”[5]. The Session Initiation Protocol (SIP) is 
subject to DoS that can be carried out in two different ways: 
(1) the attacker can overload the SIP server by sending bulk 
SIP messages which deny access to legitimate users and (2) the 
intruder can send SIP requests that carry malformed SIP header 
fields which exploits several threats of SIP servers[19].In this 
type of attack, attackers can overcome the resources of the 
system under target and utilise all the bandwidth by 
overflowing the network with traffic. If a main network is 
attacked, it may affect the rest of the network as routers get 
overloaded and fail to perform properly. Due to the distributed 
nature of the internet, it is very difficult to trace the origin of 
an attack, thus making denial of service attack as one of the 
most notorious problem regarding VoIP systems. Researchers 
are spending great amount of time and effort in order to come 
up with a solution that can stop or prevent denial of service 
attacks, but until now only a little success is achieved[5]. DoS 
attacks could result in inability to make or receive a call and 
can completely shutdown all operating applications which can 
lead to lost of phone service in businesses, this can cause a lot 
of disruptions to all the departments concerned. Attack on 
service availability is one of the greatest threats to VoIP 
security because it can affect customers, leads to system 
downtime, unproductivity and unplanned maintenance 
cost[20]. 
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D. Spam Over Internet Telephony (SPIT) 

 As VoIP usage increases, the SPIT is becoming a nuisance to 
the users of VoIP, millions of unwanted spam messages are 
sent around the world every day. It is assumed that Spam over 
Internet Telephony (SPIT) will occupy voice mail boxes of 
users just as email spam messages does today. It is very 
difficult to combat SPIT because voice services are conducted 
in real-time[16] 

 
E. Man-in-the-middle attack 

The damage caused by Man-in-the-middle attack (MiTM) to 
VoIP network is quite enormous. The attackers insert 
themselves into an ongoing communication and obtain 
information from both parties; they could retrieve sensitive 
information regarding username and password of the victims 
[8].Normally, the attackers listen to conversation between the 
two parties involved and alter it; they also try to convince the 
victims that they are actually communicating to each other, 
while the whole conversation is being controlled by them. The 
Man-in-the-middle either replaces one of the parties involved 
in the communication or act as an intermediary trying to make 
both parties believe that they are communicating to each other 
while they are not[21]. 
 

F. Caller identification Impersonation 
Since every phone has its identity which is the phone number 
used in the device, it is very possible for attackers to 
impersonate the identity of others and use it as an attack to 
either place calls with the spoofed ID or receive incoming 
calls. In this type of attack, attackers set up their VoIP phone 
device in such a way that it will use the identity of the victim’s 
device. Any call meant for the victim’s number would be sent 
to the attackers’ phone. The attacker can impersonate the 
victim in two ways either by receiving the victims call or by 
calling with the spoofed ID. When the attacker places a call, it 
is the victim’s phone number that will appear on the phone 
receiving the call.  
 

G. Fuzzing (Brute force) Attack 
This technique is used by hackers to test how a protocol 
functions. They perform various tests on the protocol until they 
determine its weakness and attack it from that point [22]. 
 

H. Malicious Codes Attack 
Viruses and Malwares can infect VoIP applications and OS 
that run on VoIP network.Viruses can degrade node’s ability to 
handle traffic by infecting them. 
 

B. COUNTERMEASURES OF VOIP 
ATTACKS 

 
(1) Authentication and Encryption 

There are list of protocols that can be used to secure VoIP 
communication. In [23]it was stated that protocols like Secure 

Real Time Protocol(SRTP),  IPSec and Datagram Transport 
layer security (DTLS) can be used to secure the media path. 
Using SRTP to secure voice communication can provide 
authentication, confidentiality and integrity. SRTP is widely 
used because it is designed with security in mind. 
 

(2) S/MIME (Secure Multipurpose Internet Mail 
Extensions) 

S/MIME provides confidentiality, integrity, and authentication 
for SIP. Both integrity and confidentiality can be attained with 
S/MIME. 
 

(3) ISO27001 Compliance 
VoIP services providers should conform to ISO27001 security 
policy in order to ensure all aspects of the organisation 
appropriately identify and deal with security risks. Being 
ISO27001 compliant helps to put in place security policy that 
can mitigate VoIP attacks that can occur as a result of physical 
access or service abuse threats. ISO27001 provides guidelines 
for security policy and hence guarantee security of VoIP 
facilities[24]. 
 

(4) Multi-layer Security 
Multi layer security can be used to prevent vishingattacks. All 
people working in the IT must pay attention to their task; 
supervisors must ensure that employees are using all IT 
equipments in a secured manner to avoid vulnerabilities. Most 
importantly, all users must be enlightened about different types 
of threats and the best way to respond to such attacks[18]. 
 

(5) National Institute of Standards and Technology 
(NIST) Recommendations 

Nine (9) recommendations were given by National Institute of 
Standards and Technology regarding the implementation of 
VoIP in[5]. Adhering to these recommendations will ensure 
confidentiality, integrity and availability of VoIP 
communications in an organisation. 
 

(6) Separating VoIP and data Networks 
Separating VoIP and data on to different network is one of the 
most important defence vectors in VoIP attacks. This is because 
attackers can no longer use PCs and workstations to get into the 
VoIP network. VLAN helps in the separation of the two 
networks [17]. 
 

(7) Intrusion Detection 
Intrusion detection systems can be used to detect brute force 
attack[15]. 

(8) Antivirus software 
Maintaining regular updates of patches will help to prevent 
malicious codes infections. 
 

C. CONCLUSION 
 VoIP technology is gaining more popularity and it is 
expected to replace the traditional public switch telephone 
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network (PSTN) in years to come. However, as the technology 
grows, the issue of its security grows as well. Security of 
information is very important since it is the greatest asset of an 
organization. Confidentiality is not guaranteed with VoIP 
because it is vulnerable to different attacks. It has been shown 
in this paper that deployment of VoIP faces a lot of threats like 
denial of service, toll fraud, physical and service abuse threats, 
with denial of service having much number of attacks(58%) 
based on the research conducted by French National Research 
Agency. 
 Mitigation strategies which involve authentication and 
encryption of VoIP protocols, separating VoIP and data 
network, regular updates and upgrades of patches, complying 
with ISO27001 standard will help to strengthen security in a 
VoIP network. 
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Improving Root Finding in Arabic Stemmers 
 
 

Abstract—Analysis of Arabic language has become a necessity 
because of its big evolution; we propose in this paper a rule based 
extraction method of Arabic text, to solve some weakness 
founded on previous research works. Our approach is divided on 
preprocessing phase, on which we proceed to the tokenization of 
the text, and formatting it by removing any punctuation, 
diacritics and non-letter characters. Treatment phase based on 
the elimination of several sets of affixes (diacritic, prefixes, and 
suffixes), and on the application of several patterns. A check 
phase that verifies if the root extracted is correct, by searching 
the result in root dictionaries. 

Keywords— rule based method; Arabic text; preprocessing; 
tokenization; dictionaries. 

I.  INTRODUCTION AND RELATED WORK 
Arabic is a Semitic language spoken by more than 400 

million people as a native language and ranked at the seventh 
position of Internet users in 2010. However, the task of 
performing the retrieve of information of  Arabic  language is 
very problematic, because of many aspects, such as: polysemy, 
irregular and inflected derived forms, various spelling of 
certain words, various writing of certain combination character, 
short vowels (diacritics) and long vowels, and the spectacular 
availability of affixes  in  the  Arabic words  [2, 3].  Different 
methods and approaches have been introduced to retrieve 
Arabic information [3, 4, 5, 6, 9]. 

To study Arabic morphology effectively, we divide words in 
Arabic into three self-contained categories as follows : 

 It includes nouns, pronouns, adjectives, adverbs, etc :اسِْم 

 Verbs :فعِْل 

 Particles, articles, and conjunctions :حَرْف 

Particles are completely unpredictable; they don’t fall into the 
templatic system (i.e. they have no patterns) nor do they 
undergo any morphophonemic changes. They are what they are 
and must be memorized. The up side is that there are relatively 
few of them in the language – within one hundred. 

Nouns and verbs do fall into the templatic system and have 
very systematic morphophonemic rules that govern them. This 
includes the study of how verbs are conjugated, how they move 
from pattern to pattern to enhance their meanings, how the 
participles and other nouns are derived, how nouns pluralize, 
etc… 

Each declinable noun and each verb is made up of a certain set 
of base letters, called its root: جذر. (Nouns that are always 
indeclinable (such as pronouns) usually don’t follow this 
system.) 

Verbs can either have 3 base letters, or 4. Nouns can have 3, 4 
or 5. Now these base letters can be augmented with extra 
letters, and they can be dropped or changed due to 
morphophonemic rules as well. 

Particles - The third part of speech in Arabic mentioned above 
is the particle. The meaning of a particle is often understood in 
the context of the sentence and words before and after the 
particle. The sign of the particle is that it does not accept the 
signs of nouns or verbs.  

Analyzing Arabic text was treated by many researchers, all of 
them tried to extract an exact root or stem from a word, there is 
two ways to treat a text; morphological analyze, which consist 
to find roots, and there is statistical stemmers that group word 
variants using clustering techniques.  

The first approach of morphological analyze is manually 
constructed dictionaries based on roots, Kharashi and Evens 
worked with small text collections, for which they manually 
built dictionaries of roots for each word to be indexed [1]. Tim 
Buckwalter developed a set of lexicons of Arabic stems, 
prefixes, and suffixes, with truth tables indicating legal 
combination [2]. 

Nehar et al. [4] and Taghva et al. [17] introduces new 
stemming techniques which do not rely on any dictionary, the 
first one is based on the use of transducers. Nehar et al. [5] 
proposed also a heavy stemmer which does not use any 
dictionary of roots .S. Khoja and R. Garside [3] developed a 
dictionary based stemmer, and Larkey et al.[6] developed a 
Java program based on their own Arabic stemmer that we will 
develop and evolve, in order to take in count some nouns and 
verbs categories described in the previous paragraph. Taghva 
et al. [7] proposed IRSI Arabic Stemmer Algorithm which 
doesn’t use a Root Dictionary. ISRI stemmer per-forms better 
than the other approaches on the shorter title queries. For the 
long texts and narrative queries, stemming made a difference: 
the Khoja, ISRI, and Light stemmers were significantly better 
than not stemming. Ghwanmeh et al. [14] presents an Arabic 
root-based algorithm based on patterns. This stemmer is 
restricted to native Arabic words that consist of four or more 
Arabic alphabets.  

All algorithms mentioned before have some weaknesses. 
In this paper we will prove that the best way of stemming is the 
one that have a strong preprocessing phase, and it is based on 
both “patterns check” and “root list”. 

This paper is an extension of work originally presented in 
conference []. 

In fact, we present the weakness in Heavy and Light stemming 
Algorithms and we try to propose some new solutions for each 
point treated, then we will compare results of our new stemmer 
with other ones.  

In section II we present the different areas for improvement in 
Arabic text classification, in section III we present our 
approach, and in section IV we present some tested examples 
and, compare our solution with others. 
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II. IMPROVEMENT AREAS IN ARABIC CLASSIFICATION 
Light stemming algorithms removes suffixes, and prefixes 

from words, producing a form of word called “stem” [10], 
there was many versions of the light stemming algorithms and 
the last one is light10 [11]. This algorithm after removing 
punctuation and non letters, diacritics, Hamza from letter “أ”, 
he replaces final letter “ة” with letter “ه” and then replace final 
letter “ى” with letter “ي” .After that the algorithm search in 
irregular word list to find out if the word exists on this table or 
not. Then the algorithm removes the letter “و” from the 
beginning of the words if the length of the word is more than 
three characters, because it considers that this letter is usually a 
conjunction. 

This step generates several errors on stem extraction, I give 
below some examples: 
 
 
 
 
 

         Table1. Morphology of Arabic word 

As we can see, when removing the letter “و” from the 
beginning of those words, we change the meaning of the word, 
for the first word “وَبيِل” it means calamitous; disastrous, and 
when we remove the letter “و” the word means torch. 
 
In Khoja’s Approach, and TC system proposed by M.Hadni, 
A.Lachkar and S. Alaoui Ouatik in [8], and also in Mohammed 
N. Al-Kab who proposed evolution of Khoja’s algorithm [13], 
we find this same issue, so in our algorithm we will take care 
of this point and we propose to check if the word doesn’t exist 
in the list of words that begins by ‘و’, and then remove 
diacritic ‘و’ (primarily weak vowels), this list is constituted 
manually and must be maintained regarding the evolution of 
Arabic language. 

The second point we have improved is about the removing the 
letter “أ”, in Light Approach, Khoja’s Approach and 
M.Hadni’s one, this letter is deleted because it is considered as 
a prefix. The issue is when this letter is a part of word as for 
the word ”اح  which means “permit”, and when we delete it ”أب
the word means “confide”, to solve that, we built a list of 
words that starts with letter “أ”. 
 
The third point we involve in this paper is the stemming of 
five nouns أخ , حمو, فو, ذُو)(أب , , those nouns are excluded from 
the other single nouns according to the syntactic case. They 
have other marks to indicate them syntactic cases that the 
other doesn’t have. The single noun always depends on rules 
in order to indicate its syntactic cases but the five nouns are 
contradicting those rules. The five nouns aren’t depending on 
al Harakat (vawelization on system) rather than the letters. 
They have preconditions to be different from other single 
nouns: 
1-It has to be adjunct to another noun in other words there 
must be a noun after it that is genitive noun. 
2-The noun after must not be (ي) that indicates the speaker 
[12]. 

So for our algorithm, we treat the fives nouns separately. 
 
It is true the orthography in Arabic is less ambiguous and 
more phonetic with the use of diacritics. For example, a word 
can be written using the same characters and be pronounced 
differently. The main purpose of diacritics including vowel 
marks, known as Harakat a phonetic is to provide, “ات  ”حرك
aid to show the correct pronunciation. Arabic vowel marks 
include Fatha ة“ ,ف رة” Kasra ,”فتح  ,« ضمة“ ,Damma ,”كس
Sukun ”كون دة“ Shadda and ,”س وين” Tanwin ”ش  The .”تن
pronunciation of these vowel marks are represented in Table2 
below: 
 
Double  
Constant  

No  
Vowel  

Tanwin Vowel 

 ــّ
shadda  

ْــ   
Sukun 

  ـٍ  
in 
 

 ٌ   ـ
un 

   ـً 
an 

 ـِ 
Kasrah 

 ُ  ـ
Ḍammah  
 

 ـَ 
Fatḥah 
  

                         Table1. Arabic Diacritics 

However, in Modem Standard Arabic (MSA), vowel marks 
are not usually included in printed and electronic text, and the 
understanding and correct pronunciation of the word is 
determined within its context by the reader, so we decide not 
to remove (if it exists), the vowels as a step on preprocessing 
phase. 
 

III. IMPORTANTE STEPS 
The method we proposed, is based on preprocessing step, 
treatment and check steps, here is a description of each one:  

A. Preprocessing 
In this step we proceed to: 

 Divide text into words  
 Format the word by removing any punctuation, 

diacritics and non-letter characters 
 Check if the word is a stop word (3) 

(3) This step consists on eliminating (very frequent) words 
that contain no or little information to help discriminate the 
text they occur in.  
We use a list of large stop words, here an example: 

ان انما إنما بعد ضد  
يلي الى في من حتى  
وھو يكون به وليس أحد  
على وكان تلك كذلك التي  
لكن عن مساء ليس منذ  

 
This list should be maintained. 

B. Searching in strange words list 
In this step our algorithm will check if the word is a part of 
strange words (it is a word that comes from another language 
than Arabic, and used in the modern Arabic language 
especially), those words exists in a list of Strange words 
constituted manually. 
Here an examples of strange words: 

Word Stem extracted by Light10 
 بيِل وَبِيل
 جوب وُجُوب
 رِيث وَرِيث
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أوروبا ألمانيا خوجة بلورة وكوفي  
تلفزة ديسمبر مانديلا فرنسا شيراك  

 
                         Table2. Strange words in Arabic 

 
If the word exists the algorithm returns the word, otherwise 
the treatment continues. 

C. Check if the word exists in the list of words that begins by 
Waw:  

The stemmer removes letter “و” (“and”) from the beginning of 
the words if the length of the word is more than three 
characters, and if the word doesn’t exist in the list of 
“Words_begins_by_Waw.txt”, because many common Arabic 
words begin with this character. 

وشح وشخ وشر وشز وشظ  
وشظ وشع وشغ طد وطر  
وطس وطش وطف وطن وطي  

D. Check if the word exists in the list of words that begins by 
‘AL’ 

The stemmer removes letter “ال” (“and”) from the beginning 
of the word if the length of the word is more than three 
characters, and if the word doesn’t exist in the list of 
“Words_begins_by_AL.txt”, because many common Arabic 
words begin with this character. 

أبب أبد أبر أبض أبط  
أبق أبل أبن أبه أبو  
أبي أتم أتن أتو أتي  

E. Normalization  
The third step in the stemmer is normalization of the words. 
Normalization process in the proposed stemmer is the similar 
to the normalization process in Light10 stemmer which runs as 
following: 
 Remove Hamza from letter “أ” (Replace ” آ إ أ” with “ا” ) 
 Replace final letter “ة” with “ه”. 
 Replace final letter “ى” with “ي”. 

F. Removing the prefixes and suffixes from the words 
This step consists of removing the prefixes and suffixes from 
the words. 

G. Applying rules : check if the word matches any of the 
patterns 

The last step after deleting the prefixes and suffixes of the 
words is correcting any word that its meaning changed: 
In some cases, a letter in the pattern of the word is deleted 
affecting the process of root extraction, like in the word  
In . (ل   ,the present tense of the word ( رأى) of the pattern ( فع
’ is deleted, andأ‘ the letter (ل  which follows the pattern ( يفع
for morphological (رأى رى) not (ي  ‘ع‘ the word becomes of (ي
reasons. So the letter the pattern is deleted, becoming (ل  (يف
instead of (ل  (يفع
 

There are three rules which apply in the stemmer for 
correcting some words their meaning was affected. 
1. Adding “ي” to the end of the word if the suffix “ه  is ”ي
deleted 
2. Adding “ه” to the end of the word if the suffix “ه  is ”ت
deleted 
3. Replacing the letter “ئ” to the end of the word by “ء” if the 
suffix of the word is deleted. 
 

IV. DETAILLED ALGORITHM 
To implement our algorithm, we have used Java code 
program, based on Khoja’s one. 
These are the schema of our algorithm: 
    { 
        // check if the word consists of two letters: 
        if ( word.length ( ) == 2 ) 
            if the word consists of two letters, we treat two cases: 

‐ A root consisting of two letters (though I can't think 
of any!) 

‐ A letter was deleted as it is duplicated or a weak 
middle or last letter. 

 
        // if the word consists of three letters 
        if( word.length ( ) == 3 && !rootFound ) 

‐ If the last letter is a weak letter or a hamza, then 
check for last week words list. 

‐ If the second letter is a weak letter then check for 
second week words list. 
 

       // if the word consists of four letters 
        if( word.length ( ) == 4 ) 
            // check if it's a root 

‐  Check on the list of four letters root. 
 
        // if the root hasn't yet been found 
        if( !rootFound ) 
        { 
            // check if the word is a pattern 

‐   Try and find a pattern that matches the word 
        } 
        // if the root still hasn't been found 
        if ( !rootFound ) 
        { 
            // check for a definite article, and remove it 
            word = checkDefiniteArticle ( word ); 

‐ look through the vector of definite articles search 
through each definite article, and try and find a 
match 

‐ Check to see if the word is a root of three or four 
letters 

‐ If the word has only two letters, test to see if one was 
removed 

‐ If the root hasn't been found, check for patterns/ 
check for suffixes/ prefixes 

        } 
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        // if the root still hasn't been found 
        if ( !rootFound && !stopwordFound ) 
        { 
            // check for the prefix waw 
            word = checkPrefixWaw ( word ); 

‐  Check to see if the word is a stopword 
‐  Check to see if the word is a root of three or four 

letters, that begin by ‘waw’ 
‐  If the word has only two letters, test to see if one was 

removed 
‐ if the root hasn't been found, check for patterns 
‐ Check for suffixes 
‐ check for prefixes 

 
        } 
 
        // if the root STILL hasnt' been found 
        if ( !rootFound && !stopwordFound ) 
        { 
            // check for suffixes 
            word = checkForSuffixes ( word ); 
        } 
 
        // if the root STILL hasn't been found 
        if ( !rootFound && !stopwordFound ) 
        { 
            // check for prefixes 
            word = checkForPrefixes ( word ); 

‐ Check to see if the word is a stopword 
‐  Check to see if the word is a root of three or four 

letters. 
‐  If the word has only two letters, test to see if one was 

removed 
‐ if the root hasn't been found, check for patterns 
‐ Check for suffixes 
‐ check for prefixes 

 
        } 
        return word; 
    } 

V. SOME RESULTS :  
The stemming result of the word will be correct, if the output 
form of the word is the same as the target form of the word. 
Otherwise, the result of the word will be incorrect. 
We have used Khoja’s java code and we applied our approach 
on it. This program take in input a text file and returns in 
output a list of words theirs stems and the type of the each 
word. 
 
We have used as a first test a list of 524 words that begins by 
“waw” letter, we give below results of our stemmer comparing 
it to Khoja’s one: 
 

a. Our Stemmer’s results: 

 
 

b. Khoja’s results: 
 

 
 

c.  Comparing results: 
 

Khoja’s 
Stemmer 

Our Stemmer: 
EST.Stemmer 

Number of words 
used 

524 534 

Stemmed words 96,75 % 98,85 % 
Not Stemmed words 3,25 % 1,15 % 

A second test that we have done with an article that contained 
1418 word, this are results: 
 

Khoja’s 
Stemmer 

Our Stemmer: 
EST.Stemmer

Number of words 
used 

1418 1418 

Stemmed words 93,16 % 93,23 % 
Not Stemmed words 6,84 % 6,77 % 
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Since the text didn’t contain words that begins by “waw”, 
some strange words, and five nous, the difference between the 
two results is not large. 
 
Some particular cases that are solved with our Stemmer: 
 
For example, if we take: وَسَامَة ، وَسْمَة. 
With Khoja’s algorithm we have as stemmed text: 

Word Stem Type 
 ROOT سمي وَسْمَة

سَامَةوَ   ROOT سوم 
 
With our algorithm EST.Stemmer: 

Word Stem Type 
م وَسْمَة  ROOT وس
م وَسَامَة  ROOT وس

We have also review and modify stop word list to solve some 
issues detected is our tests, for example we have added ‘ي  ’فف
and ‘منھم’ in this list. 
In the future word we will test the accuracy of our algorithm 
and compare it with Light and Heavy ones. 
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Abstract - Most of the businesses all over the world have 

appeared on the Internet to offer everything possible. Some 

of these businesses have succeeded and some have failed 

spectacularly. The only thing that the successful 

organizations have in common is the reality that they 

understand that they are doing eCommerce to make 

money. Businesses who prefer to perform eCommerce are 

taking a risk. They are investing in new knowledge and 

latest ways of providing goods and services in expecting of 

generating a profit from the activity. The jeopardy to the 

organization come from numerous areas: the public may 

not accept the service, the new clients may not appear, or 

existing clients may not prefer the new service. Therefore 

these organizations which are performing eCommerce, a 

whole new set of threats and vulnerabilities must be 

considered. These new threats and vulnerabilities generate 

new risks that must be managed. Thus Security in 

eCommerce grow to be inevitable and hence this paper has 

investigate, identify, classify and present a different type of 

security challenges facing eCommerce transactions.  

Index Terms — eCommerce Challenges, eCommerce 

Security, eCommerce Security Measure, Security 

Efficiencies. 

I. INTRODUCTION 

Electronic commerce is any economic or business 

activity that uses Information Communication 

Technology (ICT) based applications to facilitate the 

buying and selling of products and services and to 

facilitate the transaction of trade activities between and 

among merchants, individuals, governments or other 

organizations. This includes using ICTs to toughen a 

company’s internal activities, such as logistics, 

procurement, and human resource and contracts 

management, information as well as data management, 

communication functions, and to assist the flow of 

products between merchants and customers, e.g. 

marketing, ordering, payment, delivery, and searching 

for suppliers [1]. From economic advantages 

eCommerce has a several benefits such as increasing 

market expansion, reduction of product source prices, 

promotion of productivity, reducing of operation costs 

and inflation, reducing uncertainty, sharing market 

information, and aiding in distribution channel efficiency 

and plays a fundamental role in an endogenous economic 

growth [2]. It can also be sources that develop domestic 

economic and fast globalization of production, and 

development of available technology [3]. Both Africa 

and the Middle East e xperience from very specific 

issues that need to be integrated into world agenda and 

agreements taking place where, the obstacles are very 

well understood and have been researched by many [4, 

5] 

Holistically, e-commerce refers of using 

technological development to promote everything 

involving the exchange of business information among 

computers and humans or traders and customers [6] [7]. 

Due to that; everyone who is using eCommerce needs to 

be concern about the security of their personal 

information. Thus this study intends to determine the 

main constraints that restrict the efficiencies of security 

frameworks in e-commerce. 

A. Currently Security Framework 

Security is clearly defined as the state of being 

secure that is free from danger and threats, as well as to 

be protected from adversaries, which are those who 

would intentionally or unintentionally do harm. 

eCommerce security is the protection of information, 

systems and hardware that store, use and pass on 

information throughout digital transaction. 

A big number of security frameworks concentrate 

on three areas namely, detection by using scanners, 

prevention by using tools such as proxy and firewall, and 

recovery using tools regarding cryptography techniques 

and proper planning. These frameworks intend to 

specifically address the problems of security and 

confidence from theoretical and practical perspective [8]. 

This includes those actors that interact with and play a 

role in Ecommerce or may contribute to its 

improvement. (Refer the Figure 1) 

 
Figure 1: eCommerce Security framework 

According to the security attacks or threats defined in the 

X.800 and RFC 2828 documents, security attacks are 
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classified into two, which is the passive attack that only 

involves eavesdropping with motives of obtaining 

information that is being transmitted, while the other 

being the active attack that involves modification of the 

data stream or creation of false stream with motives of 

obtaining authorization. 

B. Security frameworks’ requirements  

Generally eCommerce consist of a chain of events; 

several products and techniques are used to secure parts 

of the chain, with that fact in mind, here under are 

descriptions of the main categories of security needs. 

 Authentication, an assurance that the 

communicating entity is the one claimed to be. 

 Access Control, prevention of unauthorized 

personnel who misuse resources. 

 Data Confidentiality, protection of data from 

unauthorized disclosure. 

 Data Integrity, the assurance that received data 

is as sent by an authorized entity. 

 Non-repudiation, protection against denial by 

one of the parties in a communication. 

The majority of eCommerce transactions 

frameworks consist of four parties; which are a client, a 

merchant, a respective bank as well as card issuing bank 

[9, 10]. A client, i.e. the cardholder, makes a payment 

using a card issued by the card issuing bank (issuer) for 

something bought from a merchant. The acquiring bank 

(acquirer) is the financial institution with which a 

business has a contractual arrangement for receiving 

(acquiring) card payments. The underlying payment 

model is shown in Figure 1. 

 
Figure 2: eCommerce payment framework 

As the figure above shown; the security 

requirements for each party vary and as examined. But 

both acquires and issuers’ requirements are combine 

simply because they’re both financial institutions, they 

are both obliged to abide by the rules of the relevant 

payment system, and it can reasonably be assumed that 

they have a similar risk model. 

1) Issuers and Acquires 

Non-repudiation: Issuers and acquirers need to 

ensure that neither clients nor eCommerce merchants can 

reject their involvement in a transaction (especially when 

the transactions involve a reimbursement from merchant 

to client).  

Authentication it has two major levels: high-level 

and standard. A “personal identifier” (username or 

name) and something you recognize (password) are the 

standard level. If a higher level of security than 

passwords is needed, user can be required to “have 

something” and “know something”. The have-something 

part includes biometrics (e.g., fingerprints), smartcards 

and a private or public key infrastructure (PKI) key.  

Here the Client authentication is required for the 

issuers and acquirers in order to prove that it is the client 

who authorized the payment and that is a legitimate 

cardholder. Or else, a client can deny making a 

transaction and the issuer may end up being liable for 

refunding the amount to the client [10]. 

Data integrity means that data are not changed in 

transit. It is important to ensure that once details of a 

transaction have been confirmed, no one can maliciously 

modify them. Merchants must not be able to alter the 

amount that a client has agreed to pay. 

Replay protection (Privacy): A malicious 

merchant should not be able to use a once authorized 

transaction to obtain a repeat payment. Additionally, 

merchants should not be able to use an old transaction to 

request a new payment authorization no matter how 

many similar transactions the client has made with them. 

Issuers and acquirers need a mechanism to detect if a 

transaction has been replayed so that they do not 

authorize an illegitimate transaction [10]. 

2) Merchants 

Non-repudiation: A merchant needs proof that a 

customer has agreed to pay the amount allied with a 

deal. A merchant also desires to verify that the client is 

the genuine cardholder; or else, the merchant can be 

accountable for refund. This occurs when a client tells 

his/her issuer that a certain transaction was not made. 

The card issuer then instantly submits a chargeback to 

the acquirer to recover the amount from the account of 

the merchant in question. Within a predefined period of 

time, the merchant can quarrel the chargeback by 

providing evidence of, such as, purchase or delivery. 

Therefore, it is important for merchants to have non-

repudiable evidence of the transaction 

Authentication: As stated before, merchants need 

client authentication to make sure that the client is the 

legitimate cardholder. Moreover, they need to be sure 

that they are communicating with the genuine acquirer. 

Otherwise, an adversary may masquerade as an acquirer 

and authorize an illegitimate transaction. 

Integrity: No one should be able to change the 

particulars of a transaction once they have been settled 

upon. A merchant will not wish to be credited with 

payment for less than the amount agreed. In addition, an 

acquirer or issuer should not be able to amend a 

transaction that has been authorized.  

Replay protection: A malicious client should not 

be able to present an old proof of purchase to claim for 

repeat delivery of goods. Likewise, it should not be 

possible for an acquirer to claim that a merchant has 

obtained a payment using an old transaction. 

3) Clients 

Confidentiality and privacy: Transaction 

confidentiality, especially card information 

confidentiality, may be the security service of most 

concern to users. It is important that cardholder account 

details are kept secret from any party except the issuer, 

since they are the main basis on which Internet payments 

are made. Moreover, some users may require 

confidentiality protection for the nature of their 

transactions 

Integrity: As for the other parties, transaction 

integrity is important to the client. No one should be able 

to maliciously modify the transaction details once they 

have been confirmed. Clients will not want an adversary 
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to change a delivery address, the price, or the description 

of the merchandise after they have agreed a payment.  

Authentication: A client needs to be sure that 

he/she is dealing with a trustworthy merchant. When 

shopping on the Internet, it is relatively easy to be lured 

into visiting a site which appears to sell something but is 

actually simply collecting card details. Even though a 

client may have made a purchase from a site before, it is 

not always obvious whether the page that is being 

fetched is authentic. 

Replay protection: Clients need a mechanism to 

ensure that a malicious merchant or an adversary will not 

be able to reuse previously authorized payments to make 

a repeat charge. 

Non-repudiation: Clients also require non-

repudiation, for example a proof of payment so that no 

one involved in the transaction can repudiate that a 

payment has occurred. 

 
Table 1: Customer and Merchant perspectives on 

the different dimensions of eCommerce Security 

C. Most Security threats in EC environment 

In eCommerce framework the key points of which is 

vulnerable for attack are; Client level, Server level and 

Communications pipeline sometime refers as Internet 

communication channels. These Client side, Server side 

and communication Channels collective in this study we 

refer as an eCommerce environment.   

 
Figure 3: Vulnerable Points in an eCommerce 

Environment 

Client-level security deals with the security from 

the consumer’s desktop system to the eCommerce 

server. This part of the system consists of the customer’s 

computer and browser software and the communications 

link to the server [11]. On this part of the system, there 

are several issues such as;- 

 The protection of information in transit 

involving the customer’s system and the server 

 The safety of information that is saved to the 

customer’s system and 

 The protection of the fact that a particular 

customer made a particular order. 

 
Figure 4: Client-level security components 

Communications security for e-commerce 

applications covers the security of information that is 

involved the client’s system and the e-commerce server. 

This may contain sensitive information such as credit 

card numbers or site passwords. It may also consist of 

confidential information that is sent from the server to 

the client’s system such as customer files. 

A Server-level security, these consist of the 

Physical eCommerce server and the Web server software 

running on it. The eCommerce server itself must be 

available from the Internet. Access to the system may be 

limited or it may be open to the public. Again on this 

part of the system there are two issues related to server 

security; 

 The security of information stored on the server 

 The protection of the server itself from 

compromise 

D. Other Security threat 

1) Denial of Service attacks 

A denial-of-service (DoS) attack is an effort to make 

a machine or network resource unavailable to its 

intended users, like temporarily or indefinitely interrupt 

or suspend services of a host connected to the Internet. 

A denial-of-service attack is portrayed by an explicit 

attempt by attackers to prevent genuine users of a service 

from using that service. There are two common forms of 

DoS attacks: those that crash services and those that 

flood services. 

The most severe attacks are distributed [12] and in 

many or most cases include falsify of IP sender 

addresses (IP address spoofing) so that the site of the 

attacking machines can neither easily be identified, nor 

can filtering be done based on the source address. 

2) SQL Injection attack 

This is a code injection technique, used to attack 

database-driven application, in which malicious SQL 

statement are inserted into an entry field for execution. 

This attack permit attackers to spoof identity, 

tamper with existing data, cause repudiation issues like 

voiding transactions or changing balances, permit the 

complete disclosure of all data on the system, devastate 

the data or make it otherwise unavailable, including 

becoming an administrators of the database server. 
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3) Session Hijacking 

Also known as cookie hijacking is the utilization of 

a valid computer session to achieve unauthorized access 

to information or services in a computer system. In 

particular, it is used to refer to the theft of a magic used 

to authenticate a user to a remote server. It has particular 

significance to web developers, as the HTTP 

cookies used to maintain a session on many web sites 

can be easily stolen by an attacker using an intermediary 

computer or with access to the saved cookies on the 

victim's computer. 

A mostly preferred method is using source-routed IP 

packets. This allows an attacker at point X on the 

network to participate in a conversation 

between Y and Z by cheering the IP packets to pass 

through Y's machine. 

If source-routing is turned off, the attacker can 

deploy a "blind" hijacking, whereby it guesses the 

responses of the two machines. Therefore, the attacker 

can send a command, but can never see the response. 

Though, a common command would be to set a 

password allowing access from somewhere else on the 

net. 

4) Cross-site script (XSS) 

Cross-site scripting (XSS) is a type of computer 

security vulnerability typically found in web 

applications. XSS enables attackers to inject client-

side scripts into web pages viewed by other users. 

A cross-site scripting vulnerability may be used by 

attackers to bypass access controls such as the same-

origin policy. 

An attacker can use XSS to send a malicious script 

to an unsuspecting user. The end user’s browser has no 

way to know that the script should not be trusted, and 

will execute the script. Since it thinks the script came 

from a trusted source, the malicious script can access any 

cookies, session tokens, or other sensitive information 

retained by the browser and used with that site. These 

scripts sometimes can even rewrite the content of the 

HTML page.  

While XSS can be taken advantage of within 

VBScript, ActiveX and Flash (although now considered 

legacy or even obsolete), unquestionably, the most 

widely abused is JavaScript – primarily because 

JavaScript is fundamental to most browsing experiences. 

E. TECHNOLOGY SOLUTION 

1) Repudiation 

One big risk allied with the client side (Client-level) 

of eCommerce is the possibility for a client to repudiate 

a transaction. Noticeably, if the client actually did not 

initiate the transaction, the organization should not let it. 

Nevertheless, how does the organization choose whether 

a client is really who he says he is? The respond is 

through authentication. 

The category of authentication that is used to 

confirm the identity of the client depends on the danger 

to the organization of making an error. In the case of a 

credit card purchase, there are established procedures for 

performing a credit card transaction when the card is not 

present. These include having the client supply a proper 

mailing address for the purchase. 

If the eCommerce site is providing a service that 

needs a verification of individuality to access certain 

information, a credit card may not be suitable. It may be 

better for the organization to use user IDs and passwords 

or even two-factor authentication. In any of these cases, 

the terms of service that are sent to the client should 

detail the requirements for protecting the ID and 

password. If the correct ID and password are used to 

access customer information, it will be assumed by the 

organization that a genuine customer is accessing the 

information. If the password is lost, forgotten, or 

compromised, the organization should be contacted 

instantly. 

2) Information Stored on the Server 

The eCommerce server is open to access from the 

Internet in some way. As a result, the server is at most 

partly-trusted (un-trusted). An un-trusted system should 

not store sensitive information. If the server is used to 

accept credit card transactions, the card numbers should 

be instantly removed to the system that actually 

processes the transactions (and that is located in a more 

secure part of the network). No card numbers should be 

kept on the server. 

a) Protecting the Server from Attack 

If information has to be kept on the e-commerce 

server, it should be protected from unauthorized access. 

The way to do this on the server is employ the use of file 

access controls. Additionally, there are things that can be 

done to protect the server itself from successful 

penetration as follows: 

Server location 

Normal server location consists of physical location 

and its network location. Since server is more important 

to any organization thus, it should be located within a 

physical protected area where by physical access to the 

server should be protected by a locked cage and 

separated. 

Like the server location, its network location is also 

more important the Figure 4 below illustrate the proper 

location of the server within the DMZ (a DMZ or 

Demilitarized zone is a physical or logical subnetwork 

that contains and exposes an organization's external-

facing services to a larger and untrusted network, such as 

Internet). The firewall should be configured so as to only 

allow access to the eCommerce server on ports 80 (for 

HTTP) and (for HTTPS). No more services are required 

for the public to access the eCommerce server and 

therefore should be stopped at the firewall [11]. 

 
 

Figure 5: Location of network for the eCommerce 

server 

Operating system configuration 
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Normal eCommerce server operating system is 

configured with security in mind. Choosing OS depends 

on a number of factors, such as the expertise of the 

administration staff of an organization, also another 

factor like performance requirements and fail-over 

capabilities must be considered. Again it is advisable to 

choose operating system that the administration staff is 

familiar with. 

The most important step in configuring the server 

securely is to eradicate or turn off any unnecessary 

services. The system is chiefly a Web server and, as a 

result, it must run a Web server [11]. 

The second step is to patch the system. Ensure for 

the latest patches for the chosen operating system and 

load them. When the patches are loaded, configure the 

system to conform to organization policy with regard to 

password length and change frequency, audit, and other 

requirements. 

Lastly sooner than the system is declared ready for 

production, you should scan it for vulnerabilities. 

Vulnerability scanners can be saleable or freely 

available, but they have to be recently. 

Web server configuration 

The last component of the server security is the web 

server itself. There is specific configuration requirements 

for web servers instead there are some common 

configurations that should be made despite of the web 

server. 

Initial, the server software should be upgraded and 

patched according to the manufacturer’s 

recommendations. 

Never run the Web server as root or administrator. If 

the Web server is successfully penetrated, the attacker 

will have privileges on the system as the admin of the 

Web server. In its place, create a separate user who owns 

the Web server and run the server from that account. 

Every Web server needs the administrator to define 

a server root directory. This directory informs the Web 

server where to find scripts and document files as well as 

limits the Web server in what files can be accessed via a 

browser. The Web server root is not supposed to be the 

same as the system root directory, and it should not 

comprise configuration and security files that are 

important to the operating system [11] 

b) Protecting Internet Communication 

There is one reasonable solution to this: encryption. 

A good number of standard Web browsers contain the 

facility to encrypt traffic. This is the default solution if 

HTTPS is deployed rather than HTTP. The encryption of 

HTTPS will guard the information from the time it 

leaves the client’s computer until the time it reaches the 

Web server. Since the public has learned of the dangers 

of someone gaining access to a credit card number on the 

Internet HTTPS become as a preferred solution.  

When HTTPS is used, a Secure Socket Layer (SSL) 

connection is made between the client and the server. All 

traffic over this tie is encrypted.  

c) Other protecting techniques 

Password policies 

A password policy is a set of rules intended to 

enhance computer security by encouraging users to 

employ strong passwords and use them correctly. This 

policy is often part of an organization's official 

regulations and may be taught as part of security 

awareness training. Moreover the password policy is 

simply advisory, or the computer systems enforce users 

to abide by it. Some governments have national 

authentication frameworks [13] that describe 

requirements for user authentication to regime services, 

including requirements for passwords. 

Digital Signatures and Certificates 

With the development of technology many people 

and organization are using online documents instead of 

tradition documents for their day-to-day activities, and 

due to that digital signatures and digital certificates 

support this phenomenon by providing assurance about 

the validity and authenticity of a digital document. 

A Digital signature is a mathematical technique 

used to confirm and validate the authenticity and 

integrity of a message, software or digital document. It is 

equivalent of a handwritten signature or embossed seal, 

but offering extra inherent security, a digital signature is 

planned to solve the dilemma of tampering and 

impersonation in digital communications. Digital 

signatures can offer the added assurances of a proof to 

origin, identity and status of an electronic document, 

transaction or message, as well as acknowledging 

informed consent by the signer. 

Digital Certificates is an electronic "passport" that 

permits a person, computer or organization to swap 

information securely over the With the development of 

technology many people and organization are using 

online documents instead of tradition documents for 

their day-to-day activities, and due to that digital 

signatures and digital certificates support this 

phenomenon by providing assurance about the 

legitimacy and authenticity of a digital document. 

A Digital signature is a mathematical technique 

used to confirm the authenticity and integrity of a 

message, software or electronic document. It is 

equivalent of a handwritten signature or stamped seal, 

but offering extra inherent security, a digital signature is 

planned to solve the dilemma of tampering and 

imposture in digital communications. Digital/electronic 

signatures can offer the added assurances of a proof to 

origin, identity and status of an electronic document, 

transaction or message, as well as acknowledging 

informed consent by the signer.  

Digital Certificates is an electronic "passport" that 

permits a person, computer or organization to exchange 

information securely over the Internet using the public 

key infrastructure (PKI). A digital certificate sometime 

referred to as a public key certificate. In order to provide 

proof that a certificate is legitimate and valid, it is 

digitally signed by a root certificate belonging to a 

trusted certificate authority. Operating systems and 

browsers preserve records of trusted CA root certificates 

so they can simply verify certificates that the CAs have 

issued and signed. When PKI is deployed internally, 

digital certificates can be self-signed. 

Firewalls 

This is a network security system that scrutinizes 

and manages the received and leaving network traffic 

based on predetermined security policy [14].  A firewall 

typically establishes an obstacle among a trusted, secure 

internal network and external network, like the Internet, 

that is assumed not to be secure or trusted. Here we 

categorized firewall as either personal firewall or Web 

Server Firewall. 
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A personal firewall (sometimes called a 

desktop firewall) is a software program used to protect 

a sole Internet-connected computer from 

intruders. Personal firewall protection is particularly 

useful for users with "constantly-on" connections such as 

DSL or cable modem. It also controls network traffic to 

and from a computer, allowing or disallowing 

communications based on a security policy. Typically it 

works as an application layer firewall. 

Web Server Firewall or Web application firewall is 

a security policy enforcement point positioned between a 

web application and the client end point. This 

functionality can be implemented in software or 

hardware, running in an appliance device, or in a typical 

server running a common operating system. It may be a 

stand-alone device or integrated into other network 

components [15] 

This protects web applications AS in the same 

technique a traditional firewall protects a network. It 

controls the input and output, as well as the access to and 

from the asset it is protecting.  

In contrast to traditional firewalls that usually block 

access to certain ports or filter by IP address, web 

application firewalls look at every demand and response 

within the different web service layers such as HTTP, 

HTTPS, SOAP, and XML-RPC. The thorough scrutiny 

of web traffic that web application firewalls perform has 

also earned them the nickname “Deep Packet Inspection 

Firewalls” [15]. 

F. CONCLUSIONS AND 

RECOMMENDATIONS  

Due to the massive development current technology 

pave the way for a secure site design. However no 

company can ever claim to be 100% covered by any 

security measure. Security matters are extremely 

important for the survival of any eCommerce solution, 

and for that reason must be constantly analyzed and 

taken care of. Security problems in eCommerce 

frameworks are caused by many factors hence to solve 

these problems from different aspects, offer a variety of 

countermeasures as elaborated here under; 

Social ethical Norms More awareness should be 

paid to risks and security, which is a major issue why 

customers shy away from using eCommerce in general 

[16]; figure 5 below depict that those 47% who has never 

used this service their main reason was mainly safety of 

payment and low trust [16]. 

 
Figure 6: Showing the barriers for online shopping 

[16] 

Security Strategy; In order to avoid and discourage 

future security threats, it is necessary for an organization 

to constantly develop a security policy related know-how 

and to invest in technology such as deploy the use of a 

proxy server, firewall, Virtual Private Network 

technology; in the identification and authentication, 

encryption and authentication techniques. 

Legal Issues in eCommerce transaction and security 

issue should be protected by law. Lawmaking 

developments are facing a new challenge due to the fast 

improvement of technology and by the newly created 

difficulty of deploying existing regulations in a 

networked environment. Concurrently, technology offers 

more and more solutions to the threats created by the 

presence of this new technology. Technology and law 

must develop along each other's progress and integrate 

common input.  
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Abstract  

Leakage in water distribution networks in urban and rural is inevitable. Today, reducing 

leakage using hydraulic parameters management such as pressure on leak detection 

project is of particular importance. Intelligent control of pressure is a good way to control 

leakage and reduce damage caused by high pressure in water distribution networks and 

applying the results of conducted studies in this regard is needed to help new equipment. 

In this paper, the main objective is to determine the effect of pressure reduction on 

leakage in a network at low at peak times of consumption. Accordingly, a network has 

been modelled using flow measurement method using the minimum and maximum 

hydraulic analysis software and using the results of model, a time plan has been applied 

on valve of input network to changes the head of output pressure during the day and on 

the basis of minimum low pressure in the lowest point of pressure.  

Keywords: Reduction of Leakage, Management of Hydraulic Parameter, Intelligent 

Control of Pressure, Changes of Pressure Head 

 

1. Introduction: 

Pressure is one of the most important factors affecting the rate of water without current in water 

distribution networks [1-4]. It also has the largest and fastest hydraulic effect on the amount of 

leakage[5]. Operational efficiencies generated using prevalent water industry methods and 

techniques are becoming more difficult to achieve.  Monitoring incoming flow rate to networks 

indicates reduction the water consumption in the midnight hours and increasing the pressure in 

the water distribution network at the same time [6, 7]. Recently with advancement in ICT 
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(information and communication technology) based schemes such as wireless sensor networks 

(WSNs) [8-13], the managing and controlling of water pipe status such as failure or breaking is 

done in effective way.  Researches and experiences have shown that in durations more than an 

hour, consuming rate at night is not a function of pressure and the only ground leakage and 

breakages change by pressure [14, 15]. In researches that conducted by the international water 

association in leakage management, pressure management has been determined as the easiest, 

quickest and probably the cheapest way to reduce leakage. Industrial control systems of pressure 

primarily depend on reducing valves with constant pressure output. High amplitude of pressure 

fluctuations between the minimum and the maximum level in these conditions causes to fatigue 

of network and increasing the risk of failure in it. 

Experts believe that can preserve the network pressure at peak times at the maximum necessary 

by adjusting the flow and constantly changing of settings of output pressure of the reducing 

valves in addition to make lower the pressure in the hours of reduction consumption [16-19]. The 

idea of intelligent control pressure [20-23] has been implemented for a long time in the form of 

executive designs in some countries and Statistical results proved its authenticity. In this paper, 

the main objective is to determine the effect of pressure reduction on leakage in a network at low 

at peak times of consumption. 

The rest of the paper is organized as follows: Section 2 presented related works. Section 3 

indicated the proposed scheme. Section 4 presented the evaluation of the proposed scheme and 

finally, Section 5 conclude the paper. 

2. Related works 

Pressure oscillation has an important effect in water distribution networks and many related 

works exist in this area [24]. In [25], the authors have announced the expansion of water supply 

systems as a necessity for promoting health in communities. Therefore, planning for repair 

process and maintenance after that also is considered as one of the important pillars of the 

distribution network. In [26], the authors have dealt in an article on how automated measuring 

the flow and pressure by using precision instruments deployed in the distribution network. 

Review, analysis and the proposed method based on newly developed technique to generate 

information on the operation of the distribution network, work showed that this technology can 

be alarming and fully functional. So that in the result of creating this thinking in addition, 
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network management, to minimize the negative impact had been effective the pressure on 

customer service standards in achieving the goals of optimization. In recent decades the 

international communities and countries have paid special attention to the problem of limitation 

of water resources and finding solutions to deal with water shortages especially prevent water 

loss. 

In [3], the authors presents a new logic algorithm for real-time control of regulation valves in 

water distribution networks. This method entails identifying in real time the appropriate closure 

setting of regulation valves in order to reach and keep the desired piezometric height at the 

control node(s), by making use of measurements concerning both the piezometric height at the 

control node(s) and the water discharge in the pipes fi tted with regulation valves.  

 

Water issue that is not accounted for in water supply systems and urban water distribution 

networks are of the cases that are taken into consideration in the past two decades in many 

countries and by scientific and systematic planning, good experiences have been acquired also 

about theoretical arguments and its executive cases of its reduction. Fortunately, this fact has 

been also welcomed more than a decade in Iran and first in the form of national study design, 

development and improvement of water distribution facilities during the second development 

program and then has been studied and reduced losses and unaccounted water by monitoring 

offices on the reduction of unaccounted water in Water and Wastewater Companies (Publication 

No. 380 A in 2010). 

 

3. Automation concept 

Automation or intelligent building means automatic control of a process or system that is done 

by analog and digital inputs and outputs with programming of CPU PLC (programmable logic 

control). These automatic control systems are used in factories, industrial powerhouse, and 

different kinds of machines and production lines to reduce costs and minimize manpower. Over 

this aim, increasing productivity automation (automated systems 24 hours a working day) and 

reduce costs associated with automation operator have been consisted of three basic parts. They 

are: (1). Measurements, (2). Controllers and (3). Stimulants. 
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Measurements such as types of sensors: temperature, pressure, motion, transmitter when at time 

of stimulating them, and they respond to this reaction and do not require external energy for this 

reaction. The controllers are parts of the two instruments of control part. Control is the lead and 

maintenance of one or more process with condition or desirable conditions, this concept involve 

quality and quantity controlling and safety that are the main objectives of control. Stimulus are 

the utensils that take output signal from the controller parts and act in accordance with the 

signals such as control valves, electric motors, contactors. 

• stepper motor 

• Structure of stepper motor 

• How to control 

• 1-bit control 

• 2-bit control 

• How to move the electric motors 

3.1. Stepping Motor: it is one of the electric motors that its movement is quite accurate and 

predefined and it can be moved by sending bits 0, 1 to its coil. Figure 1 shows how to move all 

motors. 

 

 

 

Figure 1. How to move all motors 

 

3.2. Structure of stepper motor 
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Figure 2.  Structure of Stepping Motor OF Drives 

This motor (Figure 2) generally has four poles that windings are wound on these four poles and 

you create magnetic field in fact by sending bits 0 and 1 to these windings that this field causes 

the rotor magnet movement within the stepper motor. Of course should be done these windings 

to the sequence of 0, 1, otherwise the motor will not turn according to your will and a 

characteristic of this engine is its angular momentum and each engine has its own movement 

angle. 

For example, if the motor that its movement angle is 7 degrees, this motor at every time that its 

windings have voltage will turn 7 degrees in counter-clockwise direction or unlike its direction 

depending on the windings in what order will have the voltage. This 7 degree rotation for this 

stepper motor is considered an example of a step; you understand with this definition that a 

stepper motor in a full circle may have 100 to 200 steps less or more depending on the type of 

engine. 

You can even use a stepper motor in half way of the stairs means the half angle of movement. 

These motors also move in micro step in fact the purpose to move are very superfine and 

accurate. When you see a stepper motor from near you understand some colored wires that come 

out of the stepper motor In fact, these wires are each connected to a winding and a wire is shared 

and common between all the wires. 

4. How to control 

This engine moves in the way of one bit or two bits in one bit form at any moment only one coil 

receives pulses 1 and In the case of two-bit two coils receive the pulse 1 at any moment. If this 

receiving the pulse is done on a regular basis and one after another engine also moves for the 
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correct way in counter-clockwise direction or it will move in the opposite direction. The way of 

stepper motor control is investigated in two forms of a bit or two-bit. 

4.1. How to control 1-bit 

In the 1-bit mode if first we stimulate the coil 1, and windings 2, 3 and 4 should be without 

stimulation. Direction of movement of stepper motor is in the counter-clockwise direction and 

after winding 1 is turn of winding 2 that to be stimulated. 

And in this case also other windings are without stimulation. After that is the turn of 3 and 4 

windings. Note that at any moment a winding stimulates if we stimulate winding 4 after winding 

1 and then go to the third and second one, the motor will rotate in a clockwise direction. 

4.2. How to control the 2-bit 

In the mode of two bit at the moment two windings are charged for example if the first windings 

1 and 2 are stimulated and then windings 2, 3, and then 3 and 4 and finally 4 and 1 to move the 

stepper motor should keep this order until that time that you want that motor has movement. 

Now if you change this order the motor moves in the opposite direction of current direction. 

 

Figure 3. Moving in the opposite direction of clockwise (2-bit stimulation) 
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Figure 4. Moving in clockwise direction (2-bit stimulation) 

 

 

5. The output of the results of operation of the device 

Device built based on the accepted planning, controls pressure values and the subsequent of it 

distribution of water at different hours of the day and night. This can be achieved by developing 

the working program in C environment and also Java programs.The inverter converts AC current 

to DC and converts DC output to the AC frequency to make frequency to motor drive in order to 

be able to increase or decrease the frequency. Then it takes Feedback of command input 

terminals. In this case, we divide 0 to 10 volts by 1000 stairs to control the output frequency of 

inverter to direction of drive of motor from 0 to 60 (Hz).  

Set width 

In solenoid valve the direction of movement is between 0 to 100 percent that based on the 

pressure of solenoid valve to be able to control the pressure moves in different directions until it 

stops by reaching to the point where we want it for the pressure value.And we use the following 

formula to get the value of psi. (For transformation of flow of 4 to 20 mA to psi pressure is used 

this mode). 

 = Base * 4 + offset                   offset = 62  

Psi =      - 62. 4 

And to obtain the required pressure value is calculated from the following formula. 
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     = Base * 4 + offset                    offset = 43 

Psi =       - 43 / 3.8 

 

Figure 5 - Diagram of fluctuations of inverter 

The above diagram represents the number of fluctuations of the inverter. These fluctuations have 

occurred for change in pressure range defined in the machine. As can be seen after fluctuations 

and consecutive stepper changes, finally in repeat of 122th, the amount of fluctuations is cut off 

and inverter operates linearly. In fact, the corresponding number to start of this stage is the set 

the pressure range in defined range in the network. 
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Figure 6. The diagram of Pressure changes versus solenoid valve 

The above diagram shows the pressure fluctuations in network and before the solenoid valve. 

Lars line and thalweg are the times that consumptions are too high and too low. What is evident 

is that this at the peak time, the pressure has been at its defined lowest level. This interpretation 

would be contrary to the low consumption mode. 
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Figure 7.  Diagram of pressure changes behind the solenoid valve 

Interpretations offered to Fig. 6, are also true in Fig. 7. What that is important in the shape of 

above diagrams is important, is the existence some small fluctuations that have been recorded. In 

fact, these fluctuations reflect the imprecision enough used gas valve (in place of the solenoid 

valve). 

Looseness in the valve is the main cause of these jumps because despite the movement of 

solenoid valve at time that is issued of the inverter the order of open or close, the gas valve does 

not behavior due to the existence the looseness in accordance with solenoid valve. 
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Figure 8.  Diagram of pressure changes behind the solenoid valve 

Fig. 8 shows that when the solenoid valve has received the command of opening or closing. The 

corresponding values of openness (become) is one, and for closing, is zero. 

6. Conclusion: 

Based on what is mentioned, in a comprehensive look, the advantages of this methodology can 

be expressed as follows: 

- Conventional methods due to be fixed the slope of changes and in its consequent lack of their 

flexibility in different situations, will not be effective help in preventing water loss. 

- Smart control method causes to balance the pressure in the whole network and provides the 

ability to control pressure in terms of water use in network and provides in the standard range. It 

prevents physical and even non-physical water losses. 

-  Intelligent control method makes adjusting the water pressure in the whole distribution 

network and consequently prevents the occurrence of events. 
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