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Abstract
Artificial intelligence (AI) is increasingly a part of our everyday lives. Though much AI work in healthcare has been outside 
of applied behavior analysis (ABA), researchers within ABA have begun to demonstrate many different ways that AI might 
improve the delivery of ABA services. Though AI offers many exciting advances, absent from the behavior analytic literature 
thus far is conversation around ethical considerations when developing, building, and deploying AI technologies. Further, 
though AI is already in the process of coming to ABA, it is unknown the extent to which behavior analytic practitioners are 
familiar (and comfortable) with the use of AI in ABA. The purpose of this article is twofold. First, to describe how existing 
ethical publications (e.g., BACB Code of Ethics) do and do not speak to the unique ethical concerns with deploying AI in 
everyday, ABA service delivery settings. Second, to raise questions for consideration that might inform future ethical guide-
lines when developing and using AI in ABA service delivery. In total, we hope this article sparks proactive dialog around 
the ethical use of AI in ABA before the field is required to have a reactionary conversation.
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Artificial intelligence (AI) is a field within computer science 
that often aims to mimic human intelligence via computa-
tional processes and technological systems. AI has many dif-
ferent subdomains such as computer vision, which is aimed 
at mimicking humans’ ability to differentially respond to 
stimuli within their visual field; robotics, which is aimed 
at mimicking movement through an environment without 
running into things and getting injured; speech recognition, 
which is aimed at understanding and responding to vocal-
verbal behavior; and natural language processing / analysis, 
which is aimed at responding to and emitting textual stimuli.

Researchers have used many different approaches to teach 
computer systems to implement tasks that mimic human 
behavior (see Kautz, 2022, for an article-length review of 
the history of AI). One method that dominated AI during 

the  20th century is referred to as symbolic AI. Here, intelli-
gence is assumed to result from the manipulation of abstract 
representations (e.g., symbols) where AI systems work by 
implementing a series of logic-like steps of reasoning using 
language-like representations of problems (Garnelo & Shan-
ahan, 2019; Newell & Simon, 1976). Early examples of sym-
bolic learning involved “expert-based systems” (a.k.a. “good 
old-fashioned AI”—GOFAI; Haugeland, 1985) wherein the 
rules for reasoning and logic for completing an intelligent 
task were defined and implemented in code by collabora-
tions between subject matter experts and computer engi-
neers. Though expert-based systems continue to exist even 
in applied behavior analysis (ABA; e.g., RethinkFirst’s first-
generation Medical Necessity Algorithm), symbolic AI has 
long since moved beyond GOFAI (Garcez & Lamb, 2020).

An alternative approach to teaching computer systems 
to implement tasks that mimic human behavior is some-
times referred to as a connectionist approach (Garnelo & 
Shanahan, 2019). In this approach intelligence is assumed 
to occur by learning associations from data (Goel, 2021). 
Connectionist approaches, arguably, dominate the current 
AI landscape in research and industry and involve super-
vised machine learning (e.g., Müller & Guido, 2016), unsu-
pervised learning (e.g., Everitt et al., 2011; Patel, 2019), 
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and reinforcement learning (e.g., Sutton & Barto, 1998). 
Connectionist approaches involve techniques ranging from 
classical machine learning techniques (e.g., Müller & Guido, 
2016) to neural networks and deep learning techniques (e.g., 
Goodfellow et al., 2016). A full review of these techniques 
and how they work is well outside the scope of this article 
and readers are recommended to review the book-length 
citations for each of the areas above or the tutorial specific 
to behavior analysis by Turgeon and Lanovaz (2020). How-
ever, the primary distinction of connectionist approaches is 
that the computer systems learn associations from data with 
little or no prior knowledge.

Although humans can analyze and find patterns in data, 
the speed and efficiency whereby computers can analyze 
and process data often exceeds what humans are capable 
of. Further, recently developed AI technologies suggest 
these systems identify knowledge about the natural world 
without making the same assumptions and taking the same 
approaches that humans do to generate knowledge (e.g., 
Evans & Gao, 2016; Marchant, 2020; Sadler & Regan, 
2019). This speed and efficiency for analyzing and making 
sense of large, complex datasets creates significant promises 
and possibilities for the use of AI in the delivery of ABA 
services (see Cox & Jennings, 2023, for a recent discus-
sion). However, as this article will discuss, AI is another 
useful technological tool like the microwave oven, cellular 
phones, or magnetic resonance imaging (MRI) machines. 
And, like other tools, AI can be used in ways that align 
with, or run counter to, people’s ethical preferences.

Some of the most well-known uses of AI include robot-
ics, autonomous vehicles, digital assistants, and the now (in)
famous ChatGPT (OpenAI, 2023). For example, robotic vacu-
ums map the layout of the house to determine the best route 
and avoid obstacles (e.g., iRobot’s Roomba). Robots assist 
surgeons to perform coronary artery bypass surgeries and 
appendectomies (e.g., Food & Drug Administration, 2022). 
Autonomous vehicles use AI to navigate roads based on data 
from sensors, cameras, and stored maps (e.g., Matheson, 
2019; Viter, 2019). Digital assistants such as Siri, Alexa, or 
Cortana use AI to provide information, send messages, set 
reminders, and so on (Oracle, n.d.). Educators use AI to assign 
lessons and check for plagiarism (e.g., Institute for Ethical AI 
in Education, 2020). And, ChatGPT is available for conversa-
tion about any topic users would like to discuss (though the 
accuracy of ChatGPT’s responses is not guaranteed).

Although the notion of AI is likely somewhat familiar to 
readers, practicing behavior analysts may question why this 
topic is relevant to them. Our rationale is that practicing behav-
ior analysts who learn to use AI may be in a better position to 
help their clients more effectively or efficiently.1 For example, 

an experiment by Cantin-Garside et al. (2020) showed how AI 
can automatically detect and monitor self-injurious behavior 
via motion sensors. Other researchers have used AI to detect 
stereotypy (Dufour et al., 2020; Fasching et al., 2013; Plotz 
et al., 2012), to assist with diagnosing autism spectrum disor-
der (ASD; Erden et al., 2021; Song et al., 2019), and to identify 
assessment questions that best predict ASD (e.g., Bone et al., 
2015; Kosmicki et al., 2015). And, still others have used AI to 
identify patient profiles for more accurate hour recommenda-
tions (e.g., Cox et al., 2023). Other researchers have sought to 
improve data analysis via AI. For example, researchers have 
used AI to analyze single-case graphs with AI performing 
similarly or better than humans (e.g., Lanovaz et al., 2020; 
Lanovaz & Hranchuk, 2021; Taylor & Lanovaz, 2022). AI 
is even being used in administrative processes such as with 
CentralReach’s “smart scheduling” system that seeks to maxi-
mize authorized hours by accounting for client availability and 
approved hours, therapists’ location and drive times, therapists’ 
credentials, as well as real-time events such as cancellations 
(CentralReach, 2020).

Despite these exciting innovations, AI is like many tech-
nologies in that it is developing faster than its corresponding 
oversight (Sacasas, 2018; Schneier, 2019). Although AI was 
introduced in the 1950s, serious conversations around the 
ethical use of AI have largely emerged in the last few years 
(e.g., Ashok et al., 2022; Floridi & Cowls, 2019).2 Such a 
lag between technology development and ethical oversight 
leaves open the possibility for its unethical use. For example, 
Cambridge Analytica harvested personal data from millions 
of Facebook users and used AI to generate targeted political 
ads (Zialcita, 2019). A lack of oversight allowed Facebook 
to be lax in their data security and Cambridge Analytica to 
use data without consent; the combination led to an esti-
mated 200+ elections around the globe being affected.

As a community, we have an opportunity to discuss proac-
tively how AI should be used as a tool by practicing behavior 
analysts and what we expect—ethically—from technology 
companies when they build and publish new AI technologies. 
To help instigate this conversation, we chose to focus our dis-
cussion around topics at the intersection of two domains. First, 
topics that currently dominate the ethical use of AI in health-
care. Second, topics common to practicing behavior analysts’ 
discussions of ethical clinical practice and in research.

The topic of AI ethics is broad and deep and a full trea-
tise is well beyond the scope of this article (e.g., Dubber et al., 
2020). Nevertheless, the literature around the ethical use of AI 

1 For a article-length review of AI use cases relevant to ABA, see 
Cox and Jennings (2023).

2 Even this article is a case in point. It was originally drafted in the sum-
mer and submitted in the fall of 2022. In the months following its sub-
mission and throughout its peer-review process, ChatGPT 3.5 and 4.0 
were both released, which significantly changed the general awareness 
and knowledge of what AI is, its widespread utility, and its regular use. 
We can only speculate what AI capabilities will exist when this article 
finally makes it to print, let alone in the few years postpublication.
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in healthcare currently places heavy emphasis on topics such 
as security and privacy of patient data (e.g., Murdoch, 2021); 
algorithm/model transparency and how to avoid or respond to 
mistakes made by AI (e.g., Mörch et al., 2020); what counts as 
reasonable algorithm/model explainability (e.g., Amann et al., 
2020; Loh et al., 2022; Martinho et al., 2021); and how to navi-
gate and define equity issues (e.g., Berdahl et al., 2023; Lamont 
& Favor, 2017). In the sections below we highlight how each of 
these areas from the healthcare ethical AI literature intersects 
with the clinical ethics literature in behavior analysis.

There are several topics within the clinical ethics literature 
that are often referenced in behavior analytic discussions around 
clinical ethics. These include the ethical principles espoused in 
the Belmont Report (Office of the Secretary, 1979) and the 
principlist approach most notably described by Beauchamp 
and Childress’s The Principles of Biomedical Ethics (1979). 
We chose to lead from this perspective for two reasons. First, 
these ethical principles form the foundation for many current 
codes of ethics and guidelines for responsible conduct for 
many healthcare professions, including behavior analysts (e.g., 
Behavior Analyst Certification Board [BACB], 2020; Byrd & 
Winkelstein, 2014). This makes the language and principles 
espoused likely to be familiar to practicing behavior analysts. 
Second, the Belmont Report has served as one of the founda-
tional guides for current conversations around AI ethics (e.g., 
IBM, 2021). These ethical principles allow behavior analysts 
to leverage, extend, and adapt existing work in AI ethics to the 
unique research and practice use cases of AI in ABA.

By definition, ethics involves statements about “right” and 
“wrong” for a social group. Thus, guidelines and rules for the 
ethical use of AI in ABA should include input and expertise 
from many behavior analysts and the people who seek them 
out for their services. Below, we take a first pass at framing the 
ethical use of AI in ABA around the ethical principles from 
the Belmont Report (Office of the Secretary, 1979) and Beau-
champ and Childress (1979). In so doing, many unanswered 
questions arise that the social group referred to as “practicing 
behavior analysts” will likely have to answer. Relatedly, we 
also realize this is one perspective and one approach to discuss-
ing this important topic. Our ability to manage the use of AI 
as a field of collegial professionals will likely improve to the 
extent that many voices are included. We are excited to begin 
this discussion and we hope that many readers of diverse opin-
ions and experiences join us in this important conversation.

Notes on Scope

There are two important comments around the scope of what 
follows that are important to make explicit before moving fur-
ther. First, there are rather robust and substantially large litera-
ture bases on relevant ethical considerations such as technol-
ogy ethics, data ethics, and AI ethics, as well as clinical ethics, 

medical ethics, and public health ethics. We chose to focus this 
article on some of the common major topics across data and 
AI ethics as relevant to their intersection with common top-
ics in clinical–ethical decision making by practicing behavior 
analysts. Thus, the list of questions and considerations below 
is necessarily incomplete and provides much opportunity 
for future ethical work. But, as noted by Gasser and Schmitt 
(2020), norms of ethics from the professions implementing AI 
often provide initial guidance and governance around the use 
of an AI system and, thus, are used for guidance around initial 
conversations on the use of AI in ABA.

The second important note is the type and level of tech-
nology development and deployment we refer to with AI 
systems in this article. Research and clinical ethics in ABA 
often involve decisions of similar scope given researchers’ 
use of within-subject designs that practicing behavior ana-
lysts can directly replicate (Cox et al., 2022; Normand & 
Donohue, 2023). That is, researchers research at the level 
of the individual client and practicing behavior analysts can 
implement that research at the level of the individual client.3 
In contrast, technology is developed and deployed at the level 
of groups of people. Though individual considerations and 
preferences are likely kept in mind, it is often impractical or 
impossible to build technological platforms that are perfectly 
customizable to the individual needs and preferences of every 
individual user. Thus, the AI systems referenced in this arti-
cle are not the one-off, small N, proof-of-concept research 
demonstrations for how AI can be used in ABA and that are 
often published in academic journals. Rather, the AI systems 
referenced in this article are those that have been (or will be) 
pushed into production and widely accessible by practicing 
behavior analysts as built by technology companies for scale 
of impact4 (e.g., ChatGPT). As with the emphasis on behav-
ior analysts in practice above, this highlights the size of this 
topic and the many areas for fruitful future work.

3 This does not mean that the contingencies that surround research 
and practice are identical. The differential contingencies often lead 
to differential claims about what is the “right” thing to do in a spe-
cific context (e.g., the necessity of conducting a reversal following an 
intervention that changed behavior in socially significant ways).
4 It is possible for individual researchers to build and deploy AI mod-
els built from a small sample size that are widely accessible by prac-
ticing behavior analysts. However, a critical concern here is how well 
the participant characteristics within the small sample sizes apply 
to the client characteristics for whom a practicing behavior analyst 
might want to use the technology. Unlike research in ABA that devel-
ops methodologies that can be tailored based on the individual client 
characteristics and clinical expertise of the supervising BCBA, most 
technologies cannot be tailored in the same manner. The section on 
model bias and generalizability makes more explicit this distinction 
(see below). Further, data security and privacy are a critical concern 
when PHI is entered into platforms leveraging AI models online. 
Users should always verify that those who deploy models in online 
applications have adhered to the necessary legal requirements around 
data security and privacy.
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Beneficence and Nonmaleficence

The first ethical principles we will discuss are nonmalefi-
cence and beneficence. Nonmaleficence has its roots in the 
Hippocratic Oath and might be the oldest rule to which 
healthcare practitioners have historically been held account-
able: “First, do no harm” (Edelstein, 1943). The logically 
related opposite end of the utilitarian perspective to non-
maleficence is beneficence: maximize benefit. Together, 
beneficence and nonmaleficence often work in tandem to 
guide researcher and practitioner behavior to make utilitar-
ian justified decisions that “lead to the greatest benefit for 
the greatest number of people” (Driver, 2014).

Beneficence and nonmaleficence create numerous relevant 
considerations for the ethical use of AI in ABA. Broadly, 
beneficence and nonmaleficence would suggest that AI 
should be developed in a way that maximizes benefit for 
as many individuals as possible while, simultaneously, 
avoiding foreseeable harms when developing, deploying, 
and embedding AI into ABA service delivery. This differs 
slightly from clinical decisions where clinicians make deci-
sions that maximize benefit and minimize harm for each cli-
ent; though it might be somewhat similar to decisions clini-
cians make where they need to consider maximizing benefit 
and minimizing harm for all clients on their caseload (e.g., 
how to allocate supervision time each week). Technologies, 

in contrast to individual clinical decisions and significantly 
scaled up from caseload decisions, are designed and built to 
apply to groups of people and thus the application of ethical 
principles has a different frame of reference.

To make these principles more tractable at the scope of 
developing and deploying AI technologies at scale, we next 
review common topics in AI ethics where beneficence and 
nonmaleficence are applicable to the current or future use. 
Table 1 summarizes some of the questions around benefi-
cence and nonmaleficence that arise with the development 
and deployment of AI systems in ABA.

Data Security and Privacy

At its core, AI technologies are built by developing mathe-
matical and computational models that relate one set of data 
(e.g., independent variables, environmental characteristics, 
inputs) to another set of data (e.g., dependent variables, pat-
terns of behavior, outputs; see Table 2). For our purposes, 
the inputs might be client characteristics, programmed or 
unprogrammed respondent and operant contingencies sur-
rounding environment–behavior relations, and the behavio-
ral or technological systems that implement those contingen-
cies. The outputs might be the socially significant patterns of 
behavior targeted with the ABA program that we are trying 
to describe, predict, and control. The computational and 

Table 1  List of Questions Around the Ethical Use of AI Specific to the Ethical Principles of Nonmaleficence and Beneficence from the Text

Principle Topic Question(s)

Beneficence & Nonmaleficence Data Security and Privacy How is the AI system builder adhering to legal requirements related to HIPAA 
and HITECH?

How certain does the success of a new AI system have to be to ethically allow 
practitioners and researchers to collect sensitive data outside the scope of 
current client programs?

What are the benefit–risk tradeoffs that justify collecting sensitive data outside 
the scope of current programs?

Is it ethical to collect and use PHI/PII from clients that do not directly benefit?
Cost to Build and Maintain Is it okay to potentially hinder current client progress by allocating resources 

to build out AI systems that will potentially benefit future clients at an 
unknown time?

Transparency and Mistakes How can we describe the “intent” of the AI system sufficiently to warrant 
consent to participate as “informed?”

How can the AI system developers demonstrate they have identified all prob-
able benefits and harms from building and deploying the AI system?

How probable of an event makes it worth sharing in the consent process?
What counts as sufficient protection from harms that may arise when the AI 

system is used to inform treatment?
How will we know an error has been made?
What is our corrective protocol when an error is detected? How will the occur-

rence of an error be communicated to clients?
Who is held responsible when an AI system makes a mistake?

Model Bias & Generalizability What is the best way to communicate the scope of clients and clinical contexts 
for whom the AI system was trained?

How should client choice with data sharing affect their ability to access the AI 
system?
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mathematical system that maps these inputs to the outputs 
is called what we are referencing as a model (see Cox & Vla-
descu, 2023, for a more in-depth discussion on what counts 
as a model in behavior analysis).

Generally, the data used to build the models that form 
the foundation of AI come from actual clients. Though not a 
perfect truism, the ability for AI models to predict behavior 
often improves based on at least two characteristics of the 
underlying data. First, model performance often improves 
with more detailed and personalized information from each 
client. Second, model performance often improves with 
more data and greater variability in the data inputs. Stated 
differently, model performance often will improve with 
greater data variability across client characteristics, informa-
tion about programmed and unprogrammed contingencies, 
and the who, what, and when around the implementation 
of those contingencies. In total, the more personal health 
information (PHI) and personally identifiable information 
(PII) included in the dataset used to build AI systems, the 
more potential the models likely have to be better.

Accessing and storing large volumes of PHI and PII 
data with many clients creates many opportunities where 
sensitive health or education privacy can be compromised. 
Federal regulation through the Health Insurance Portability 
and Accountability Act of 1996 (HIPAA; Pub. L. No. 104-
191) requires healthcare providers adhere to legal obliga-
tions around protecting PHI. And, the Health Information 
Technology for Economic and Clinical Health Act of 2009 
(HITECH; Pub. L. No. 111-5) expanded legal obligations 
to protect PHI stored in electronic health records (Congres-
sional Research Service, 2009). Outside of legal require-
ments, related ethical requirements are included in the eth-
ics code for board certified behavior analysts (BCBAs); in 
particular, Codes 2.03 and 2.05 which pertain to protecting 
confidential information and documentation around data 
protection and retention (BACB, 2020). In short, BCBAs 
are responsible for protecting confidentiality, as well as 
“storing, transporting, retaining, and destroying” electronic 

documentation. ABA practitioners are not unique in this 
realm as most professions make similar requirements (e.g., 
the code of ethics for the American Public Health Associa-
tion likewise stipulates “collect only data elements . . . [that 
are] necessary. . .” [American Public Health Association, 
n.d.]).

Thus, some clinical–ethical ethical guidance exists 
around what data behavior analysts collect—only the data 
necessary to support or improve client progress. But many 
questions remain when we start to consider collecting large 
volumes of data to develop AI tools targeted at populations 
of people. Here questions the field has to answer surround, 
“necessary for what” exactly, and what counts as “support” 
or “improvement” in client progress? Restricting necessary 
to only the success of current and individual clinical/educa-
tional programs and systems will likely limit future advance-
ments. But, including necessary information for building 
AI systems with future potential benefits adds uncertainty 
and may involve collecting data that turns out to be useless. 
For example, data recorded for a skill acquisition program 
minimally consists of the date and percent correct, and per-
haps the therapist’s initials and prompt level. However, for 
building an AI system that could recommend troubleshoot-
ing strategies or future programs, it may be beneficial to 
include other information related to that client’s profile (e.g., 
diagnosis, age, assessment scores), as well as information on 
the skills and abilities of the therapist (e.g., age, education, 
on-the-job training, on-the-job performance with varying 
clients and similar programs). This also raises the question 
for whom are the data collected? Clients whose PHI/PII are 
contributed to training data sets for AI systems may not 
directly benefit as much as future clients given how long 
robust AI systems can take to build. Questions the field will 
have to answer include, how certain does the success of a 
new AI system have to be to allow for collecting sensitive 
data outside the scope of current programs? What are the 
benefit-risk tradeoffs that justify collecting sensitive data 
outside the scope of current programs? And, is it ethical 

Table 2  List of Terms and Definitions Relevant to Computer Science and AI as Used in This Article

Term Definition

Artificial Intelligence “. . . software that is developed with [specific] techniques and approaches and can, for a given set of 
human-defined objectives, generate outputs such as content, predictions, recommendations, or decisions 
influencing the environments they interact with.” (European Commission, 2021)

Model Program that analyzes datasets to find patterns and make predictions, decisions, or perform specific tasks.
Algorithm A set of rules or instructions AI systems are programmed to follow.
Prediction The output of an AI model determined by the inputs.
Training Data Information or exemplars that are provided to teach the model how to respond or formulate outputs.
Validation Data The portion of the dataset that is used to tune architectural parameters of a model to prevent overfitting or 

underfitting during training.
Testing Data The dataset used to evaluate the performance of an AI model after it has been trained.
Cross Validation A statistical method used to estimate the overall variability and performance of models.
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to collect and use PHI/PII from clients who do not directly 
benefit?

A related ethical question is where the data are stored 
once collected. The days of pen and paper data collection 
are (we hope for the sake of efficiency) over. But, the use of 
electronic data collection platforms takes the data “out of the 
hands” of BCBAs. Further, it is unlikely that ABA organiza-
tions have employees who are proficient at the design and 
implementation of AI. The result is that ABA organizations 
are increasingly likely to pay for technological systems that 
allow the therapists and BCBAs to collect data electroni-
cally, store the data securely in the cloud, access the data 
whenever needed for clinical decisions, and make decisions 
about when and how to use AI. ABA organizations need to 
do their research before signing onto these systems to ensure 
the technology platform that provides data storage and AI 
tools has protection and storage policies that align with state 
and federal laws, and ethical codes. Although data security is 
not guaranteed by one specific law, multiple federal and state 
laws offer protection (Klosowski, 2021). Given the details of 
these laws can vary from state to state, readers should famil-
iarize themselves with the requirements in the geographical 
locations within which they provide services.

Cost to Build and Maintain

The cost to build and maintain AI systems is another ethical 
consideration under the principles beneficence and nonma-
leficence. Creating and deploying AI systems that are tech-
nologically robust and applicable at the population level 
requires a lot of data from a diverse set of clients, as well as 
trained personnel to build, monitor, and improve the AI sys-
tem (e.g., computer scientists, data scientists, data engineers, 
domain experts). Further, AI systems require hardware and 
software to store, maintain, and operate the AI system. All 
of this involves money, time, and other resources that com-
panies could allocate to other clinical and organizational 
systems that may improve client outcomes. This leaves the 
ethical question of whether it is okay to potentially hinder 
current client progress by allocating resources to build out 
a system that will potentially benefit future client progress 
at an unknown future point in time. Similar to above, a risk-
benefit analysis could be used to determine how each of the 
different variables at play might lead the field to determine 
under what circumstances pursuing an AI system is ethically 
justified. Some of the variables to consider when determin-
ing whether resources are ethically allocated to build AI sys-
tems include: the amount and duration of current hindrance 
to client progress; delay, probability, and amount of future 
potential benefit to clients; and the delay, probability, and 
amount of benefit to clients if those same resources were 
allocated to other available projects.

Transparency and Mistakes

A third potential area for harm mitigation involves transpar-
ency when building and deploying AI systems. Transparency 
of AI systems minimally involves detailed information about 
how a system works, what data are used, who the system has 
been optimized for, and the limitations of that system (e.g., 
Mörch et al., 2020). As described by the American Medical 
Association, transparency of AI means patients should be 
informed of “the intent behind the development of an AI sys-
tem” (American Medical Association, 2022). Clients have 
the right to be informed how their data are used to develop 
current and future AI systems and how the AI system is used 
to inform treatment. Here, ethical questions the field will 
need to answer include, how can we describe the ‘intent’ of 
the AI system sufficiently to warrant consent to participate 
as being truly informed? How can the AI system developers 
demonstrate they have identified all material benefits and 
harms from building and deploying the AI system? How 
probable of an event makes it worth sharing in the consent 
process? And, what counts as sufficient protection from 
harms that may arise when the AI system is used to inform 
treatment? Though the reasonable person standard exists 
to guide what information should be included in informed 
consent processes (Odwazny & Berkman, 2017), AI systems 
are not yet widely accepted and understood technologies like 
x-ray or electrocardiogram machines. Given the novelty and 
potential misunderstanding around what AI systems are and 
how they work, it is unclear what a “reasonable person” 
might want to know about how AI systems influence what 
healthcare professionals claim as the benefits and harms of 
all available procedures.

In line with transparency,5 it is also important to under-
stand when and how the AI systems make errors in their 
predictions and recommendations, and how large those 
errors are. Though algorithms are often framed as being 
black boxes and the most advanced AI systems may exceed 
humans’ abilities to fully comprehend them, a lot can still be  
known and made transparent about AI systems (Diakopou-
los, 2020). Parroting an example offered by Diakopoulos 
(2020), the specifics of your favorite restaurant’s recipes 
may only be known to the chef. Nevertheless, inspection 
of the kitchen can still identify issues with ingredients, 

5 It’s helpful here to denote the difference between explanation and 
transparency in AI systems. As defined by Diakopoulos (2020), 
“Explanation entails a system articulating how it made a particular 
decision and is typically causal (e.g., input influence or sensitivity-
based) or involves case-based comparisons, whereas transparency dis-
closure involves descriptions of system behavior and design intent but 
leaves any final causal explanation of system behavior to the evalua-
tion of information disclosures by interested stakeholders” (p. 204).
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kitchen cleanliness, and food handling that allow for the 
assessment and improvement of food safety—despite its 
lack of complete information about the food being served. 
Likewise, developers of AI systems can produce information 
that makes transparent its design and implementation, the 
processes and outputs, and how data are handled and used. 
Here, practical transparency means AI system developers 
produce enough information to promote their effective gov-
ernance, the accountability of the system, and what account-
ability can be placed on the users of the system.

Before AI systems are incorporated into ABA services, 
ABA organizations and practitioners should plan for how 
they might catch and respond to errors based on the trans-
parency-related information made available by the AI system 
developers. Important questions here that are already being 
debated in the AI ethics in healthcare literature include: How 
will we know an error has been made? What is our corrective 
protocol when an error is detected? Who is held responsi-
ble when an AI system makes a mistake? And, how will the 
occurrence of an error be communicated to clients? As noted 
above, it takes a village to build, deploy, maintain, and moni-
tor AI systems. Everyone involved should be informed of their 
role and the systems for accountability if any harms occur.

Model Bias and Generalizability

A fourth important topic related to the beneficence and 
nonmaleficence of AI systems involves model bias and gen-
eralizability based on the data used to develop the AI sys-
tem. Many researchers and practitioners are likely familiar 
with the notion that the accuracy and validity of our claims 
decreases when talking about environment-behavior rela-
tions outside of the situations for which we have collected 
data. For example, if you only have data on functional behav-
ior–environment relations in a school setting, you are likely 
to be much less accurate speaking about functional behav-
ior–environment relations in the home. A more succinct 
guideline is, “Don’t speak beyond your data.” The same is 
true when building quantitative and computational models. 
Delay discounting researchers typically speak about choice 
within the range of delays measured, matching researchers 
typically speak about choice within the reinforcement ratios 
measured, and AI systems are designed to perform as well 

as possible based on the range of inputs that were used to 
create the underlying models. Generalizing predictions to 
data outside the range of data used during training is difficult 
and may lead to error greater than what was observed during 
model training, validation, and testing (see Table 2).

Model bias can be defined in several different, though 
interrelated, ways. One definition of bias could be claimed to 
come from psychology where bias refers to systematic errors 
that deviate from logic or rational behavior (e.g., Dunbar 
et al., 2014; Tversky & Kahneman, 1974). Translated behav-
ior analytically, bias can be defined as systematic deviations 
in responding from what is logically expected based on the 
observed reinforcement schedules in effect6 (e.g., Baum, 
1974). An example meeting these definitions of bias in AI 
is historical racial discrimination in facial recognition tech-
nology (e.g., Najibi, 2020; National Institute of Standards & 
Technology [NIST], 2019). Described around the definitions 
above, the facial recognition technologies tested by NIST 
(2019) consistently demonstrated discrepancies in classifi-
cation accuracy for different skin tones and sexes. This is 
not rational because skin tone and sex should not affect the 
ability for technology to recognize faces (psychological defi-
nition of bias). It also seems unlikely the technology crea-
tors purposively “reinforced” and taught the system to make 
mistakes specific to skin tone or sex. Thus, the technology 
was likely behaving in ways that deviated from the feedback 
schedules programmed to train the model (behavioral defini-
tion of bias).

Both of the above definitions of bias are unique, though 
not necessarily distinct, from the definition of bias present in 
the classic bias–variance tradeoff when developing AI mod-
els (e.g., Kohavi & Wolpert, 1996; Neal, 2019). Here, the 
errors made by a model can be separated into three compo-
nents: bias, variance, and noise. As an equation using words: 
Error for observation x =  Bias2 + Variance + Noise. As an 
equation using mathematical symbols:

Here, E[ f̂ (x)] refers to the average prediction after the 
model has been trained over several independent data sets,7 
f(x) refers to the actual value of the data point attempting 
to be predicted, and � refers to remaining noise.8 In this 

(1)
Error(x) = E

([

f̂ (x)

]

− f(x)

)2

+ E

[

f̂ (x) − E[f̂ (x)]
2
]

+ �.

6 We are not implying here that matching is equivalent to maxi-
mizing as research has shown this relation to not always hold (e.g., 
Mazur, 1981). Rather, we are highlighting that a precise and quantita-
tive definition of bias can and has been offered from an operant per-
spective and that could be aligned theoretically with definitions from 
other areas of psychology (a la Skinner, 1945). What is the “best” 
definition of bias will obviously depend on the context and the func-
tion of the speaker’s behavior.

7 Readers interested in more detailed discussions around various 
methods for test–train–validation splits of datasets and cross-valida-
tion are referred to Müller and Guido (2016). Definitions are offered 
in Table 2.
8 For a fun, interactive, in-depth, and intuitive explanation of the 
bias–variance tradeoff in machine learning, readers are referred to 
Wilber and Werness (2021).
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definition, bias is defined as how off a model’s predictions 
are from the actual values (i.e., E[ f̂ (x)] − f (x) ) and variance 
is defined as how much predictions vary for any given data 
point (i.e., E[( f̂ (x) − E[̂f (x)])2]). Note that all of these cal-
culations are made using only the data available to the AI 
system developers when they develop an AI model.

We can generalize the various definitions of bias above 
back to the current article. All AI models are necessarily 
limited in how well they generalize beyond the training data. 
The more similar that unseen data are to the data used to 
train the model, the more likely the model is to perform 
well on the new, unseen data. The further that unseen data 
are from the data used to train the model, the less likely the 
model is to perform well on the new, unseen data. Here, 
similarity might be defined as the unique combination of 
variables that make up a new observation. Or, similarity 
might be defined relative to the range of values present for 
each variable in the dataset used for training, testing, and 
validating (e.g., historical racial discrimination in facial rec-
ognition technology). We can describe the bias of a model 
precisely in various ways (e.g., bias term in the matching 
law; bias term in Equation 1). But, regardless of how we 
describe bias quantitatively, the model built on training data 
might behave in ways that the users and developers do not 
logically or rationally want it to behave.

When bias is observed in an AI system, one commonly 
attempted solution is to improve the datasets used to train 
and test the models to better represent the variability present 
in the data input by users of the product (see Roach, 2018, 
for how Microsoft attempted this for their facial recognition 
technology). Thus, to reduce potential bias from the outset, 
AI system developers try to obtain enough training data rep-
resentative of a large sample, to produce a model that could 
apply, or generalize to a variety of clients. To illustrate, con-
sider an AI system that was created to predict success rates 
with a specific behavior reduction protocol using data from 
clients ages 3–5 years old, with an ASD diagnosis, Autism 
Treatment Evaluation Checklist (ATEC; Rimland & Edelson, 
1999) scores between 50–70, in upper-class socioeconomic 
status, all receiving early intensive behavioral intervention. 
Using the AI system with older individuals, with other diag-
noses, with higher or lower ATEC scores, in a different socio-
economic status, and/or receiving different forms of behavior 
analytic services, may provide predictions that are less accu-
rate than indicated when the model was trained. This does not 
mean that AI systems should never be applied to novel cases. 
Rather, it suggests that AI system users should be aware of 
what data went into training the AI system, how those data 
compare to the data the user will input, and users should exer-
cise correlated caution based on how well the two align.

To maximize the benefit and minimize the potential harm 
of AI systems in ABA to as many clients as possible requires 

data be used to build AI systems from as diverse a group 
of individuals as possible. Diversity might include behav-
ioral repertoires, cultural backgrounds of clients and staff, 
education and training of the staff, intervention design and 
procedures, and anything else that may play a role in the 
effectiveness of an ABA program. For each AI system use 
case, it will take time for models to be trained with enough 
data that represents a wide variety of diversity. Initial models 
may have biases due to limitations in the data or how the 
models were developed. Bias in the AI system may arise not 
because of any malicious intent of the people building the 
AI tool, but because the data collected are not representative 
of all the people to whom users of the AI system apply the 
technology. AI system developers should acknowledge and 
discuss the limitations for who and what situations the AI 
system has been trained. In turn, practitioners should under-
stand the limitations of any AI system and talk with clients 
about the scope of an AI system before it is incorporated 
into treatment, in line with the ethics code for BCBAs to be 
truthful (Code 1.01).

Autonomy

A second ethical principle we will discuss is autonomy. 
Autonomy in healthcare generally refers to the right we each 
have to make independent decisions about our body and the 
healthcare we receive. In behavioral terms, each individual 
has a right to contact healthcare choices wherein the related 
contingencies do not lead to a choice different from what 
would be predicted by their healthcare preferences (i.e., free 
from undue coercion and constraint). There are at least two 
historical conversations around autonomy that are relevant 
to building, deploying, maintaining, and monitoring AI sys-
tems. First, we each have the right to know how our health-
related data is being used and to control with whom that data 
is shared. Note here the potential conflict between benefi-
cence and nonmaleficence and autonomy. As described in 
the previous section, maximizing benefit and minimizing 
harm suggests we would want to include as much data from 
as many different interventions and people as possible. Fur-
ther, each client will likely benefit more if the AI system 
is trained using their data. Knowing this, researchers and 
practitioners may unknowingly place undue influence and 
constraint on their clients to share their data which might 
violate the principle of autonomy. A second conversation 
around autonomy is our right to decide how an AI system 
influences intervention recommendations and decisions. To 
do this, however, creates several requirements for AI system 
researchers. Table 3 highlights some of the questions around 
autonomy that arise with the development and deployment 
of AI systems in ABA.
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Explainability

Reasonable explainability9 might refer to the description 
of an AI system in a way that can be understood by oth-
ers (e.g., Martinho et al., 2021). In the healthcare literature, 
researchers have described the detrimental effects due to lack 
of explainability (e.g., Amann et al., 2020) and have offered 
suggestions for how explainability can be improved (e.g., 
Loh et al., 2022). Reasonable explainability is buttressed 
by clinical ethics codes around requirements for informed 
consent. For example, the code of ethics for the American 
Psychological Association states services are described 
“using language that is reasonably understandable” (Ameri-
can Psychological Association, 2017). The code of ethics 
of the American Occupational Therapy Association has 
the requirement to “fully disclose the benefits, risks, and 
potential outcomes of any intervention” (American Occupa-
tional Therapy Association, 2020). And, the ethics code for 
BCBAs necessitates that interventions and assessments are 
described prior to implementation (Code 2.08, 2.16). Thus, 
from an ethical guideline standpoint, healthcare profession-
als would likely agree that AI systems should be explainable 
so consent is properly informed.

But, what does “an explainable AI system” look like? 
That is, to what degree of explanation for how the AI system 

works and is used meets our ethical obligation? Many ABA 
practitioners are likely familiar with explaining how prefer-
ence assessments work, the importance and impact of con-
ducting functional analyses, and deriving socially practical 
reinforcement schedules through conversations with parents 
and caregivers. But, how many practitioners have explained 
how their electronic data collection platform works? How 
many of us have been provided with an explanation for how 
the output of an echocardiogram, x-ray, or MRI machine 
influenced your doctor’s treatment decisions? How many 
practitioners explain how published research, decision aides, 
and peer support/review networks in their company inform 
clinical decisions and recommendations? Should we be more 
direct in explaining how we make intervention decisions and 
recommendations? Or do only “novel” technologies and 
tools that are less widely used need to be explained? What 
level of detail is needed to make AI systems reasonably 
explainable, how does a reasonable explanation differ for 
different people, and at what point does it move from seem-
ingly silly to talk about (e.g., the data collection platform 
someone uses) to being critical to talk about (e.g., the AI 
robot that performs surgery; the AI system making clinical 
recommendations around ABA treatment goals)?

Further, as the sophistication of AI systems increases 
through machine learning, explainability likely becomes 
more difficult. In some circumstances we do not understand 
the exact mechanisms for how something works and it may 
be a “black box.” In these situations, AI systems can lev-
erage explainability tactics used with other “black boxes” 
in healthcare and education. For example, we do not fully 
understand how some regularly prescribed medications work 
such as antidepressants and mood stabilizers (Institute for 
Quality & Efficiency in Health Care, 2020; McCoy et al., 
2022). These medications continue to be used based on 
inferences for the underlying mechanisms and data from suc-
cessful use cases. And, we suspect prescribing professionals 

Table 3  List of Questions around the Ethical Use of AI Specific to the Ethical Principles of Autonomy from the Text

Principle Topic Question(s)

Autonomy Explainability What does an explainable AI system look like?
What counts as providing sufficient information about how the AI system works, and the probable benefits and 

harms of the AI system such that consent to use a client’s data is “informed?”
What level of detail is needed to make AI systems reasonably explainable, how does a reasonable explanation 

differ for different people, and at what point does it become critical to talk about?
How will consent for data use be obtained and by whom (e.g., ABA organization, tech company)?
What happens if consent is revoked?
How often does information need to be communicated to clients?

Data Ownership Who owns the data collected by technicians and behavior analysts during ABA sessions? How might partial 
ownership be divided out?

How does data ownership influence how data can be shared?
Should data sharing be opt in or opt out?
Should clients have a greater role in conversations about the data collection systems used by their providers?

9 A parallel might be drawn here to the “reasonable person standard” 
for informed consent. More complicated AI systems (e.g., large lan-
guage models, neural networks) may not even be fully understood by 
the computer scientists who build and maintain them. Nevertheless, 
as noted by Martinho et al. (2021), many healthcare practitioners want 
to have a reasonable understanding of how the AI system works even 
if it requires more learning and education on their part. We suspect  
clients or patients whose care is affected by AI systems will likely want 
a “reasonable explanation” though the amount of detail may differ from 
those of healthcare practitioners.
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have figured out how to explain how these medications work 
sufficiently such that patients feel fully informed to consent.

The takeaway seems to be that clients have a right to an 
informed decision. We may not question how an echocar-
diogram, x-ray, or MRI scan informs our doctor’s deci-
sions given that these are established technologies with 
well-known precision around the information they provide 
to physicians. But, the conversation is different with emerg-
ing, experimental, and still-to-be-proven technologies such 
as AI. Practitioners who use AI systems should be prepared 
to answer clients’ questions about how an AI system influ-
ences their treatment decisions and recommendations. It is 
important to note that practitioners’ ability to answer those 
questions creates demands for reasonable explainability on 
part of the researchers building the AI systems. What will 
those demands be, exactly? And, at the end of the day, who 
is responsible for making the AI system reasonably explain-
able and for explaining the AI system to the client in a man-
ner that meets ethical obligations for informed consent? As 
of now, we suggest that answering these questions requires 
regular, ongoing collaboration and communication across all 
relevant parties (e.g., computer scientists, data scientists, data 
engineers, domain experts, behavior analysts) when new AI 
technologies are being developed. Once reasonable explain-
ability has been established, how will consent for data use be 
obtained? What happens if consent for data use is revoked? 
And, because systems are always evolving and adapting, how 
often does information need to be communicated to clients?

Data Ownership

A related, and critical topic, at the intersection of autonomy 
and AI ethics is data ownership. Who owns the data col-
lected by RBTs and BCBAs in ABA sessions? Does that data 
belong to the patient because it contains their PHI? Does it 
belong to the ABA organization who engaged in the hard 
work to devise the data collection system and collect the 
data? Does it belong to the electronic data collection plat-
form who engaged in the hard work of building the software 
and hardware that allows the data to be collected, stored, 
accessed, and maintained? Or do all have partial ownership 
in some capacity? And, how do legal claims here (McGuire 
et al., 2019) interact with ethical claims?

Data ownership questions directly influence what hap-
pens with the data once collected. Can ABA organizations 
or data collection platforms use the data however they want 
(as applicable under the law) once the data are collected? 
If so, what are the implications of this? Should clients have 
to opt-in to or opt-out of sharing their data beyond data use 
specific to their ABA services? This becomes a nontrivial 
choice as past researchers have found that the default option 
we present is what will likely be selected by most clients 
(e.g., Davidai et al., 2012; Dholakia, 2021; Johnson et al., 

2002). Further, few clients likely have input on the decisions 
that ABA organizations make around their data collection 
systems and processes. Should clients be more involved in 
these decisions? If so, what exactly does that look like and 
who is responsible for informing clients so they can make 
an informed decision? Once a decision is made, how long 
does that consent last? And, what happens when a client 
changes their choice?

Justice

A final ethical principle we will discuss is justice. Traditionally 
in healthcare, justice refers to treating people equitably. With 
AI systems in ABA services, justice might refer to ensuring 
that clients have equitable access to the benefits that result 
from incorporating AI, as well as fair distribution of the costs 
associated with developing the AI system. Table 4 highlights 
some of the questions around justice that arise with the 
development and deployment of AI systems in ABA.

Access to Benefits

In an ideal world everyone would have equal access to the 
benefits of healthcare technology that improves their quality 
of life. In the real world, however, this is extremely difficult to 
do. Developing technology often costs a lot of time, money, 
and other resources that need to be recouped when sold to 
customers. When many resources are needed to build tech-
nology, such as AI systems, the resulting cost of the system 
can make it inaccessible for ABA organizations or clients 
who cannot afford it. This can lead to only more affluent indi-
viduals and ABA organizations accessing the benefits of AI 
systems contributing further to healthcare disparities within 
United States or across countries (e.g., Summers-Gabr, 2020; 
Weinstein et al., 2017). In terms of ethics, few would likely 
argue this is “good” or “right.” But, practical solutions that 
make access to healthcare technologies equitable are few and 
far between. How will we attempt equitable distribution of 
AI systems in ABA as these systems become more common?

“Data sharing” is a topic from previous sections that is 
also relevant to the principle of justice. How should a client’s 
decision to share their data affect their ability to access the 
resulting tools? As described in the beneficence and nonma-
leficence section, if the client’s specific data (or someone like 
them) is not used to create the AI system, the resulting models 
may not easily generalize to their specific case. This means 
that AI tools without a client’s data may not benefit them or 
might even cause harm. But, from the autonomy section, we 
also cannot force people to share their data for building AI 
systems. How do we strike the balance between beneficence/
nonmaleficence and autonomy to meet ethical claims around 
equitable access to the benefits of AI systems? And, perhaps 
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most important, how can we observe and measure “equitable” 
in this context (Stewart & Napoles-Springer, 2003)?

Shared Burden of Cost

The flipside to equitable distribution of benefits is the equi-
table distribution of costs. As noted above, developing, 
deploying, monitoring, maintaining, and improving robust 
AI systems that behavior analysts in practice are likely 
to contact requires a significant amount of resources.10 It 
would seemingly be unfair for a subset of people to bear 
the cost of these AI systems only to have others come in 
and reap the majority of the benefits. In analogy, it would 
seemingly be unfair if a single person were to spend several 
years building out a luscious garden in their backyard only 
to have their neighbors come and take all the food before 
the owner got any. In an equitable system, all neighbors 

would either contribute their time and abilities equally to 
build and develop the garden or to compensate the gardener 
for their work via payment or bartering. The same holds for 
the development, deployment, monitoring, maintenance, and 
improvement of AI systems for ABA.

Creating an equitable cost distribution among all potential 
benefactors of AI systems is no easy feat and raises many 
challenging questions. For example, how can the total cost to 
build and maintain an AI system be estimated? What are the 
different ways the potential benefactors can share that cost 
(e.g., data sharing, monetary compensation, beta testers)? 
How is that cost monitored and distributed as clients move 
into and out of the clinical system wherein the AI system is 
used? We do not pretend to have any answers here. The cur-
rent system within much of the technology economy is for 
organizations with the skill set and data access to build an 
AI system that is then made available at a cost to potential 
consumers. That is, startups or existing technology com-
panies bear the cost and risk to develop the product and 
then recoup that cost by selling the product in a market. 
But, as noted above, relying solely on this type of a system 
will likely allow only more affluent individuals to access the 
benefits of the AI system. What creative solutions might we 
come up with to ensure equitable distribution of costs so that 
access is more just? As a historical parallel, part of the role 
of HITECH was to incentivize the adoption of electronic 
health records given the benefits to patient care. How might 
behavior analysts generate creative solutions to incentivize 
healthcare providers to collaborate and participate in build-
ing AI systems?

Table 4  List of Questions around the Ethical Use of AI Specific to the Ethical Principles of Justice from the Text

Principle Topic Question(s)

Justice Shared Access to Benefits What barriers exist to the equitable distribution of the benefits of AI systems?
How should client choice with data sharing affect their ability to access the AI system?
How can the obtained benefits to clients be observed and measured?
What systems are needed to ensure the equitable distribution of benefits?
What aspects to the current market economy distribution of technology might prevent equitable distribu-

tion of benefits from AI systems?
Shared Burden of Cost What barriers exist to the equitable distribution of the costs to build, deploy, and maintain AI systems?

How can we estimate the total cost to build and maintain an AI system?
What are the different ways potential benefactors can share that cost?
How is the cost monitored and distributed to clients as they move in and out of the clinical system where 

AI is used?
What aspects to the current market economy distribution of technology might prevent equitable distribu-

tion of costs of AI systems?
How might behavior analysts generate creative solutions to incentivize healthcare providers to participate 

in building AI systems?
Defining Equitable What definition of equitable is most appropriate or most preferred by ABA practitioners and researchers 

as AI systems are developed?
Under what conditions might different definitions of equitable be most appropriate?
Once a definition is determined as best, who is responsible for maintaining the contingencies around 

meeting that definition?

10 We appreciate that researchers can spin up neural networks for 
little-to-no cost and gather data from a few participants to train proof-
of-concept models. However, it is seems unethical to deploy one-off 
AI systems built using small-sample sizes for broad access by prac-
ticing behavior analysts. This is because of the high probability of 
bias and low generalizability of such AI systems given the lack of 
representative population level patient characteristics used to train the 
AI system. Given this article is targeting AI systems being used by 
behavior analysts in practice, here we are referencing robust AI sys-
tems that meet the legal, ethical, and clinical specifications to be used 
broadly in all or most ABA settings where the populations are likely 
to differ from those characterizing the few participants in published 
research studies.
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Defining Equitable11

To this point in this section, we have used the term equitable 
without really defining what that looks like. A final set of 
questions the field will likely need to come to consensus 
on is what definition(s) of equality we choose to use as we 
create ethical guidelines for the equitable use of AI in ABA. 
Though far from a complete list, there are at least six differ-
ent ways we can talk about defining equality (e.g., Lamont 
& Favor, 2017). These definitions include: (1) to each person 
an equal share (i.e., strict egalitarianism); (2) to each person 
according to need (i.e., welfare-based principle); (3) to each 
person according to effort (i.e., one desert-based principle as 
in deserving); (4) to each person according to contribution 
(i.e., a second desert-based principle); (5) to each person 
according to merit (i.e., a third desert-based principle); and 
(6) to each person according to free-market exchanges (i.e., 
libertarian principle). How might the field of ABA prac-
titioners rank these different principles? Further, it seems 
likely that different definitions will be most appropriate 
under different conditions. How might we identify the best 
use cases for each definition? How will equitable distribu-
tion of AI systems based on that definition be observed and 
monitored? And, who is responsible for maintaining those 
contingencies? Once we can come to an agreement on these 
questions (and others that arise), we can return to the AI 
ethics in healthcare literature to provide guidance for meth-
ods that adequately address equity issues when developing, 
building, and deploying AI technologies (e.g., Berdahl et al., 
2023).

Limitations and Future Directions

AI ethics provides a starting point for the fair and respectful 
use of this new technology, but at least two additional chal-
lenges remain. The first challenge is that AI ethics currently 
“have no teeth.” That is, there is no overarching system in 
place to maintain contingencies around adhering to, or vio-
lating, AI ethics. From a respondent and operant perspective, 
we know that simply creating guidelines is not sufficient to 
control behavior (e.g., Cleek & Leonard, 1998; Rességuier 
& Rodrigues, 2020; Shung, 2019; Somers, 2001). As a field, 
we will need to answer the many questions noted above and 
many additional questions to choose how we want AI to be 
ethically incorporated into ABA. Once answered, we will 
also have to identify how we will create contingencies to 

support adherence to those guidelines and reinforce behavior 
that moves forward this area of ethics and ABA.

The second challenge is that ethical guidelines are often 
too vague or too broad to readily apply to everyday situa-
tions (e.g., Brodhead et al., 2022; Kelly et al., 2020; Rainie 
et al., 2021). The United States and the European Union 
are attempting to directly address this challenge by devel-
oping and adopting detailed regulations around developing, 
deploying, monitoring, and maintaining AI systems (e.g., 
Broadbent & Arrieta-Kenna, 2021; Engler, 2022; Tähtien, 
2022). However, it is important these regulations are writ-
ten in a way that allows for flexible interpretation given the 
rapid advances of AI (Harris, 2021). Nonetheless, federal 
regulations and laws typically involve a standard of behav-
ior that is considered a minimum standard compared to the 
aspirational or ideal behavior described with ethical guide-
lines. Thus, practitioners and researchers will likely need to 
extend such regulations to practically and ethically guide the 
everyday behavior of people building AI systems, as well 
as to guide the use of those systems in ABA. To safely and 
ethically maximize what AI has to offer requires planning 
and forethought.

Lastly, we focused on one specific area where we adapted 
common topics discussed in AI ethics as relevant to common 
principles that inform clinical–ethical decision making by 
behavior analysts in practice. As noted in the introduction, 
the fields of technology ethics, data ethics, and AI ethics are 
broad and deep. Further, we did not discuss in detail ethical 
topics specific to experimental and applied research on the 
development of AI systems in ABA. There are, no doubt, a 
host of likely questions and concerns specific to researchers 
working in this realm that also will likely need to be raised 
and addressed as a community.

Summary

AI is increasingly being used to improve the delivery of 
healthcare services, including in ABA or in use cases with 
direct relevance to ABA (Cox & Jennings, 2023). As with 
any other technology, AI could be used by humans in a man-
ner deemed ethical or unethical. However, many important 
questions need to be answered before we can start to make 
claims about the ethical and unethical use of AI by practic-
ing behavior analysts to deliver ABA services. In this arti-
cle, we offered many starting questions that the field will 
likely need to answer around the ethical use of AI in ABA. 
While we work on answering these questions and developing 
guidelines, we should focus on emphasizing, and perhaps 
strengthening, our critical thinking skills as we make clini-
cal decisions.

11 For the reader looking to dive deeper into this area, these are 
sometimes referred to in the bioethics literature as “material princi-
ples of justice.”
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The considerations and questions described above are not 
an exhaustive list. The aim was to spark conversation so we 
can proactively make decisions about what it means to ethi-
cally use AI in ABA to make service delivery more efficient 
and to augment12 the decision making of practicing behavior 
analysts (e.g., IBM Technology, 2021). Given that ethics are 
rules meant to guide groups of people, we believe answer-
ing these questions is best accomplished collaboratively 
as a community of professionals. We hope that in starting 
this conversation others will weigh in with suggestions for 
the next steps, whether that involves creating guidelines or 
establishing committees. Fortunately, we do not have to rein-
vent the wheel. The literature on AI ethics in healthcare has 
already begun to discuss many important issues that align 
with the principles of the Belmont Report (Office of the 
Secretary, 1979), the principlist approach to ethical decision 
making offered by Beauchamp and Childress (1979) and are 
applicable to ABA service delivery. We have the opportunity 
to start considering the many ethical questions that arise 
before AI is thoroughly embedded in ABA service delivery. 
Those who want to contribute to this dialogue can join the 
conversation here: https:// endic ott. qualt rics. com/ jfe/ form/ 
SV_ 3CPDs Gp37C xSblk.
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