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Abstract

Software Cybernetics explores the interplay between software and control. Though the concepts of software and cybernetics are well known when considered in isolation, the definition and scope of Software Cybernetics is sometimes blurred due to its novelty. A definition of Software Cybernetics and the delineation of its scope are the major goals of this article. Also presented here is a brief description of some applications of Software Cybernetics.

1 Introduction

Separately, the concepts of software and cybernetics are well known and found as in the definitions extracted from an on-line dictionary.

Software [1]: The programs and procedures required to enable a computer to perform a specific task, as opposed to the physical components of the system (hardware).

Cybernetics [1]: The study of communication and control, typically involving regulatory feedback, in living organisms, in machines and organizations and their combinations, for example, in sociotechnical systems, computer controlled machines such as automata and robots.

As we can see from the definition above, Cybernetics includes software that implements a control system but does not include the control of software itself, much less the control of the software development process. For example, the design of the software for a cruise control system of an automobile is considered part of Cybernetics but the design of a software/technique to regulate the behavior of another software system is not addressed in the scope of Cybernetics. A new area is therefore needed to develop control systems with this purpose. It should be noted that the definition of control systems (as seen below) used in this new area remains unchanged.

Control Systems [1]: A control system is a device or set of devices that manage the behavior of other devices. Some devices or systems are not controllable. A control system is an interconnection of components connected or related in such a manner as to command, direct, or regulate itself or another system. A control loop is a collection of instruments and control algorithms arranged in such a fashion as to regulate a variable at a setpoint or reference value. The loop part of the name refers to the fact that most control loops make use of feedback in a continuous loop. These are referred to as closed loop control. There is also open-loop controller that does not directly make use of feedback. The most common control loop uses a feedback or PID controller.

Control theory has been successfully applied to solve problems in areas such as biology, management, and social sciences, among others. The successful application of the same concepts to control/regulate the behavior of software systems and/or of the software development process [54] in all its aspects is what we now refer to as Software Cybernetics. Software Cybernetics also includes principles and
theories in software engineering that can be applied to control engineering. In this article we provide a definition of Software Cybernetics and delineate its scope. Research in Software Cybernetics has been applied to many distinct areas such as software development, adaptive software, network security, fault tolerance, etc.; a brief description of these applications appears in Section 3.

Software Cybernetics has been consistently expanding since its inception and the community is organizing itself mainly through the International Workshop on Software Cybernetics (IWSC). However, skepticism continues to exist as some reject the feasibility/utility of regulating software systems or its development process by mathematical laws. Also, there exists a belief that control is purely a continuous approach and overlooks the fact that there do exist discrete counterparts for all continuous techniques. Moreover, even when a continuous approach is used to model the behavior of the object under consideration, a control technique can be applied at discrete time intervals. The difficulties in applying feedback control to software processes, for example, have been delineated by Lehman, Perry, and Turski [43]. One of the difficulties they point out is the immaturity of software processes and they state “... we need research to establish appropriate theories from which to derive necessary control mechanisms and experimentations to establish their settings and effects”. Although this has not yet been fully accomplished, results from research on Software Cybernetics have moved a few steps towards this goal. Another aspect contributing to the slow development and adoption of control-theoretic concepts for software is the paucity of control-system researchers involved in software engineering. Again, Software Cybernetics offers an environment where collaboration among both areas can flourish.

2 Definition and Scope

According to Norbert Wiener [72], cybernetics refers to control and communication in the man and the machine. Accordingly, one may define software cybernetics as control and communication in the software, its processes, and systems. However this definition is not satisfactory for two reasons. First, it implies that software cybernetics should cover various ad hoc control activities in software engineering and various communication mechanisms in concurrent computing. It would be difficult to distinguish software cybernetics from existing discipline of software engineering and the theories of concurrent computing. Second, the above definition rules out the possibility that the principles and theories of software engineering can be applied to control theories and engineering.

It is important to note that control is a well-established discipline, of which feedback and optimization are two central themes. Further, a solid theoretical foundation has yet to be established for the existing discipline of software engineering. Therefore, we define software cybernetics as an emerging discipline that explores the theoretically justified interplay between software and control. More specially, according to Cai et al. [11], software cybernetics addresses issues and questions that relate to: (i)-the formalization and quantification of feedback mechanisms in software processes and systems; (ii)-the adaptation of control theoretic principles to software processes and systems; (iii)-the application of the principles of software theories and engineering to control systems and processes; and (iv)-the integration of the theories of software engineering and control engineering. In response to these issues and questions, research sub-areas of software cybernetics can be divided into four
classes: fundamental principles, cybernetic software engineering, cybernetic autonomic computing, and software-enabled control.

Figure 1 presents the structure of a typical closed feedback control loop [33]. Though it is oriented towards physical systems, the same structure can be used to control software systems and software processes. The block labeled “System” in Figure 1 can be mapped to a software system or software process as the object to be controlled and the actuators could be exemplified as the process manager executing suggested changes (in case the object to be controlled is a software process), or the operating system allocating additional memory when the object under control is a software application. Clearly, the application of control requires quantification/qualification of the output variables to be controlled and the input values used to control them. This means that any measurable quantities/qualities with respect to software products and processes can be potentially controllable. For example, consider the control system proposed for the software system test phase by Cangussu et al. [21]: the controller uses the model parameters, and two inputs corresponding to the test manager’s vectors for inducing changes in the process. The control technique explicitly requires that the user be able to quantify the values of the control inputs, and implicitly requires—through the use of the model parameters—the data from which the model parameters were calibrated. This example illustrates that the data requirements of a particular application of software cybernetics are primarily dictated by the underlying model, with a small additional requirement in the specification of the expected model inputs.

It should be clear that Software Cybernetics is not the only overlap of software systems/software engineering with control theory. The implementation of a controller for a boiler system represents this overlap (software being used to implement a control mechanism). However, Software Cybernetics is more comprehensive and can be seen more as the mapping of software systems/software engineering concepts to concepts in control systems. For example, the use of control theory to regulate the amount of memory reserved for a cache system represents this mapping.

### 2.1 Fundamental Principles

The research area of Fundamental Principles (FP) is concerned with the fundamental questions and theoretical foundation of software cybernetics. Such questions include: Can the software behavior be controlled? What role can feedback play in software processes and systems? How can software behavior be modeled in the framework of software cybernetics? Three specific topics should be addressed in this research area: modeling formalism, controllability and bisimulation, and feedback complexity and bisimulation.

#### 2.1.1 Modeling Formalism

To address the question of whether software behavior can be controlled in a theoretically justified manner, it is important to examine how software behavior can be modeled. Three modeling formalisms have been proposed: formal models, dynamical system models, and controlled Markov chains. A typical formal model is the extended finite state machine (EFSM), which has been widely adopted to describe communication software behavior [3]. It is interesting to note that an EFSM can be reformulated as a closed-loop control system comprising a controlled object and a controller [57]. This implies that most software systems can be modeled as a control system.

Linear dynamic system models have been proposed to describe software testing process [21] and software service behavior [67]. In the continuous-time domain, the model is in the form of Eq. 1.

\[
\begin{cases}
\dot{x}(t) = Ax(t) + Bu(t) \\
y(t) = Cx(t) + Du(t)
\end{cases}
\]  

where \(x(t), u(t),\) and \(y(t)\) are state vector, control input, and output, respectively, and \(A, B, C,\) and \(D\) are matrices of appropriate dimension. The discrete-time counterpart of Eq. 1 is given by Eq. 2

\[
\begin{cases}
x(k + 1) = Ax(k) + Bu(k) \\
y(k) = Cx(k) + Du(k)
\end{cases}
\]  

where \(k\) denotes the \(k^{th}\) sampling instant.

Finally, controlled Markov chains have been proposed to describe the software testing process [15]. The states in a controlled Markov chain are defined by software variables of interest such as the number of defects remaining in the software under test. As distinct testing actions are applied to the software under test, the software state transitions take place in accordance with a Markov law whose probability distributions depend on the applied testing actions.

#### 2.1.2 Controllability and Bisimulation

Controllability is a fundamental concept in modern theories of control. Generally, a dynamic system is said to be controllable if there is a control input that transforms the system from an arbitrary state to the zero state in a finite length of time [24]. Further, a (formal) language of a discrete-event system is said to be controllable if the prefix closure is invariant under the occurrence of uncontrollable events [58]. On the other hand, bisimulation is a fundamental concept in process algebra and concurrent computing [52]. It determines if two processes in a computing system or two states in a state space are equivalent in some sense of actions and state transitions. Three classes of research have been delineated within the topic of controllability and bisimulation.
The first class reveals that there are inherent relationships between controllability and bisimulation[7, 59]. This is surprising and supports the suggestion that control theories and computing theories may be put into a unified theoretical framework.

The second class of research is devoted to the introduction of bisimulation relations for conventional dynamic systems [68]. It is shown that the abstract notion of bisimulation in the context of open maps may characterize the equivalence relations for discrete event systems, for conventional dynamic systems, as well as for hybrid systems [37, 40]. The third class of research is concerned with how to control a system so that the resultant closed-loop system bisimulates or approximately bisimulates another system in some sense [74].

2.1.3 Feedback Complexity and Limitation

It is well-known in the control community that feedback is not a panacea for achieving control goals. There are limitations on the role that feedback can play [62]. Normally, a closed-loop control system comprises a controller and a controlled object, which communicate with each other in a collaborative manner to achieve a given control objective. Feedback between the controller and the controlled object defines a kind of communication. On the other hand, the communication complexity theory is a well-established area in computer science, which is concerned with why communication is necessary for two collaborative agents to complete a given task [42]. A natural question arises: Can feedback limitation be formulated in the context of communication complexity theory? This research topic remains largely unexplored.

2.2 Cybernetic Software Engineering

Cybernetic software engineering (CSE) treats software development as a control problem and applies control theoretic principles to guide software process improvements and quality assurance [12]. Since a software development process is often divided into several phases such as requirement analysis, design, and testing, control theoretic principles are applied to individual phases.

2.2.1 Software Requirement Acquisition

Software requirement acquisition is an interactive process between the software development personnel and the user, and feedback is an intrinsic feature of the process. It is argued that the requirement acquisition process be treated as feedback Requirements Process Control (RPC) system, where the requirements specification of the application serves as the object to be controlled [73]. The RPC perspective can then applied to assess the quality of the requirement acquisition process and to guide the corresponding process improvement. This research area is in its early stages of development.

2.2.2 Software Synthesis

Since most software systems can be treated as a control system, it is natural to raise the question whether control theories can help guarantee the correctness of software design solutions. A modest amount of research has been devoted to address this question where the control theories of discrete-event systems are applied. In the work of Marchand and Samaan, and Wang et al. [48, 70] the software under synthesis, modeled by a polynomial dynamical system (PDS) serves as the required controller, whereas the operating environment serves as the controlled object. Sridharan et al. [66, 65] applies the theory of supervisory control to synthesize the safety controllers for ConnectedSpaces which is a collection of one or more devices, each described by its Digital Device Manual and reachable over a network. On the other hand, it is shown that software fault-tolerance can be treated as a robust supervisory control problem and the traditional idea of diverse redundancy can be avoided [14].

2.2.3 Software Test Management

A control mechanism has been used to regulate the behavior of the system test process. A mathematical model capturing the dominant behavior of the process has been developed [21]. The parameters of the model are calibrated using data from the ongoing process by means of a least squares approach. A parametric control approach is then used to regulate the process and correct problems such as schedule slippage. The approach has been statically validated using a Kronecker product to conduct a sensitivity analysis [22] and has also been successfully applied to a series of projects from large corporations [20].

2.2.4 Adaptive Testing

Adaptive testing is the software testing counterpart to adaptive control and is the outgrowth of the controlled Markov chain (CMC) approach to software testing. In the CMC approach, the software under test serves as the controlled object and is modeled by a controlled Markov chain, whereas the test strategy serves as the corresponding controller. The software under test and the test strategy make up a closed-loop feedback control system. While the test strategy uses the test history to generate or select the next set of test cases to be applied to the software under test, adaptive testing implies that the underlying parameters in the test strategy be also updated on-line during testing by using the test history. It is shown that adaptive testing can not only be applied for software reliability improvements by removing the detected
defects [15, 17], but also for software reliability assessment by freezing the code of the software under test [13].

2.3 Cybernetic Autonomic Computing

Autonomic computing (referred later in Section 3 as CAC) is an initiative launched by IBM [2]. It is aimed at making computing systems self-managing, which implies that computing should be self-configuring, self-optimizing, self-healing, and self-protecting. By cybernetic automatic computing we refer to autonomic computing achieved by applying control-theoretic or cybernetic principles and methods. Moreover, computing systems are treated as a feedback closed-loop control system and thus should be self-stabilizing. Several research topics have been addressed in the literature as follows.

2.3.1 Software-Aging Control

Aging is a phenomena widely studied in hardware reliability community. Hardware systems tend to age due to physical deterioration such that the corresponding failure rate function behaves as a non-decreasing function of the operating time. In 1990s it was observed that software systems also suffered from the aging phenomena [39, 49]. Software aging emerges as a result of computing resource contention, memory leakage, file-space fragmentation, and so on. It causes the computing systems to demonstrate performance degradation and then to hang, panic, and crash. This is particularly true for Web servers in the Internet environment. Three questions can be raised for software aging. First, what are the underlying aging mechanisms [36, 63]? Second, how can software aging be modeled [32, 45]? Finally, how can software aging be forecasted and controlled [28, 6]? Software-aging control is an interesting research area deserving of additional investigation.

2.3.2 Adaptive Software

The environments where software products are executing today have considerably increased in complexity. The number of simultaneous users on distinct platforms with different resource constraints and the dynamic interaction among all of these elements constitute the basis for this complex and often open environment such as the Internet. Adaptive software operating in the environment of this kind identifies the changes in the environment, adjust its internal architecture and/or parameters, and assesses its behavior to provide satisfactory quality of service (QoS). Feedback is an imperative kind of activity for adaptive software and a crucial problem is how to formulate, quantify and optimize the underlying feedback mechanism. Three questions have been partially addressed in the literature. First, what architectures should be adopted for adaptive software [25, 30]? Second, what control algorithms should be developed for adaptive software [56, 26, 19]? Finally, what quality attributes should be employed to assess adaptive software [46]? Adaptive software is a research topic in which control-theoretic principles and methods can play a fundamental role.

2.3.3 Self-Stabilizing Software

The notion of self-stabilization was introduced by Dijkstra in 1974 [27] and a many self-stabilizing computing algorithms has been reported in the literature [61, 29]. A system is said to be self-stabilizing if, regardless of its initial state, it is guaranteed to arrive at a legitimate state in a finite number of steps. This implies that self-stabilizing software can resume normal operation in the presence of transient software faults. Although it is observed that self-stabilization shares some concepts with self-management in autonomic computing [38], research on self-stabilizing software is still in early stages. This topic is important for two reasons. First, existing mainstream mechanisms for software fault-tolerance lack solid theoretical foundation [14] and self-stabilizing software may be considered as a new kind of fault-tolerant software that is theoretically justified. Second, the notion of self-stabilization is different from the traditional notion of Lyapunov’s stability, and self-stabilizing software may lead to a new theory of stability.

2.3.4 Autonomic Computing Prototyping

While autonomic computing systems are claimed to mimic the autonomic neurons in biological systems [31, 41], the field of autonomic computing does not currently provide researchers with a clear idea of what is required to develop an autonomic computing system [46]. What are the fundamental concepts and principles of autonomic computing? What are the qualitative and quantitative goals of autonomic computing? What are the architectures that autonomic computing systems should adopt? What are the computing models and algorithms that autonomic computing should be based on? All these questions should be addressed in the research works on autonomic computing. By autonomic computing prototyping we mean that these questions are addressed and examined by developing various prototyping systems. These can be observed in the various works presented at the international conferences on autonomic computing [4, 5].

2.4 Software-Enabled Control

Software-enabled control (referred later in Section 3 as SEC) was initially a research program launched by the U.S. Defense Advanced Research Projects Agency (DARPA) [60, 8]. The motivation for SEC is two-fold.
First, conventional control systems including adaptive control systems and robust control systems are often over-designed based on simplified models of system dynamics and well-defined operational environments. This leads to underperformance in normal environments and control vulnerabilities that arise in extreme environments such as damaged control surfaces for modern aircrafts. Second, developments in software technology have enabled new apparatus for control systems, including device networks, smart sensors, programmable actuators, and systems-on-a-chip. A challenge is how to design control/software, or how to exploit software and computation to achieve new control capabilities. This requires a new perspective of system dynamics. Besides conventional accounts of parameter uncertainty, noise, and disturbance, the new system dynamics should also take into account dynamic tasking, sensor and actuator reconfiguration, fault detection and isolation, and structural changes in plant model and dimensionality. It should also treat software as a dynamic system which has an internal state, time scales, transients and saturation points, responds to inputs, and produces outputs. SEC is now an established research area that shares the general idea of software cybernetics [60, 8]. In the following we identify three research topics that relate to SEC.

**2.4.1 Control Software Architecture**

Research in control software architecture is concerned with particular types of software architectures that fit well the implementation of complex control algorithms. There are two primary concerns. First, the control software of concern is mostly real-time embedded software. This is particularly true for airborne software of modern aircrafts. Second, monolithic structures should be avoided to reflect the closed-loop feedback feature of control systems [60, 8]. Overall, the control software architecture should follow the new perspective of system dynamics. An outgrowth of this research topic is the so-called open control platform (OCP) for Unmanned Aerial Vehicles (UAVs), which is an object-oriented software infrastructure that allows seamless integration of cross-platform software and hardware components in any control system architecture.

**2.4.2 Software-Enabled Control Synthesis**

The endeavor for software-enabled control was carried out mainly for modern aircrafts in general, and UAVs in particular. How to put flight control, flight management, task management, and software constraints into a unified framework is a grand challenge for computer science, control theory and software engineering. For example, the distributed controller enabled by emerging real-time middleware support can consist of hierarchical systems, integrated subsystems, or independent confederated systems, such as multi-vehicle systems. It is unclear how to synthesize the required coordinated control algorithms.

**2.4.3 Control Software Validation**

Conventional software validation assumes that the underlying algorithms implemented by the software under validation are given a priori and are not adjusted online. For example, conventional software testing assumes that a test oracle is given a priori. However, this assumption is not true for software-enabled control that follows the new perspective of system dynamics. Control algorithms may be adjusted or even re-configured in response to sensor/actuator failures or unexpected conditions. This may trigger the reconfiguration of control software to adopt an alternative software architecture. On the other hand, software reconfiguration in response to software component failures may require that control algorithms are updated to guarantee flight safety. There is a dynamic process of interactions between control algorithms and software systems. This imposes a challenge to software validation [60, 8].

**3 Applications of Software Cybernetics**

In this section we highlight applications developed within the research areas presented in Section 2. Since the majority of the research work falls within more than one of the areas from Section 2, we have organized the works by application area. The research topics are then individually categorized based on the four main Software Cybernetics research areas defined in Section 2 and are also listed below.

- Fundamental Principles - FP
- Cybernetic Software Engineering - CSE
- Cybernetic Autonomic Computing - CAC
- Software-Enable Control - SEC

**3.1 Process Management**

By process management we refer to the work directed toward the task of bringing control-theoretic approaches to bear on the perennial problems of software process improvement and control. Xu et al. [73] have mapped the 66 key practice areas from the Requirements Engineering Good Practice Guide [64] to the corresponding parts of a typical control system (i.e. to actuators, sensors, etc.) and sketch an overview of the process of building a Requirements Process Controller. Their work falls in the CSE area. Management of the construction phase of incremental software development is addressed by Miller [51], where a
state-model of the construction phase is proposed, and an outline given of a control strategy based on Model Predictive Control (MPC) [18]. The control attempts to minimize the deviation between the actual progress and the schedule while balancing the cost of the control resources with the cost of schedule deviation. These projects can be characterized as part of FP and CSE areas.

Modeling and control of the System Test Phase (STP) of software development within a control-theoretic formalism has been addressed Cangussu et al. [21, 22] where a state-model is constructed for the STP and a partial eigenvalue-assignment control technique is proposed. The control technique presents a test manager with a set of options which will likely achieve the quality objectives by the schedule deadline. Miller et al. propose [50] a controller for the STP model based on MPC. This work can also be characterized as part of FP and CSE areas.

Buy et al. build upon their work on time-extended Petri-nets [9, 10] to construct a supervisory controller capable of enforcing constraints on a class of workflow processes. Workflows can be used to describe many processes, including those in software development. This work is best characterized by the area of CSE.

Padberg has studied the link between software process modeling and Markov Decision Theory [55], where a model of software development is proposed as a Markov Decision Process, and an optimal schedule is derived using a dynamic programming approach. CSE again is the best characterization of this work.

3.2 Software Development

While there is a body of work proposing architecture and design elements to support software cybernetic implementations, these are out-of-scope for the present survey. Instead we focus on the actual usage of control-theoretic techniques and ideas.

The task of designing software can be aided by supervisory control techniques which commonly augment existing systems to impose constraints. Examples of design synthesis via supervisory control are given in Sections 3.1 and 3.4.

Software testing has also received considerable attention from the software cybernetics community [15]. Cai et al. [17] view the software under test as a controlled object which is modeled by a controlled Markov chain. The testing strategy is synthesized as an optimal controller of the software under test. This body of work falls within the CSE area.

Research has also focused on the application of adaptation techniques to improve random testing. Chan et al. [23] propose an adaptive center of gravity constraint to pure random testing to improve the input domain coverage with fewer tests. Cai [16] proposes a dynamic partitioning of the input domain for random testing to improve the test selection process. As above, CSE characterizes this work.

3.3 Adaptive Software

Control-theoretic foundations for the construction of adaptive software have been studied [19, 26, 56]. For example, a system identification technique is used to capture the behavior of a software application with respect to a specified resource usage [19]. The derived model is then used to predict constraint violations and the software is adapted accordingly to avoid such violations. An increase in software robustness is achieved with this adaptation. The work on adaptive systems is better characterized by the CAC research area.

3.4 Safety

Software cybernetics has been used to address the enforcement of safety policies in collaborative environments. Sridharan et al. [65, 66] propose a safety enforcement environment called “ConnectedSpaces” with a formalism for describing and exchanging the safety policy of a device within a ConnectedSpace. A form of supervisory control is then applied to achieve online generation of a safety controller for the ConnectedSpace that adapts as devices enter and exit the ConnectedSpace. This research project involves both areas of FP and CSE.

Adaptive software introduces its own safety concerns: Is it possible for the adaptation to fail and leave the system in a dangerous state? This issue is addressed by Liu et al. [47] where a stability monitor is constructed based on Lyapunov Stability Theory [75]. The stability monitor determines whether the current data will prevent the adaptation process from converging (i.e. due to abnormal or incorrect data) and, if so, it prevents the data from reaching the adaptation routine. FP and CAC characterizes these projects.

3.5 Networking

Techniques based on control theory have been applied to common problems in networking as well. Moerdyk et al. [53] propose a hybrid optimal controller based on Model Predictive Control which achieves load-balancing in a cluster of computer nodes.

Tan et al. [71] propose a technique for handling high-bandwidth traffic aggregates (e.g. DOS attacks) by installing rate throttles in upstream routers and building control-theoretic algorithms to adaptively, robustly, and fairly set the throttle rates at the routers. CAC can be used to characterize the projects in this section.
3.6 Fault Tolerance

Software rejuvenation refers to the idea that software can repair its internal state to prevent a more severe future failure. A framework for adaptive software rejuvenation is proposed by Bao et al. [6] with examples given for monitoring and adapting the rejuvenation schedule in response to resource loss (e.g., memory leaks.)

A self-stabilizing program is one which guarantees the arrival at a legitimate state after a finite number of steps, regardless of the initial state [27]. Gouda and Herman [34] relate program adaptation to self-stabilization in the context of fault tolerance. The research areas of CAC and SEC characterize these projects.

3.7 Information security

Venkatesan and Bhattacharya [69] propose a threat-adaptive security policy in which a trust model is developed as a finite state machine from a set of rules specifying how trust is to be adjusted. Depending on the level of trust, the system requires varying levels of authentication; the intent is to improve performance while retaining control over the access of untrusted users.

An approach to security quantification is proposed by Griffin at al. [35]. A state-space representation of security is proposed, followed by a stochastic attack model. Analysis of the pair yields estimates of mean time-to-failure, the probability of reaching a particular fail-state, and a method of optimizing the security policy. FP and CSE are a good characterization for these work.

4 Future Directions

Many areas have already benefited from the use of control theoretical aspects but much more needs to be explored. There is always the alternative of increasing the number of areas where Software Cybernetics can be applied. This is naturally occurring as more and more researchers embrace the benefits of applying control techniques and theories within their research areas. The diverse areas surveyed in Section 3 provide a clear indication of this phenomena. However, most of the research on Software Cybernetics can be considered to be in their preliminary stages and much more detailed solutions with a full body of results/concepts must be in place before Software Cybernetics can achieve a reasonable level of maturity.

For example, the work on software project management has been almost restricted to the final phases of the development process or more specifically to the testing phases. This is due to the fact that later phases are easier to quantify and less subjective than early phases of the development process. The lack of better and/or more precise quantification mechanisms to represent early phases are not only a matter of their subjectivity but also due to the immaturity of software engineering [43]. Clearly, Software Cybernetics research in this area has to move towards all the phases of the development process until a full body of models and control mechanisms are in place to regulate the entire development process.

Another aspect to be considered is how Software Cybernetics will require the development of new techniques (or the adjustment of existing ones) used in control. For example, the quantification of noise is well understood and used when controlling physical systems. However, noise in software is difficult to quantify. Though most researchers make assumptions about noise (for example, assuming a White Gaussian (Normal) random noise [44], \( w[n] \sim \mathcal{N}[0, \sigma^2] \), of zero mean and variance \( \sigma^2 \) at an instant \( n \) to represent noise), we believe that there has not been a detailed study about the quantification of noise for software systems. The availability of such study may lead to the development of new techniques to handle the specifics of software systems.

5 Concluding Remarks

Control theory is a tool that can be used to regulate systems and processes. Software systems do not operate in a static environment and many aspects of software (either at operating system, networking, or application level) need to be regulated to improve performance, increase reliability, and even regulate resource usage. Similarly, the same concepts can be applied to regulate the development process of a software product. Software Cybernetics is therefore an area that brings together researchers from both the software and the control systems communities to develop solutions for these problems. The initial results of research projects on Software Cybernetics are an indication of the benefits of molding this new exciting area. Developments targeting network security, safety, testing process, and fault tolerance, among others, demonstrate this potential.
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