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Abstract

Cooperatiormsa meanto adaptto dynamicenvironmentss well knownin animalworld from the socialinsectsup to
primates.But similar behaviorseemsdo existalsoin simpleunicellularmicrobesln this papera novel approachfor a
very applicationorientedmulti-agentsystemis taken.The principlesof this robot societyare derivedfrom bacteria,
which are here consideredas multicellurar organisms.The analogy from Nature includes bacteria’s ability to
communicateghroughchemicalsubstancegp form a colony (a society)andto actasa predatorhuntingfor food. The
conceptis testedin simulations,wherethe behaviorof the societyis usedto demonstratédhow the extensiveuse of
chemicalin a closedwater circuit for algaeremoval could be minimized with a collective cooperationof mobile
underwaterobots.Additionally, someearly testswith the first generatiorsocietymemberwill be shownin orderto
validate some of the simulation results including a simple topological mapping and navigation method.
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1. Introduction

Oneof the main streamdn today’sadvancedoboticsresearclis clearly going towardsreplicatingthe structuresand
behaviorsof highly intelligent organismsThe scalingup from more or lesstoy problemsto more seriousoneshas
alwaysbeenvery difficult; a sufficient redundancyis quite hard to build whenthe working environmentstartsto be
real,i.e. really complex.In severalstudies,including e.g.[1] and[2], the sourceof inspirationhasbeenfound from
socialinsects.The multi-agentbasedapproactoriginatedfrom Nature,asa solutionfor the redundancyproblemhas
gaineda lot of interestlately, andvariousresearctgroupsall overthe world areworking with the conceptOneof the
earliestpapers[3] presentedjuite revolutionaryideasfor the use of thesesystems][4], [5] and [6] illustrate how
cooperatiorcan emergefrom simpleinteractionsbetweenagentsand the environment.In [7], [8], [9], and[10] the
“social” relationshipgn multi-robot systemsverestudied.In Japarthe researcraroundthe conceptCellular Robotics
has beenespeciallyvivid (see,e.g.[11] and [12]) undera larger conceptcalled Distributed AutonomousRobotic
Systems (see, [13] and [14]).

In processndustrythe problemsabouthow to monitor the internal stateof the procesan real-timeandhow to make
local adjustmentsn reactionconditionsare still mainly unsolved.Normally the sensorausedin monitoring are fixed
andthuswill only provideinformationfrom certainselectecpartsof the processLocal adjustmenthiavebeenhardto
implement,if not totally impossible,and thusthe control hasbeenbasedmore or lesson the overall control of the
system.This hasled e.g. to an extensiveuse of chemicals,which is both expensiveand causesoften unwanted
residualsandpollution. A solutionfor thesetwo problemscould be a robotic sensor/actuatasociety,which is capable
of operatinginside the processas a kind of local actuatoror as a "precisionweapon”.The principles of this new
distributed autonomousrobotic systemare derived from bacteria, which have beenonly recently consideredas
multicellurar organisms.The analogy from Nature includes bacteria’sability to communicatethrough chemical
messages, to form a colony (a societyiito actaspredatorhuntingfor food. Thesebehaviorswill beimplementedo
a physicalrobot society operatinginside a 3D demo process.The adaptationof the robot societyis basedon the
learning the topology of the environment along with the ability to operate together.

The conceptis testedin simulations,wherethesebehaviorswill be usedto demonstraténow the extensivechemical
usefor algaeremovalin a closedwater circuit, for examplein a papermachine,could be replacedwith a kind of
precisionweaponpolicy of the robot society.In the implementatiorphaseof this projecta modified robot societywill
be used in a pulp plant, where it first provides valuable distributed 3D sensory inforfnaticthe bleachingprocess.
Later on more active operation of the society will be addressed (i.e. the algae removal task).



Fig. 1a - 1b. Society member inside the test environment.

2. The interesting world of bacteria

Until recentlybacteriaweremoreor lessconsideredo be really simple unicellular microbes,eventhoughtherehave
been studies proofing opposite already at the beginning of this century. tddocattebeforethe prejudicesnverewon,
and the idea of bacteriaas multicellular organismswith abilities to form communities,hunt in groupsand even
communicatewith eachotherswere accepted15]. All thesefeatureswere beforeconsideredo existsonly in higher
level organisms Someof thosefeaturesare actually quite astonishingMyxobacteriahavebeencommonlyusedasan
exampleillustrating the aggregatiorand motion behaviorsamongthesesmall creatures Time-lapsemotion pictures
wherethousand®of bacteriaare moving throughextracellularslime extractedby themin a very harmonicway, will
convinceeventhe most skepticalviewer, that there actually exists social relationshipsamongthe colony members.
[16] showthat Escheriacoli bacteriaare able to aggregatdo stablepatternswith remarkableregularity. This self-
organizationis mainly causedby a one sort of chemotaxiswherethe bacteriaare moving along the gradientsof a
chemicalattractanthattheyareself excreting.Anotherfascinatingfeaturecanbe found from somepredatoryspecies
living in anaquaticenvironmentThesebacteriahavean elegantway to huntandeatin complexenvironmentsThe
coloniesare secretingenzymeghat are dissolvingthe protectiveouter layer of the prey microbes.The problemto be
solvedin orderto guaranteesuccessfukating,is to makesurethat the enzymeswill havetime to effecton the prey
colonies. The predator colony uses a following strategy: it surrounds the prey (actually it takes the prey inside a kind of
pocket),andthenit will emittheenzymesThis will providea maximumeffectandthe predatorcanusethe nutrition
of the prey colony without losing valuable energy to the surrounding environment.

3. The bacterium robot society

Societiesare formed as collaborativestructuresto executetasksthat are not possibleor are otherwisedifficult for
individuals alone. There are many types of biological societies(e.g. ants, termites, bees)but societiesformed by
machines or robotarestill rare. The conceptoffers, however,interestingpossibilitiesespeciallyin applicationswvhere
alongtermfully autonomou®perationis neededand/orthe work to be donecanbe executedn a parallelway by a
groupof individuals[8]. The practicalgoal of the robotsocietyconcepis to constructa kind of “distributedrobot” or
“group robot”, which canexecutetaskswhich are definedby the useror the “society controller”, like in the caseof a
conventionaindustrialrobot. This meansthat the behaviourof the societymustbe, to someextent,controllablefrom
outsideandthat the societymustthushaveinformationconnectiornto the controller. However,it is importantfrom a
practicalpoint of view that this connectionis not built to every memberof the society,but ratherto its information
system.This is becausea society may include a large number of membersthat are locatedin placeswhere a
communicatiorsystemis difficult to build. Basicallythe communicationin a societyis doneon memberto member
basesor in particular casesonly with indirect methods,i.e. through changingthe environment.The main society
featuresare emergingsystemandself-organizationln anemergingsystemwe are just dealingwith the designon the
memberevel. Without specifyingany taskfunction a meaningfuloperationon the societylevel shouldbe observable.
In a self-organizing system the society miss®achievedhroughan algorithmicrealizationof searchindfunctional
neighbours™(e.g.tasksequencegppologicalneighboursjnformation sources)lnspiredby the multicellular behavior
of bacteria we started to implement a robot society, which would both be an industrially oriented as well as biologically
analogougo someof the fascinatingfeaturesof bacteria.The societyis going to be implementedin two separate
phasesfirst phasewasaboutbuilding a real societyof robotsoperatinginside a demoprocessbuild in our premises,
and then a modified robot society will be installed to a pulp mill.



3.1 Society member prototypes

We developed ball-shapedautonomousinderwaterrobot, SUBMAR (SmartUnderwaterBall for Measuremenand
Actuating Routines),for a societymemberprototype.For more detailedpresentatiorsee[17]. The diameterof the
robotis 11 cm andthe casingis madeout of plastic. The first generation prototypehasa transputeras processor,
pressure and temperature sensors atlifing tank for vertical movementsThe second generation robotis alsobased
on a transputerput it hasanothertank for reagenttransportationand a conductivity sensor.The third generation
robot, which is now in testing phase, uses a 16-bit microcontroller with flash memory and an inductive
communicatiorunit. The robotsare shownin Fig. 2. More precisedescriptionof theserobot versionscan be found
from [18]. The following generationsof robots, intendedto be usedin particular industrial environments,will
naturally be tailored for eachcaseseparatelyHarshenvironmentakonditionswill requirea lot from the casingand
the componentsThe miniaturizationtechnicsand bio-sensottechnologywill provide sensorsaand actuatorsenabling
large societies with really small robots in the near future.

3.2 The demo process

The first placeto testrobot prototypesand the conceptas a whole, is a simple processenvironmentbuilt in our
laboratory. This demo process contains several types and shapes of process parts (Fig. 3).

Fig 2. Three generation of SUBMARS. Fig. 3. The demo process

A pumpis usedto providewatercirculation,a largeresistoris installedfor warmingup the water,an ultrasonicflow
meter andseverakemperaturesensorsare connectedo a digital automatiorsystem.The whole processs madeout of
transparenplasticwith a volumeof 700 liters. The operator-societgonnectiorwill be done,whenneededthrougha
tag memoryinterface,i.e. in robotthereis a specialread/writeunit, which can be usedto interfacean onboardtag
memory. Similar read/write units are located around the process enabling messages to and from the operator.

3.3 Society simulator

In orderto validatethe behaviorof a robot societyasa solutionfor a complexreal world problem,beforewe could
produceten(s)of real robotsfor the bacteriumsociety,a societysimulatorwasneededThe simulatorwas codedwith
OpenGL in Silicon Graphicsindigo2to representhe 3D world with complexdynamics(seeFig. 4). The extensive
calculationmakeson-line simulationquite slow. Howeverwhenthe graphicsupdatingis off, the speedwill be much
fasterand the simulatorcan provide the neededstatisticaldata. Basic flow dynamicsare combinedto the features
extractedrom thereal processThe otherfeaturesof the simulationlike robots’ control structuresgcollision handling
and diffusion of the poisonare basedon the testingdonewith real a robot. The diffusion modelis a modified 3D
version of 2D model presented in [19]. Additionally the flow vectors have ¢heiimpactto the diffusion rateandto
its direction. The operatorcan adjustvariousparametersuchasthe communicatiorrange,algaegrowth, numberof
membersgetc. On the lower window is shownthe contentsof a selectedmember’'stag memory. This window will
illustrate, for example what is the energy level of the robot. It indicatehialsthe memberearnsits environmenin
a form a topologicalmap (presentedater in chapter6.). A possibility to createlog files was also includedto the
simulator.
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Fig. 4. The outlook of a 3D society simulator.

3.4 Industrial applications

In orderto avoidthe scale-upproblem,the conceptwas developedrom the beginningkeepingindustrialapplications
in mind. The systemis first going to be usedas a distributedmeasuremensystemin a pulp bleachprocess.The
processconsistsof seriesof high bleachingtowerswith long retentiontimes.To be ableto control the quality of the
batch,the operatorshaveto monitor what is going on inside thesehuge towers.In first phasethe societywill be
injectedinto a tower from the bottom.Insidethe towerthereis a massflowgoing upwards.The normal practiceis to
take sampledrom the top of the towers.Samplesare then analyzedoff-line in a laboratory.With the mobile sensor
society,the delaywill be muchshorter;the operatorswill geta detailedpicture of whatis happeningnsidethe first
tower immediately when the members emerge from the tower. In future it is possible that a commusyiseiomill
be built insidethetower. In this way the operatorswill receiveon-line 3D informationfrom the processOtherfuture
application will possibly be process inspection and cleaning. In large water storage, like in closed water circuit inside a
papermachine,biological growth causegproblemsto water quality. The developedsociety could detectand remove
unwanted algae growth with relatively small use of chemicals. The cost savings in bothitaseseally substantial.
In the following we consider the principles of such society.

4. Collective cooperation

In [20] somebiologically inspired experimentswere conductedin order to study collective and cooperativegroup
behaviors. The authorsmadea distinction betweenra collective noncooperativdehaviorand a collective cooperative
behavior.The formeris just a casewheregreatemumberof agentswill accomplishthe taskfasterthanfewer (usually
up to somelimit) andthelatteris the actualcasewheresomekind of cooperatiorbetweerthe agentsis neededefore
the task can be finished. Usually cooperationin multi-agent systemsis linked to direct communicationbut the
cooperationcan also be basedon an indirect communication.This indirect communicationtakesplace, when the
agentsare communicatingonly by changingand detectingthe changedn their environment.In animalworld ants
communicatethrough chemical messagegas well as through tactile messages)and bacteriaemit bacteriocinto
provide somekind of informationfor the othermembersn their colony. [21] pointedout that a conceptstigmergy,
“the productionof a certainbehaviorin agentsasa consequencef the effectsproducedin the local environmentoy
previousbehavior”,is not strictly restrictedto building structuresput it canalsobe found for examplein antstrail
requirementsThus in many casestigmergyand indirect communicationcan be consideredio representhe same
phenomena.

4.1 The task domain

The indirect communication/stigmergy is also used in our case. It is implementeddqoatitenvironment’difficult
conditionswith chemicalmessagesThe ideais to usethe societyas a distributedsensorysystem,which will search
the environmeniooking for algaegrowth. Whena growth hasbeendetecteddy a singlemember(Fig. 5a), it startsto



recruit the othersby using chemicalmessageseleasedo the liquid (Fig. 5b). After a while a clusterwill be formed
andthe societywill actcooperativelyas a precisionweapon(Fig. 5¢) and removealgaegrowth locally with a very
small amount of chemicals (Fig. 5d).

Fig. 5a. Algae growth Fig. 5b. Recruitment Fig. 5¢. Cooperation Fig. 5d. Job done

The problemsin the scenariopresentedaboveare mainly causedby the poor mobility of the membersand by the
dynamicenvironmenf(i.e. the procesdlows). If a memberafter detectingthe growth tries immediatelyto land on the
bacterialgrowth, it will mostlikely fail and landson a wrong place.The only possiblesolution is to provide the
members a way to build some sort of primitive map of the environment and thus make simple planning possible.

5. Member’s behavioral repertoire

Both the real and simulatedrobotsuse behavior-basedontrol structures(seee.g.[22], [23] and[24] for overview).
Usedstructureshavesimilaritieswith both subsumptiorf25] andwith Arkin’s schema-basefl26] and[27] systems.
Membershavea specialsensoiblock (i.e. perception -behavior), which takescareof the interfaceto the sensorsThe
used sensors include: pressure, redox, conductivity and energy status €@mtoestherhandwe haveimplemented
an another hardware related block (i.eaation -behavior) which takescareof the control of the two motors(i.e. the
diving tank and the poisontank), which is basedon the information it receivesfrom the parallel behaviorblocks.
These behaviors, whidire presentedater on, include: stagnation.recovery, self-sufficiency, make.map, altruistic and
remove.algae.

6. Topological mapping

The membersof the society, with a very limited ability to move actively, have to have some kind of spatial
representation model of thesnvironmentg.g.atopologicalmap,in orderto work efficiently togetherasa society.In
a complexunderwaternvironmentany absolutelocalizationmethodwould be difficult to construct.Fortunatelythe
conceptof robot society providesa way to solve this problem.An individual member'smap neednot to be highly
accurate. It inoughthatdifferent procesgartscanbe clearly recognizedThe cooperatiorbetweersocietymembers
will thenmaketheir mapsmoredetailed.Needlesdo say,an adaptiveelementmustbe includedto the usedmapping.
Mataric [28] pointed out, that eventhoughfixing and finding of landmarksis usually basedon vision, this isn’t
obligatory.Animals areknownto usevariousof typesof landmarksjncluding tactile and auditory. Mataric presented
a neurobiologially-feasibleognitive mapping,implementedvith an autonomousnobile robot, wherelandmarkswere
definedascombinationsof the robot'smotionandit’'s sensoryinput. The map producedby the robot containednodes
(i.e. landmarks)and topologicallinks betweendifferent nodes,which indicatetheir spatialadjacency We choseto
representhe environmentwith a directedgraph,wherea nodein the graphrepresentan event(or a landmark)and
an edge stands for transit from one event to an another.

6.1 What is needed?

As an essential part of this mapping is the behavior, which prevent deadlocks. In a process envitundeswatiocks
are usually related to two types of events. The robot can get stuck to the bottom/ceiling of some tank or iigtm end
a strongturbulence.To copewith theseproblems,the robot was equippedwith a so called stagnation.recovery -
behavior.This behaviorwill startthe whole missionafterthe membersare put insidethe procesginto a tank with an
openceiling). A memberstay on the surfacefor a while, put after N measurementgusually N = 20) with same
pressurevalues,the stagnation.recovery -behaviorwill becomeactiveand the memberwill takesomewaterinsideto

its tank andt dives.On the otherhand,if the memberis stuckedto the bottomof a tank, wherethe currentsareslow,

this behaviorwill inject somewaterout of the diving tankandtherobotwill rise backto the current.To survivefrom

the latter problem(i.e. from strongturbulence) the behaviorjust changesobot’s specificweight time to time (after
10*N measurements).his behavior,designedo recoverfrom a stagnationjs actuallyalsoincreasingthe searching



power of the robot, and thus making it possible for the robot to extfleenvironmeniproperly.While it isn’t active,
therobotis moving alongthe main processcurrents,but whenit becomesactive, it will enablethe discoveryof new
areas outside the main flow (i.e. the ceilings and the bottoms of various tanks and areas behind some turbulence).

6.2 The mapping algorithm (i.e. make.map -behavior)

The mapping is based on only one semseasurementn this casea pressuresensor.Theseareusedto detectevents,
wherethe motion characteichangesin this caseit meansthatthe movementhangegrom going downto halt, from

halt to going down, from going up to halt and from halt to going up. The amountof dataaboutthe environment
obtained by this way is very limitedndwe haveto accepthe fact thatsomeerrorsandoverlappingtakeplace.To be
ableto dealwith this fact, the mappinghasto havesomekind of adaptatiorcapability.In [29] a conceptcalled APN

(Adaptive PlaceNetwork) was presentedlt provideda spatialrepresentatiorand a learning capability to a mobile
autonomous robot. Even though the APN uses quite a lot of informetndet) is difficult or in somecasesmpossible
to obtainin our 3D environmentwe implementeda modified versionof the APN in our bacteriumrobot society.This

principle is shortly described in the following.

Whena newlink is createdt is alsolabeledwith a confidencevaluec [0 [0,1]. This valuewill basicallyestimatehow
realthecreatedink is, i.e. doesit really existsor is it just somekind of sensorerror or dueto somecollision between
the societymembers At the beginningof the lifespanof a link the valuec is setto c,. If the robot hastraveled
through a certain link then the value of this link is increased with the following equation:

w1 TN +H(1-N)*c, 1)

wherel is the learningrate.After Nn.gesnodeshavebeendetectedhe valuesof all links arereducedaccordingto the
following formula,

t+1 T(LA)*c, (2)

When this value goes below a threshold named;astiie link will disappear fronthe adjacencymatrix. If it happens
that, all links that were connectingnodeto the graphwill be deleted,then alsothe nodewill be removedfrom the

graph.Thusthe sizeof the matrix won't explodein caseof severaimembersare operatingin the sameworking area.
For more detailed presentation $&8]. This kind of updatingof the links andnodeswill providetherobotsomekind

of primitive way to understandvhat is going on aroundit without any active communication.Collisions between
society members will create nodes, which will be eventually removed from the graph.

6.3 Preliminary results by using one real robot
The actualalgorithmwasinitially developedwith the dataobtainedfrom a real robot. The robotwasoperatinginside

the processand simultaneouslymeasuringpressurevaluesoncein a second.In Fig. 6 is shownthe datafrom a test
run.
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6.4 Preliminary results by using the multi-robot simulator

Along with these initial tests implemented with a real robot, the society simulator was used to study the behavior of the
society. The preliminary simulationsverified the obviousfact, that the parameterglike learningrate, etc.) in the
make.map- algorithm had a vestrongeffecton the form andsizeof the map.In the following teststheseparameters

were fixed and the only variable was the numberof membersin the society. First we studiedhow a single agent
behavedn a simulator.In Fig 8a the adjacencymatrix is shownafter 300 node creations.The matrix contains16
nodesandin Fig. 8b only links with confidencevalue greaterthan 0.5 areillustrated. This figure showshow some

kind of “basic cycle” is already detectable (i.e. the robot’s main route inside the process).
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Fig 8a. An adjacency matrix for a single agent after Fig. 8b. Topological map drawn on
1/2 simulation time. Darkened numbers top of process picture.
represents links that are drawn in Fig. 8b.

When the simulationterminated,the topology of the processwas quite well-known to the agent.The size of the
adjacencymatrix wasstill the sameandthe confidencevaluesfor the nodeswere quite high, indicating thus clearly
the existence of the learning capability (Fig. 9a - 9b).
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Next the numberof memberswvasincreasedo 10. The resultsare shownbelow. The size of the adjacencymatrix is
obviouslylargerdueto the multiple collisions causecby the presenceof 10 societymembersThe confidencevalues
are thus mainly quite low and the topological map is also very inadequate, as is shown in Fig.10a - 10b.
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Fig 10a. An adjacency matrix for an agent after Fig. 10b. Topological map drawn on
half simulation time with 10 member society top of the process picture.
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Whenthe simulationproceedsthe main nodeswill becomemore evidentandthe topologicalmapwill geta familiar
form (see Fig. 11a - 11b). Even though the members are colliding a lot, these events are forgotten quite fast.

1"
193 42 42 59 58 14 109 192 194 111 190 20 194 155 155 59 59 76 76 43 43 194 ¢ C Iy
0 193 0 69 0 0 0 0 0 0 0 57 0 0 0 42 0 30 0 0 0 0 0 0
1 42 0 0 69 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10
2 42 0 0 0868 O 0 O O O O O o O o O o0 O o O0O o 0 O —_ n I I ies
3 59 0 0 0 0 68 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 g I Il II | 1
4 58 0 0 0 0 0 0O O O O O 067/ 0 O O O O O O O 0O O ) 1] o0 |4
5 14 0 0 0 0 0 0 0 0 66 0 0 0 0 0 0 0 0 0 0 50 0 0 = 3
6 109 0 0 0 0 0 0 0 57 0 0 0 0 0 0 0 0 0 0 0 0 0 0 E;
7 192 54 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ]
8 194 66 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 T%o N
9 111 0 0 0 0 0 0 59 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
10 190 45 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6 <@
11 20 0 0 0 0 0 65 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
12 194 33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
13 155 0 0 0 0 0 0 0 0 0 0 0 0 0 0 42 0 0 0 0 0 0 0
14 155 0 0 0 0 0 0 0 0 0 0 42 0 0 0 0 0 0 0 0 0 0 0
15 59 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 30 0 0 0 0 0
16 59 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 30 0 0 0 0
17 76 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 30 0 0 0
18 6 0 0 O O O O O O O O O 03 O0 0 0 0 0 0 0 0 O __]’L——“—J 8
19 43 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 *—
20 438 0 0 0 0 0O 0O 0O O 0O O O O O O O 0O 0 O O O O 50 e
21 194 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Fig 11a. An adjacency matrix for an agent after Fig.11b. Topological map drawn on
full simulation time with 10 member society top of the process picture.

7. Self-sufficiency

To be able to work autonomously the society has to be self-sufficient in terms of energy consumption, i.e. there must be
someway for robotsto monitor and rechargetheir batteriesduring the mission. The aquaticenvironmentwith flows
will require quite a lot from this kind of behavior,especiallywhen the robotshaveso limited capabilitiesto move
actively. The robots monitor the status of their batteries. At the same timehdr@hotsarelearningthe topologyof
the process, thegrelooking for the energyrefilling station(s) Whena robothappengo comea crossa fuel station,it
will receiverewardin a form of anincreasecenergylevel. Thesekind of placesarethennaturally mappedj.e. they
are connectedto certain nodesin the graph. After this the robot can actively try to reach (i.e. to navigate)the
recharging place. So far this behavior is only implementethiulations but the designof thereal rechargingstation
is going on. The actualrechargingwill be basedon inductive energytransmissiorbetweentwo coils, seeFig. 12.
Theserechargingstationscan be usedalsofor unloadingsamplescollectedby the societymembersThe principlesof
this valuable “foraging” behavior are presented in [18].

self-sufficiency
get current.node from make.map
IF
(energy.status.new > energy.status.old)
energy.node = current.node
(energy.status.new < energy.low)
IF

Sensor for
starting / stopping
recharging

Primary coil of the
transformator around
the recharge unit

Secondary coil
inside SUBMAR

(current.node = energy.node)
recharge
ELSE
ask the closest energy.node
go to that node l

Fig. 12a-12b. The self-sufficiency behavior and the energy station. The energy transmission will be done inductively in
each comb separately.



8. Algae removal - Getting the job done

The actualtaskfor the societyis to find andto destroythe algaegrowth that canbe found mainly from placeswhere
the flow speeds closeto zero. Thesegrowthscan be found by usinga redoxsensorin our demoprocess.The algae
growth will “output” oxygen. (In a real industrial process the target edetectedvith someothermethods.\When
a robot detectshat dissolvedoxygenlevel is higherthana threshold(T eqox1), the robotwill adjustits specificweight
and it will try to land orthe growth (Fig. 13a).Whenit is on the bottom,andthelevelis still abovethethresholdthe

robotwill opena valveandwill startto releasea chemical(KMnQ,4) from the “poisontank” asshownin Fig. 13b. By

doing this it will actually start a recruiting of the other members. The rate digkelving(c,ny) is very small, but big

enoughto be detectedocally by the otherswith a conductivitysensorWhenan anothemrobot detectsthe presencef

this chemical, it willtry to go to the sameplace.Usuallythe currentwill preventa directlandingon the growth. Thus
the only solution for a successful landing is to use a topological map in theincelddtion.Dueto the limited moving
capabilitiesthe navigationstrategyis very straightforward:if the targetnodeis locateddeeperthan the nodefrom

wherethereis a link to the target,the robot takesmaximumamountof waterin, andif the targetis closerto the
surface the robot will change its specific weight lighter. When the robot reaches the algae growth it valfedtzatse
the samechemicalwith the samerate. And the otherrobotswill dothe same Finally the combinedconcentrationrate
will go overathreshold(cimit), andthe nextrobotto join the groupwill openit’s poisonvalveto it's maximum(Cmay)

as shown in Fig. 13c.

Fig. 13a- 13d. A singlesocietymemberperformingthe removealgae-behavior.In Fig. 13athe robothasdetectedan
algaegrowth andlandson the bottom.In nextfigure it startsto outputchemicalin orderto recruit other members.
Below on the left the memberwill outputthe chemicalwith maximumspeed,andin the last picture the robot has
already left the tank and the “poison” is slowly dispersing.

This will raisethetotal concentratiorabovethreshold(ciy;t) alsoin the cluster.Whenthe otherrobotsdetectthis they
will alsoreleaseall their chemicalsThis will providethe cooperationandthe societyis actingasa precisionweapon
(Fig. 13d). With smallamountof poisonthe societyis ableto removealgaefrom a processthusreplacingthe normal
massiveuseof chemical.To replacethe societywith a single more sophisticatedobot havinga large chemicaltank,
would also mean thahe sizeof this robotwould be unsuitablefor procesenvironmentnarrowpipelines).Besidesa
malfunction in this robot would cause a failure in the mission.rémeve.algae -behavior is shown below.



remove.algae

get current.node
IF
(conductivity < limit.small) --no concentration found
IF
(dissolved oxygen = TRUE) --the robot detects an algae growth and starts to recruit
node.work = current.node --other members
go to node.work in next cycle
release poison (small output)
(conductivity > limit.large) -- high concentration of chemical in the water nearby
node.work = current.node
go to node.work in next cycle
release poison (large output)
(conductivity > limit.small) --small concentration of chemical in the water nearby
node.work = current.node
go to node.work in next cycle
release poison (small output)

9. Communication through tag memories

9.1 Fixed memories

The third generatiormembersof the societyare equippedwith a tag memoryand with the ability to readand write
thesememoriesOnboardthe robotthereis a specialread/write-unit, which consistsof a simple microcontrollerand
an antennaeTheseare usedto provide the membersa way to communicate Around the processthere are a few
communicationstations. Thesestationsuse coil antennaswvrappedaroundthe processpipes. Theseantennasare
connectedo read/write-units. Whena memberwantsto senda messagedo anothermembersof the society, it will

leavethis messagédo the communicationstation.When anothermemberof the societyhappengo passthe scenejt

will receivethe messageavhile passingthroughthe antennadoop. The systemis more preciselypresentedn [18].
This kind of communicatiorrequiresmoreor lessactive operationfrom outside(i.e. the operationof the read/write-
units), but when the idea is refined ahead a more passive system can be daheadét@ndthis passivesystemis to
useonly tag memoriedlocatedto strategicplacesinsidethe processThey will improvethe society’sperformanceby
providing a mediathroughwhich the memberscancommunicateA logical placefor a tag memorywill beinsidethe
energy recharging station. While loading the energy, the membeaisareadthe messageand maybeleavesomeof
its own messagesl he constantlow of energythroughthis reloadingwill makethis type of communicatiorpossible.
Thesetag memorylocationswill be discoveredy the memberamovingin a processandthey arethenmarkedto the
map for further use.

9.2 Members as mobile tag memories

The communicatiorcan be further improvedby implementinga conceptwhich could be calledas altruistic behavior
in a society.A relatedidea was earlier presentedn [30], wherethe robotswere able to transportintelligent Data
Carriers(IDCs) to their operationenvironmentandthusmakethe operationmoreefficient throughthe creationof an
own local world based on the known landmarks. Here the robots won't leave any memories, busamsésaeinbers
of the society will sacrifice their own work for the sake of the society, and they will start to operateas fixed
blackboards (landmarks). The place is chosen from the menthapandthentherobotwill goto thatnodeandstay
there. After it hasettledto thelocation,it will startto senda signaloutindicatingits existenceThis messagevill be
sendout until a certainnumberof membershavevisited the location,and thus makethe locationas a part of their
map.Whenanothermemberwill detectthis “indication” messageit canleavea messagéo this storageor readthe
previousmessageseft there by the other membersof the society. This whole conceptfollows the sameideaasthe
societyasa whole: it doesn'tmattereventhoughsomeof the memberswill die, the restof themwill still do the job.
The mainproblemis to chosea correctmechanismyhich will makethe decisionthata membershouldstartto actas
a blackboard: Memberwith somesort of malfunctionor almostwithout energywill startto behaveasa blackboard.
Furthermoreif a memberhas permanentlygot stucked,it can still be useful for the societyby startingto actasa
blackboard.Other possibilitiesto be studiedinclude the case,where the decisionhas beenlinked directly to the
developmenbf the map: if the map seemsto stay unchangedor a long time (i.e. the mappingis complete),the
memberwill startto operateas a blackboard.Neverthelesghe decisionmust be madein a memberwithout any



knowledge from th@thermemberslf the memberstaysunnoticedfor a certainperiodof time, the locationis useless,
and the member has to change its position to a better one. From an engineering point of view, the opactit@iycan
guide the creation and locations of blackboards in the process.

altruistic -behavior

IF
((running.totally.out.of.energy) OR (pressure stays unchanged for 20*N measurements))
start.altruism = TRUE
((start.altruism) AND (no handshaking with another member for 20*N measurements))
start.altruism = FALSE

Whena blackboardis active,the first taskfor the othermembersof the societyis to matchtheir maps.After a long
run, the individual mapsshouldbe quite similar, andthus makeit possibleto comparethesemaps.The main nodes
should be clearly visible on eachmap, and basedon thesefew nodesthe matchingshould be possible.After this
matchingwhenan activemembercomesto a blackboardt canleavesomeinformationaboutits own map,e.g.some
new branchesof the graph can be addedto the graph on the blackboard.When the next memberwill passthe
blackboard it can compare the maptbaboardto its own map.By comparingthe mapssomeothermembersanuse
the information stored in this map; when two maps are matched, the other active membevahmigietnformation
for exampleaboutexisting rechargingplacesetc. If this ideais takenevenfurther, it could be arrangedso that the
blackboardnemberswill locatethemselvesiearthe refuelingstation.This way the environmentnearthe meaningful
locations would change and the society would learn something just by detecting the environment.

10. Conclusions and future work

In this papera biologically inspiredconceptof a bacteriumrobot societywas presentedThe principlesof this robot
societyare derivedfrom bacteria,which are here consideredas multicellurar organisms.The analogyfrom Nature
includessociety’sability to communicatehroughchemicalmessagedp form a swarmandto actaspredatorhunting
for food (i.e to removealgaegrowth). The useof thesebehaviorsin processndustry hasbeendescribed Additionally
the adaptationof the robot societyinside a real processhasedon the topologicallearning of the environmentalong
with the ability to cooperate without an active communication is presented.

In nearfuture the constructionof the robot societywith approximatelyl0 memberswill be completed.The recent
topologicalmap, which usesthe graphrepresentatiomnf the environmentwill be improvedby an altruistic behavior,
which will be basedon the exchangeof information betweenthe societymembersas they individually perceivethe
environmentThe structureof the simulatorwill beimprovedsothatthe operationof large societieswvith 100 or more
memberscan be studied.Large populationsize will obviously makethe analogybetweenbacteriaand robot society
evenmore stronger.lt is also possiblethat somecomplexbehaviorsfound in bacteriacanthus emergein artificial
robot societies.
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