Abstract—MapReduce is a widely used parallel programming model and computing platform. With MapReduce, it is very easy to develop scalable parallel programs to process data-intensive applications on clusters of commodity machines. However, it does not directly support heterogeneous related data sets processing, which is common in operations like spatial joins. This paper presents SJMR (Spatial Join with MapReduce), a novel parallel algorithm to relieve the problem. The strategies include strip-based plane sweeping algorithm, tile-based spatial partitioning function and duplication avoidance technology. We evaluated the performance of SJMR algorithm in various situations with the real world data sets. It demonstrates the applicability of computing-intensive spatial applications with MapReduce on small scale clusters.

I. INTRODUCTION

MapReduce [1] is a remarkable parallel programming model proposed by Google for large scale data processing on clusters of share-nothing commodity machines. Through a simple interface with two functions, map and reduce, this model facilitates easy parallel program implementation for many real-world tasks on clusters.

MapReduce has many advantages compared to other parallel processing models like PVM [2] and MPI [3]. It allows simple MapReduce programs to benefit from system mechanisms for communication, load balance, task scheduling and fault tolerance. MapReduce has been proved applicable and is effective for a wide range of applications.

As one of the most common spatial queries, spatial join combines two spatial data sets with a spatial relationship between the objects. Spatial join is widely used in applications such as spatial DBMS, robotics, game programming and VLSI designing, etc. Thus, efficient spatial join processing is extremely important since its execution time is super-linear with the object numbers of the involving data sets. It might be a good idea to implement spatial join with MapReduce on clusters. By taking advantage of parallel computing, we can greatly reduce the processing time for such a computing-intensive operation.

However, it is difficult to parallelize spatial join with MapReduce. First, MapReduce focuses mainly on processing homogeneous data sets, while spatial join has to deal with two heterogeneous data sets [4]. Second, the spatial join predicates are complex and time-consuming, and spatial objects are generally larger and more complex than words or URL strings in common MapReduce applications. Third, spatial partitioning operation produces considerable data duplications which make it difficult to build a parallel spatial join operator.

In this paper, we provide a detailed discussion on parallelizing spatial join with MapReduce on clusters. This paper makes three contributions.

First, Spatial Join with MapReduce (SJMR), a novel parallel spatial join algorithm without spatial indexes, is presented. The algorithm homogenizes and splits inputs into disjoint partitions evenly at Map stage with a tile-based spatial partitioning function. SJMR joins the partitions at Reduce stage with a strip-based plane sweeping algorithm that can be considered as the equivalent spatial algorithm of hash-merge and sort-merge. Using MapReduce parallel programming model, SJMR makes the parallelizing of spatial join simple, flexible, scalable, and robust.

Second, a simple and effective tile-based duplication avoidance method is introduced. This mechanism makes it possible to build a parallel spatial join algorithm on clusters of share-nothing machines.

Third, the performance of SJMR is compared with the traditional PPBSM (Parallel Partition Based Spatial–Merge join) algorithm [5], [6], [7]. We evaluate their performance based on the actual implementations of these two algorithms on Hadoop [8], an open source implementation of Google’s GFS [9] and MapReduce. Using real world data sets from the TIGER/Line [10] files, we examine the behaviors of the SJMR algorithm in various situations. It shows that MapReduce is applicable for computing-intensive spatial applications and small scale clusters.

The remainder of this paper is organized as follows. Section II introduces MapReduce and related works in spatial join area. Section III describes the SJMR algorithm. Section IV introduces the tile-based duplication avoidance method. The performance evaluation is presented in Section V. Finally, Section VI concludes our paper.
II. BACKGROUND AND RELATED WORK

A. MapReduce

MapReduce is a programming model and computing platform suited for parallel computation [1]. In MapReduce, a program consists of a map function and a reduce function which are user-defined. The input data format is application-related, and is specified by the user. The output is a set of <key, value> pairs. The MapReduce signatures are listed below:

\[
\text{map} : (k_1, v_1) \rightarrow [(k_2, v_2)] \\
\text{reduce} : (k_2, [v_2]) \rightarrow [k_3, v_3]
\] (1)

As shown in the signature, the map function applies user-defined logic on every input key/value pair \((k_1, v_1)\) and transforms it into a list of intermediate key/value pairs \([k_2, v_2]\). Then the reduce function applies user-defined logic to all intermediate values \([v_2]\) associated with the same \(k_2\) and produces a list of final output key/value pairs \([k_3, v_3]\).

Fig 1 shows an example of MapReduce application, calculating the settlements passed through by each river. The curves in the Fig 1 denote rivers, and polygons denote settlements.

---

B. Spatial Join

Given two sets of multidimensional objects in Euclidean space, a spatial join query can discover all pairs of objects satisfying a given spatial relation, such as intersection [13]. For example, a spatial join answers such queries like finding all the roads spanning any hydrography, given a road table and a hydrography table.

Since the representation of a spatial object can be very large and complex, spatial join typically operate in two steps:

**Filter Step**: An approximation of each spatial object, such as its minimum bounding rectangle (MBR), is used to check with the spatial predication, eliminating tuples that cannot be parts of the result. This step produces candidates which are a superset of the actual result.

**Refinement Step**: Each candidate pair of the last step is examined to check whether its spatial properties satisfy the spatial predicate. A CPU-intensive computational geometry algorithm is generally used.

Numerous algorithms have been proposed to execute the filter step of a spatial join. Most recent algorithms were based on using spatial indices on both input data sets [14], [15], [16]. But the situation is different when the input data sets are the results of some other spatial queries or the input data sets are...
dynamically redistributed just as MapReduce. Neither input data set will have a spatial index. As a possible solution, an
index can be built on one or both data sets online, and then the index-based spatial join techniques can be used. However, in
MapReduce data is redistributed dynamically, other techniques that do not depend on time-expensive indexes might be faster.
The key to most of these techniques lies in partitioning the data sets so that the partitions are small enough to fit in internal
memory, then internal memory techniques can be used.

For the filter step, parallel techniques extending the synchronized hierarchical traversal approach have been used for
indexed data [17], and techniques extending the grid partitioning method have been used for unindexed data [6], [18], [19].
These techniques assumed a shared-nothing architecture, although some algorithms were extended to use shared-memory
architectures to improve performance [17], [19]. Most of these methods have shown a near linear speed-up when filtering
with more processors. However, they depend on good load balancing strategies. An algorithm which used a hypercube
architecture to join two indexed data sets was also discussed [20].

For unindexed data, Zhou [19] adapted the variation of the grid partitioning method that physically created the grid
cells. In their approach, the random data was evenly divided among $n$ processors, which then partitioned the data using
the same tiling scheme. Then, with the sizes of the grid cells known, a single processor sequentially determined the
same tiling scheme. Then, with the sizes of the grid

For unindexed data, Zhou [19] adapted the variation of the grid partitioning method that physically created the grid
cells. In their approach, the random data was evenly divided among $n$ processors, which then partitioned the data using
the same tiling scheme. Then, with the sizes of the grid cells known, a single processor sequentially determined the
merging of grid cells into $N$ partitions using a Z-order merge, creating an even-load distribution amongst the processors.
Next, each processor was assigned a partition and the data was redistributed appropriately. Finally, each processor filtered
the data using a sequential spatial join filtering technique. All in all, to gain even load distribution, this method introduced
sequential partitioning course. Both Patel [6] and Luo [18] investigated a similar approach. Rather than physically tiling
the data, they both used the virtual tiling method, relying on a hash function to distribute the data evenly.

For parallel refinement, each processor could refine the candidate pairs it produces. Zhou [19] pointed out that it
was difficult without much selectivity information to balance the number of candidates produced by each processor at the
filtering stage. They argued that an efficient approach was to use one processor to sort the candidates into a linear order, and
then assign the candidates to each processor in a round-robin fashion. Just like its grid partitioning method, Zhou introduced
inefficient sequential method into the parallel environment again.

III. SPATIAL JOIN WITH MapReduce ON CLUSTERS

This section describes a novel parallel algorithm, named Spatial Join with MapReduce (SJMR), for evaluating spatial
join with MapReduce on clusters. For the sake of concreteness, the two input data sets of spatial join are mapped into relations
$R$ and $S$. It’s also assumed that each tuple has a unique identifier, referred to as OID.

The SJMR algorithm operates in the following two stages.

Map stage: First of all, every tuple of $R$ and $S$ is homogenized and extracted some key attributes, such as OID,
MBR and spatial property, etc. According to the novel tile-based partitioning method introduced later, every tuple is then
mapped into one or more partitions. After this stage, every tuple generates one or more $(k_2, v_2)$ pairs. $k_2$ corresponds to
partition number, $v_2$ includes OID, MBR, spatial property and tiling information.

SJMR assumes that each partition corresponds to one Reduce task. Every partition is filtered and refined at one
Reduce task. Let $P$ be the number of partitions and Reduce
tasks, then the value range of $k_2$ is $[0, \ldots, P-1]$.

Reduce stage: This stage is composed of filter step and refinement step. At the filter step, a strip-based plane sweeping
technique is used to join the partitions. The result of this step is a set of OID pairs $<T_R, T_S>$. For each pair, the MBR of
$T_R$ overlaps with that of $T_S$. Since two non-overlapping spatial features can have overlapping MBRs, the filter step generally
produces a superset of the join result. In the refinement step, the $R$ and $S$ tuples pointed to by $T_R$ and $T_S$ are fetched from
disk, and their spatial properties are examined to determine whether the join predicate is actually satisfied.

The following is the detailed description of SJMR algorithm.

A. Determining the partition number

The minimum number of partitions (Reduce tasks) is determined by several factors. It can be estimated as following.
Let $||R||$ and $||S||$ represent the cardinalities of $R$ and $S$, and duplication coefficient be $p$. Let $M$ represents the size of
available main memory in each node, and $Size_{kp}$ denotes the size of a key-pointer element (which includes MBR, OID
and tiling information of a tuple). Since the plane sweeping algorithm used in merging the partitions requires the partitions,$B_{i}^{kp}$ and $S_{j}^{kp}$, to fit entirely in memory, the minimum number of partitions is calculated as:

$$P = \lfloor (||R|| + ||S||) \times (1 + p) \times \frac{Size_{kp}}{M} \rfloor$$

B. Map stage

The tuples of $R$ and $S$ are distributed on the data nodes according to HDFS (Hadoop’s Distributed FileSystem) distributing
strategy. So the first stage of SJMR needs to redistribute the tuples of $R$ and $S$ into different Reduce tasks according to
spatial partitioning function (SPF). The goal is to distribute the tuples so that each Reduce task performs roughly equal work and the distribution will not affect the validity of results. This is done with the help of SPF proposed below.

1) Homogenizing step: MapReduce focuses mainly on processing homogeneous data sets. However, in most cases, a
spatial join needs to merge two heterogeneous data sources. So the first task of Map stage is to homogenize the data sources.

In this step, a data-source tag is inserted into every tuple, with the method of adding a data-source attribute into $v_2$. Homogenized data sets accordingly have four common attributes: OID, MBR, spatial property and data-source.
2) Spatial splitting step: The universe is defined as the minimum rectangle that covers all tuples of $R$ and $S$. With the presence of non-uniform distribution, splitting the universe into $P$ partitions directly will produce partitions that have large differences in size. As shown in Fig 2, most of the tuples are in the top left corner, and SPF will map all those tuples to partition 2. Partitions 0, 1 and 3 will have very few tuples. This will lead to uneven memory and CPU requirements for different Reduce tasks.

To remedy data skew situation in parallel relational joins, [21] brought forward virtual processor round robin partitioning. A similar partitioning function was proposed for parallel spatial database [22], but in this function, tile number was equal to partition number. [5] adapted a variation of grid partitioning method which split universe into $N_T$ same-sized tiles ($N_T \geq P$), each tile was coded line-based and hashed to $P$ partitions.

We believe that the design space of SPF has three axes: tile number, tile coding method, and tile-to-partition mapping scheme. SJMR adopts a tile-based partitioning method which splits universe into $N_T$ same-sized tiles ($N_T > P$) just like [5], but has a different tile coding method and tile-to-partition mapping scheme.

Decomposing the universe into smaller tiles makes it easier to produce a more uniform partition distribution. However, spatial objects that span tiles from multiple partitions have to be replicated in all those partitions, thereby increasing the replication overhead.

For the tile-to-partition mapping scheme, either round robin or hashing method could be used.

With tile coding method, we use spatial clustering technology to make partition distribution more uniform. There is no natural order in multi-dimensional space, but the mapping from multi-dimension to one-dimension should keep distance relationship fixed. To this end, a lot of space-filling curves were put forward, but none of them can completely meet that goal. $Z$ curve and Hilbert curve are the best choices. Fig 3 gives an example of $Z$ curve.

To explore all alternatives in constructing SPF, we conducted experiments with a data set extracted from the TIGER/Line files [10], which is used to represent roads of California.

Details of the data set are described in Section V. In Fig 4 and Fig 5, the line-based tile coding method collaborates with round robin or hashing mapping scheme, while $Z$ curve and Hilbert curve tile coding methods make use of round robin mapping scheme.

Fig 4 shows the effect of different SPF to coefficient of variation. The graph uses the coefficient of variation of tuple numbers in different partitions as metric. A perfect SPF would assign equivalent tuples to each partition, and consequently, would have coefficient of variation to be 0. In Fig 4, the numbers that follow tile coding methods are partition numbers.

From Fig 4, the following observations can be found. First of all, for $Z$ curve and Hilbert curve coding methods combined with round robin mapping scheme, in most cases their coefficients of variation are superior to that of line-based coding combined with hash mapping proposed by [5], which is superior to line-based coding combined with round robin mapping. Second, performances of all SPF improve as tile number increases, because intensive regions are divided up. Third, for a given tile number, the SPF yield a more uniform distribution with a smaller partition number. This is because the distribution of tiles covering "dense" regions is better with a smaller number of partitions.

Fig 5 measures the replication overhead—the increase of tuple number by partitioning—for various tile numbers. It shows that, for the Tiger data set, the replication overhead is highly modest even for a very large tile number. And just
as analyzed above, with the increase of tile number, replication overhead is raising.

![Fig. 5. Replication overhead](image)

According to the experimental results, Z curve tile coding method combining with round robin mapping schema is chosen as SPF in SJMR. Since Z curve is easier to compute, and has equivalent performance with Hilbert curve.

The SPF of SJMR works as follows. First, the universe is divided regularly into $N_T$ tiles, where $N_T \gg P$. And each tile is numbered from 0 to $N_T - 1$ according to Z curve, and mapped to a partition $p$ ($0 \leq p \leq P - 1$) with a round robin scheme. Then for each tuple, SPF checks its MBR to determine all the tiles with which the MBR overlaps and redistributes this tuple by setting its $k_2$ as the numbers of partitions those tiles belonging to. So if MBR of the tuple overlaps with several partitions, it will be redistribute to all of them.

The duplication avoidance and filtering step of Reduce stage need the tiling information of every tuple, thus the tiling information needs to be saved as another attribute of every tuple. So intermediate value $v_2$ of every tuple have five common attributes: OID, MBR, spatial property, data-source and tiling information.

As a result, tuples from different data sets with the same key $k_2$ will be grouped in the same Reduce task. User-defined logic can extract data-sources from values to identify their origins, and the entries from different sources can be merged.

C. Reduce stage

With the advancement of remote sensing technology, the description of spatial objects will be more precise. It is not acceptable to compute on spatial properties of tuples directly. In the area of spatial DBMSs, MBR is the most common approximation of spatial objects. As a result, spatial join is carried out in two steps: filter step and refinement step, just as we do at the Reduce stage.

1) Filter step: The filter step of Reduce stage begins by reading intermediate value $v_2$ of every tuple belonging to the same partition $k_2$. According to the data-source attribute, key-pointer element of each value of $v_2$ is appended to one of two temporary relations, $R^{kp}$ and $S^{kp}$, in memory, and the other information of the tuple is appended to one of two temporary relations, $R^T$ and $S^T$, on disk.

The main goal of the filter step is to “pair” tuples from the same partition so that their MBRs could overlap. The problem then simplifies to finding all MBRs in $R^{kp}$ that intersect with some MBRs in $S^{kp}$. Rectangle intersection has been extensively studied in the computational geometry field [23]. Given two sets of rectangles, when both the sets fit entirely in main memory, efficient plane sweeping techniques exist for reporting all pairs of intersecting rectangles between the two sets. Now, it’s ensured by Map stage that both $R^{kp}$ and $S^{kp}$ fit in memory, so a plane sweeping algorithm can be used to find all pairs of key-pointer elements in $R^{kp}$ and $S^{kp}$ that have overlapping MBRs. For such “matching” key-pointer element pairs, the OID information is extracted and added to the output of this step.

To make full use of location information of tuples got by splitting, SJMR adopts a novel strip-based plane sweeping method. In this method, every partition is divided equally into several strips according to tiles. The strips are side by side and parallel with x-axis. Then every strip is filtered with a plane sweeping algorithm. Every tuple is allocated into the strips according its tiling information. For example, the universe is divided into 2 strips in Fig 3.

```plaintext
procedure StripPlaneSweep(partitionR, partitionS)
begin
    MRs ← StripAndSort(partitionR)
    MSs ← StripAndSort(partitionS)
    foreach corresponding MR ∈ MRs and MS ∈ MSs do
        repeat until MR and MS are empty
            Let mr = Head(MR) and ms = Head(MS)
            if $mr_{min} < ms_{min}$
                Remove mr from MR
                Scan MS from the current position
                and report all rectangles that
determine MR (with reference tile method)
            Stop when the current rectangle
            $r \in MS$ satisfies
            $mr_{max} < r_{min}$
        else
            Remove ms from MS
            Scan MR from the current position
            and report all rectangles that
determine MS (with reference tile method)
            Stop when the current rectangle
            $r \in MR$ satisfies
            $ms_{max} < r_{min}$
        endif
    endforeach
    done
end
```

![Fig. 6. Strip-based plane sweeping algorithm](image)

The strip-based plane sweeping algorithm is listed in Fig 6. The key parameter of strip-based plane sweeping algorithm is strip number. The effect of different strip numbers is shown in Section V.
2) Refinement step: The filter result is a temporary relation whose tuples have the form \(<\text{OID}_R, \text{OID}_S, >\), which means MBR of \(\text{OID}_R\) overlapping with MBR of \(\text{OID}_S\).

The refinement step examines the spatial properties of \(\text{OID}_R\) and \(\text{OID}_S\) to see if the tuples actually satisfy the join condition. To avoid random seeks in fetching \(R\) and \(S\) tuples saved in \(R^T\) and \(S^T\) on disk, a strategy used in [5], [24] is employed. First, the \(\text{OID}\) pairs are sorted using \(\text{OID}_R\) as the primary sort key and \(\text{OID}_S\) as the secondary sort key. Next, as many \(R\) tuples in \(R^T\) as that can fit in memory are read from disk along with the corresponding array of \(<\text{OID}_R, \text{OID}_S, >\) pairs. The \(\text{OID}_R\) part of this array is “swizzled” to point to the \(R\) tuples in memory, and then the array is sorted on \(\text{OID}_S\) (this makes the accesses to \(S^T\) sequential). The \(S\) tuples in \(S^T\) are then read sequentially into memory, and the spatial properties of the \(R\) and \(S\) tuples in memory are checked to determine whether they satisfy the join condition.

To avoid generating duplicates in results, SJMR adopts a tile-based duplication avoidance technology. With this technology, spatial join algorithm need not to sort the results and remove duplicates sequentially, and could be parallelized effectively. This technology is introduced below.

IV. Duplication Avoidance Technology

In SJMR, the join result of two tuples \(T_R\) and \(T_S\) may be generated several times in two ways:

1. If both \(T_R\) and \(T_S\) are replicated to several partitions at Map stage, duplicates will be generated at the Reduce tasks where both of them are replicated.

2. At a specific Reduce task, if both \(T_R\) and \(T_S\) are replicated in several strips, duplicates will be generated in strips where both of \(T_R\) and \(T_S\) are replicated.

There are two ways to remove duplicates from outcomes: duplication avoidance and duplication elimination. Duplication elimination method needs to sort refine results and remove duplicates. This method could only proceed when Reduce stage has finished completely, so its cost is high.

Rather than using a duplication elimination operator at the end of SJMR, the better way is to avoid generating duplicates online at each Reduce task. So the filter step is modified with a simple test applied when the rectangles are checked for intersection. The technique, named reference tile method, is an improvement to reference point method [25]. For each pair of \(T_R\) and \(T_S\), if both of them are replicated at several Reduce tasks, they are only joined at one of the tasks where both of them are replicated. According to the tiling information of every tuple, reference tile method calculates the common smallest tile of the two tuples. The result pair is reported only if the common smallest tile is within the current partition and strip.

Fig 7 shows the situation in which the universe is partitioned into sixteen tiles. The common smallest tile of \(T_R\) and \(T_S\) is \(Tile3\), so they only be joined at the Reduce task and the strip where \(Tile3\) lies in.

Compared with the reference point method, the biggest advantages of our approach are smaller amount of calculation by making full use of tiling information acquired at Map stage, and perfect combination with strip-based plane sweeping algorithm.

V. Performance Evaluation

A. Experiment environment and data sets

The Experiments were performed with Hadoop 0.18.1 running on DELL Power Edge SC430 Servers each consisting of one Intel Pentium 4 2.80 GHz processor, with 1GB main memory, and 80GB SATA disk. RedHat AS4.4 with kernel 2.6.9 operating system and ext3 file system were running on each server.

The experimental results were acquired on 1-node, 2-node, 4-node, and 8-node configurations. Each node acted as a tasktracker and datanode, with an independent server as jobtracker and namenode. 2 Map tasks and 2 Reduce tasks could be executed simultaneously on each node.

The classic PPBSM algorithm was implemented using MapReduce for performance comparison. Because PBSM performs best among all the traditional spatial join algorithms when neither input has a pre-existing spatial index, which is the same as MapReduce.

Two data sets from TIGER/Line files were used. One includes the road information of California, and the other includes hydrographies in California. Below is the statistic information of the two data sets.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Object Number</th>
<th>Size</th>
<th>Average Point Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Road</td>
<td>2092079</td>
<td>529MB</td>
<td>3.87</td>
</tr>
<tr>
<td>Hydrography</td>
<td>373950</td>
<td>135MB</td>
<td>10.77</td>
</tr>
</tbody>
</table>

B. Impact of strip number

To evaluate the impact of strip number on strip-based plane sweeping algorithm, the algorithm (except refine step) is implemented on one single node. With the data sets of road and hydrography, the experiment results are shown in Fig 8.

Fig 8 shows that strip number has obvious impact on the strip-based plane sweeping algorithm. With the increase of strip number, strip-based plane sweeping algorithm gets better...
C. Impact of node number

Fig. 9 shows the impact of node numbers and Reduce task numbers on SJMR performance. From this figure, it could be concluded that the performance of the SJMR algorithm has direct relationship with the numbers of nodes and Reduce tasks. Firstly, with the increasing of node number, performance of SJMR improves obviously. It could be deduced that better performance would be obtained with more nodes by analyzing SJMR. Secondly, for a certain node number, \(N\), at the time of \((P \leq 2N)\), performance of SJMR improves with the increase of Reduce task number. But when \(P > 2N\), performance of SJMR recedes with the increase of Reduce task number. This is because 2 Reduce tasks could be executed simultaneously at every tasktracker. When \(P > 2N\), the Reduce tasks could not be executed simultaneously in one cycle.

D. Performance comparison of SJMR and PPBSM

Because PPBSM eliminates duplications after spatial join, two MapReduce jobs are used to implement PPBSM on Hadoop. Just like SJMR, the Map stage of the first job is to split and homogenize the data sources, but the Reduce stage will complete the filter step and refine step just like PBSM algorithm [5]. The Map stage of the second job is just to split \(OID\) pairs from the first job and to send on the \(OID\) pairs with \(OID_R\) as \(k_2\), \(OID_S\) as \(v_2\). And the Reduce stage will output each \(<k_2, v_2>\) pair only once.

As shown in Fig 10, the performance of both SJMR and PPBSM improves with the increase of Reduce task number \(P\), when \(P \leq 2N\), since more finer-grained Reduce tasks could be executed at the same time with the same workload. But when \(P > 2N\), both performance begin to deteriorate, because the Reduce tasks could not be completed in one cycle. The performance of PPBSM is always worse than SJMR for about 20 seconds. When Reduce task number is 16, performance of PPBSM is about 20.4% worse than that of SJMR. This is because duplicates in PPBSM need to be removed with an independent MapReduce job which costs about 20 seconds. It also shows that though a duplication avoidance test is added in SJMR, with strip-based sweeping algorithm, performance of SJMR is comparable with that of PPBSM without duplication elimination.

E. Performance comparison of SJMR and SJMR-LargeMem

Due to memory size limitation on every node, Reduce stage of SJMR needs to save spatial property of every tuple to the temporary files of \(T_R\) and \(T_S\) on local disk. In order to evaluate the impact of disk-write operations, Reduce task number and memory size of each node are increased to make the memory size large enough to filter and refine all in memory without writing operations. What’s more, the SJMR algorithm is revised to make it not to write spatial property of every tuple to the temporary files on disk. The revised algorithm is named as SJMR-LargeMem.

With the same Reduce task number of 8, the performance of SJMR and SJMR-LargeMem with different node numbers are compared in Fig 11. As is shown in this figure, in most cases the SJMR algorithm even has a better performance than SJMR-LargeMem. This is because the latter needs to convert spatial property of every tuple from string to spatial object. While SJMR only reads in the spatial property of each tuple belonging to the result of the filtering step and converts them into spatial object, a lot of converting time is saved. And with the increase of node number, performance of both algorithms improve, because more Reduce tasks could be
executed simultaneously.

VI. CONCLUSIONS

In this paper, we describe how spatial join can be effectively implemented and accelerated with MapReduce on clusters. The algorithm designed is named as SJMR (Spatial Join with MapReduce). As far as we know, SJMR is the first parallel spatial join algorithm optimized for MapReduce, which allows spatial join to be processed using MapReduce platform on clusters of commodity machines.

SJMR algorithm splits the inputs into disjoint partitions with a spatial partitioning function at the Map stage, and merges every partition with a strip-based plane sweeping algorithm and a tile-based duplicate avoidance method at the Reduce stage. The strategies of SJMR can also be used in other parallel environments, especially where neither of the inputs has spatial index.

Using real world data sets, this paper also presents a performance evaluation comparing SJMR with the PPBSM algorithm implemented with MapReduce. The results demonstrate the feasibility and efficiency of the SJMR algorithm, and show that MapReduce is applicable in computation-intensive spatial applications and small scale clusters.
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