A bi-level Voronoi diagram-based metaheuristic for a large-scale multi-depot vehicle routing problem
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Abstract

In this paper, a bi-level Voronoi diagram-based metaheuristic is introduced to solve the large-scale multi-depot vehicle routing problem (MDVRP). The upper level of the Voronoi diagram, derived from the depots, is used to allocate customers to depots. The lower level of the Voronoi diagram, derived from the customers, limits the search space of reallocating customers among the depots and rearranging the customers among the routes from each depot to its Voronoi neighbors. The results of numerical experiments clearly indicate the benefits of this proposed bi-level Voronoi diagram approach for solving very large-scale MDVRPs while balancing the solution quality and the computational demand.

1. Introduction

Over the past five decades, the vehicle routing problem (VRP), first formulated by Dantzig and Ramser (1959), has been one of the most studied optimization problems in transportation, logistics, and supply-chain management (Sheu and Talley, 2011). Solving large-scale VRPs (Qi et al., 2012) is critical to a wide range of large-scale delivery systems. In real-world applications, these systems usually involve a VRP with multiple depots, which is known as a multi-depot VRP (MDVRP). The MDVRP is a nondeterministic polynomial-time hard (NP-hard) problem (Polacek et al., 2004; Yu et al., 2010; Yu and Yang, 2011; Liu et al., 2011), and solving an MDVRP is time-consuming and computationally intractable (Ho et al., 2008; Ombuki-Berman and Hanshar, 2009). Two types of algorithms have been developed to solve MDVRPs. The first uses exact algorithms, such as mixed-integer linear programming (Dondo and Cerdá, 2007; Erdoğan and Miller-Hooks, 2012), branch-and-bound (Laporte et al., 1988), and set partitioning (Baldacci and Mingozzi, 2009). For instance, Laporte et al. (1984) formulated the symmetric MDVRP as an integer programming model and solved it with a branch-and-bound algorithm using a linear programming relaxation technique. Laporte et al. (1988) transformed the asymmetric MDVRP into a constraint assignment problem and found its optimal solution with a branch-and-bound approach. Baldacci and Mingozzi (2009) developed a set-partitioning formulation for the heterogeneous MDVRP, which was transformed into a heterogeneous VRP instance. However, these exact algorithms usually solve MDVRP instances with no more than 150 customers (Dondo and Cerdá, 2007; Crevier et al., 2007; Liu et al., 2011). This limitation reduces the applicability of these algorithms to real-world applications.
The second type of algorithms uses a heuristic or metaheuristic approach. Example heuristic approaches include simple construction and improvement heuristics (Tillman, 1969) and multistart heuristics (Chao et al., 1993). Metaheuristic approaches include, for example, simulated annealing (SA; Lim and Zhu, 2006), Tabu search (TS; Cordeau et al., 1997), variable neighborhood search (VNS; Polacek et al., 2004; Hemmelmayr et al., 2009; Kuo and Wang, 2012), and evolutionary algorithms such as genetic algorithm (GA; Ho et al., 2008; Liu et al., 2009; Vidal et al., 2012), ant-colony optimization (ACO; Yu et al., 2010; Yu and Yang, 2011), and particle-swarm optimization (PSO; Potvin, 2009). These approaches have improved the ability to solve MDVRPs with small- and medium-scale customer bases, but they need additional improvements to solve very large-scale real-world MDVRPs.

There are two important spatial optimization issues in MDVRPs: customer allocation and routing optimization (Lim and Wang, 2005). The first optimization issue allocates customers to depots. This optimization has direct impacts on the solution structure of the MDVRP for different spatial configurations of customer locations, which in turn determines the final solution quality. Some studies (Renaud et al., 1996; Cordeau et al., 1997; Ho et al., 2008) simply allocated each customer to the nearest depot. In this case, the MDVRP is divided into multiple single-depot VRPs. This allocation strategy can generate local optimization solutions easily, but it does not necessarily lead to the globally optimized MDVRP solution.

The second issue is routing optimization. Some researchers employed an approximate brute-force exploration of neighborhood solutions to optimize vehicle routing (Renaud et al., 1996; Cordeau et al., 1997; Ho et al., 2008). To improve solution search speed, various spatial neighbor-reduction strategies such as granular neighborhood search (Toth and Vigo, 2003), kth nearest neighbor search (Li et al., 2005), Voronoi neighborhoods (Ouyang, 2007), and k-ring-shaped sets of Voronoi neighbors (Fang et al., 2012) have been used to reduce the search effort for vehicle routing.

There are three important aspects that must be addressed when the above-mentioned approaches are used to solve very large-scale real-world MDVRPs: (i) these approaches need to be extended to solve MDVRPs with a large number of customers in real-world applications; (ii) the computation time must be reduced to make it useful for real-world MDVRP applications; and (iii) the spatial neighbor-reduction strategies should be extended to generate globally optimized MDVRP solutions by developing better strategies of allocating customers to depots. This paper therefore proposes a bi-level Voronoi diagram-based metaheuristic to solve very large-scale real-world MDVRPs. In particular, this study extends the one-level Voronoi diagrams (Fang et al., 2012) to bi-level Voronoi diagrams, which provides an efficient strategy of reallocating customers among the depots to improve MDVRP solution quality.

This paper is organized into seven sections. The next section offers a brief literature review of customer allocation strategies and metaheuristics for MDVRPs. Section 3 introduces the definition of k-ring Voronoi neighbors of a point and a line as a bi-level Voronoi diagram. Section 4 presents the details of the proposed algorithm, and Section 5 shows the computation results and algorithm performance. Section 6 discusses the results for Voronoi distance and the tradeoff of solution quality and computational effort. The final section provides concluding remarks and future research directions.

2. Literature review of MDVRP strategies

This literature review includes customer allocation strategies and metaheuristics for solving an MDVRP. Customer allocation is crucial to solving an MDVRP by dividing a large-scale MDVRP into multiple single-depot VRPs. This strategy reduces the computational complexity of an MDVRP algorithm. Several customer allocation strategies have been developed to perform this division: the nearest-depot approach, the cluster approach, and the border-customer approach. The nearest-depot approach assigns each customer to its nearest depot. Tillman (1969) first introduced this approach and used a saving heuristic to create an initial solution. Many researchers (Chao et al., 1993; Renaud et al., 1996; Cordeau et al., 1997; Ho et al., 2008) used this simple strategy to develop algorithms for solving MDVRPs. The cluster approach usually divides customers into clusters based on their geographical distribution and then allocates clusters to the appropriate depot. Thangiah and Salhi (2001) proposed an adaptive clustering method based on geometric shapes for the MDVRP. Giosa et al. (2002) adopted the “cluster first, route second” heuristic and introduced six algorithms to assign customers to clusters. Dondo and Cerda (2007) gathered customers into clusters and assigned clusters to depots using a mixed-integer linear programming model. The third approach assigns border and non-border customers to depots by recognizing the importance of border customers for constructing globally optimized MDVRP solutions. Salhi and Sari (1997) divided customers into border and non-border customers according to the ratio of their distances to their nearest and second-nearest depots. Kuo and Wang (2012) used a probability function to represent the probability that a border or non-border customer is assigned to a depot.

The use of metaheuristics is a realistic approach to solve an MDVRP in a reasonable time and usually generates near-optimal solutions (Gendreau et al., 2008). Two often-used metaheuristics for MDVRPs are local search and evolutionary algorithms. Local search improves an MDVRP solution by moving from the current solution to a neighborhood solution in the search space of candidate solutions by making local changes. The search space and the local changes are crucial to the efficiency of MDVRP algorithms and the quality of their solutions. Several reduction strategies for the search space have been introduced to save computing time: kth nearest neighbor (Li et al., 2005), k-ring Voronoi neighbors (Fang et al., 2012), and granular neighborhoods (Toth and Vigo, 2003). Local changes are largely dependent on neighborhood structures and include 1–0 exchange, 1–1 exchange, 2-opt, 3-opt, or-opt, the three-point move (Groër et al., 2010; Zachariadis and Kiranoudis, 2010), generalized insertion (GENI) (Cordeau et al., 1997), and others. However, a local search can be easily trapped in local minima. To escape local minima, several strategies—such as Tabu search (TS) (Renaud et al., 1996; Cordeau et al., 1997; Toth...
and Vigo, 2002; Crevier et al., 2007; Laporte, 2009), simulated annealing (SA) (Osman, 1993; Kirkpatrick et al., 1983; Wu et al., 2002; Lim and Zhu, 2006) and variable neighborhood search (VNS) (Mladenović and Hansen, 1997; Hansen and Mladenovic, 2001; Polacek et al., 2004; Ergun et al., 2006; Ropke and Pisinger, 2006; Kytöjoki et al., 2007; Lee et al., 2008; Milthers, 2009; Fleszar et al., 2009; Imran et al., 2009; Kuo and Wang, 2012)—have been used for MDVRPs by accepting worse-case solutions in the local search. These local search strategies require thorough knowledge of the spatial distribution of customers to limit local searches efficiently and exactly.

Evolutionary algorithms, including GA (Bae et al., 2007; Ho et al., 2008; Berman and Hanshar, 2009), ACO (Yu et al., 2010), and PSO (Marinakis et al., 2010), have been widely used to solve VRPs. These three types of evolutionary algorithms have demonstrated a powerful ability to solve MDVRPs. To demonstrate the usefulness of Voronoi diagrams for solving MDVRPs with very large-scale customer bases, this paper proposes a bi-level Voronoi diagram-based metaheuristic and integrates it into an SA algorithm (Kirkpatrick et al., 1983; Osman, 1993) to test its performance. Moreover, this proposed metaheuristic can be further used to improve the performance of evolutionary algorithms for MDVRPs.

3. Bi-level Voronoi diagrams

This section presents bi-level Voronoi diagrams by introducing the concept of the \( k \)-ring Voronoi neighbors of a point and a line, which are used in the MDVRP algorithm described below.

3.1. \( k \)-Ring Voronoi neighbors of a point and a line

Based on the definitions of Voronoi diagram, Voronoi region, and Voronoi edges (Aurenhammer, 1991; Okabe et al., 2000; Chen et al., 2000), the \( k \)-ring Voronoi neighbors of a point and a line are defined below respectively:

**Definition 1.** A Voronoi distance (Duczmal et al., 2011; Fang et al., 2012) between points \( p_i \) and \( p_j \) is the number of Voronoi edges crossed when moving from \( p_i \) to \( p_j \) and is denoted as \( \text{vd}(p_i, p_j) \). If \( p_i \) and \( p_j \) are the same point, then \( \text{vd}(p_i, p_j) = 0 \). For example, the Voronoi distance between the two points (P1 and P2) in Fig. 1a is 2.

**Definition 2.** The \( k \)-ring Voronoi neighbors of a point \( p_i \) (Fang et al., 2012) are points that have a Voronoi distance \( k \) to point \( p_i \), which can be defined as:

\[
\text{KVN}(p_i, k) = \{ x | \text{vd}(p_i, x) = k, x \in P, k \in N \}, P = \{ p_1, p_2, \ldots, p_q \}
\]  

A \( k \)-ring Voronoi neighbor set \( P \) of a point \( p_i \) includes points with the maximum Voronoi distance \( k \) to point \( p_i \), which can be defined as:

\[
\text{KVN}(P', k) = \{ x | \min \text{vd}(p_i, x) = k, x \in P, p_i \in P', P' \subset P, k \in N \}.
\]  

For example, Fig. 1b illustrates the 1-ring and 2-ring Voronoi neighbors of the seed (point).

**Definition 3.** The \( k \)-ring Voronoi neighbors of a line are the points around the line with a Voronoi distance \( k \) from the line, which is defined as:

\[
\text{KVN}(L, k) = \{ x | \text{vd}(x, s) = k, s \in \text{KVN}(L, 0), k \in N, x \in V_c, k \geq 0 \}
\]

\[
\text{KVN}(L, 0) = \{ x | \text{VR}_x \cap L \neq \emptyset, x \in P \}
\]  

![Fig. 1. \( k \)-ring Voronoi neighbors in a Voronoi diagram.](image-url)
where $L$ denotes the geometry of the line. The value $KVN(L, 0)$ represents the Voronoi neighbors crossed by $L$. For example, Fig. 1c illustrates the 1-ring and 2-ring Voronoi neighbors of the red line.

### 3.2. Bi-level Voronoi diagrams

This study proposes a bi-level Voronoi diagram (Fig. 2) to help optimize customer allocation in an MDVRP. The upper-level Voronoi diagram (Fig. 2b) is derived from the depot set $V_d$ in a MDVRP, while the lower-level Voronoi diagram (Fig. 2c) is derived from the customer set $V_c$ in the MDVRP. The upper-level Voronoi diagram coarsely defines an initial coverage area for each depot. This diagram helps allocate customers to the right depot and limits the search space required for vehicle-routing optimization of each depot. The lower-level Voronoi diagram defines the Voronoi neighbors of customers, which helps to optimize the vehicle routing problem for each depot by limiting the local search space to the $k$-ring Voronoi neighbors. The two levels of Voronoi diagrams are generated by Fortune’s (1987) sweep algorithm in $O(N \log N)$ time. Fig. 2d illustrates the bi-level Voronoi diagram, which defines a basic customer partitioning strategy for each depot.

We should note that the $k$-ring Voronoi neighbors of the Voronoi edge in the upper Voronoi diagram have a high probability of being reallocated among their nearby depots during the process of searching for the optimal solution. These Voronoi neighbors form a dynamic customer reallocation area, which is the critical area addressed by the MDVRP solution improvement operators in the proposed algorithm below. Fig. 2e illustrates the 1-ring Voronoi neighbors around the Voronoi edges of depots.

### 4. The proposed algorithm

Based on the bi-level Voronoi diagram (BVD), a bi-level Voronoi diagram-based metaheuristic (BVDH) algorithm for solving large-scale MDVRPs is proposed here. The BVDH algorithm is an extension of the standard simulated annealing. The key idea of the BVDH algorithm is to limit the optimization search space in simulated annealing by using the $k$-ring Voronoi neighbors in the BVDH.

The proposed BVDH algorithm consists of two phases. The first phase is to construct an initial solution. A bi-level Voronoi diagram is generated to divide the customers into groups served by different depots. Then, an initial routing for each depot is created using the single-depot “cluster-first, route-second” VRP algorithm proposed by Fang et al. (2012) with the constraints on the minimum increment of route lengths and the maximum capacity of vehicles. The second phase is to improve the solution using allocation modification and local search strategies. In this phase, the algorithm employs two strategies to adjust vehicle routings in the current solution. One is the reallocation of customers in the $k$-ring Voronoi neighbors around the Voronoi edges of the upper-level diagram. This strategy aims at improving the vehicle routings that cross Voronoi regions of different depots. The other strategy is to rearrange customers among the routes of each depot using the $k$-ring Voronoi neighbors in local searches. These two strategies together can reduce the local search space, thereby speeding up the solution of large-scale MDVRPs. The details of this algorithm are described in the following two subsections.

---

1 For interpretation of color in Fig. 1, the reader is referred to the web version of this article.
4.1. The construction phase

This phase constructs an initial solution for the MDVRP. A customer is initially allocated to a depot if the customer is located in the Voronoi region of the depot in the upper-level Voronoi diagram. The initial vehicle routes are created for each depot. Routes for the customers allocated to a depot are generated using the single-depot “cluster-first, route-second” VRP algorithm (Fang et al., 2012). These routes represent the initial solution of the MDVRP.

4.2. The improvement phase

This algorithm extends the SA algorithm (Kirkpatrick et al., 1983; Osman, 1993) to improve the current MDVRP solution. The improvement consists of two parts: routings within the space of one depot and routings between the depots.

To improve routings within the space of one depot, this algorithm rearranges customers from one route to another for each depot by limiting the local search space to the \( k \)-ring Voronoi neighbors and using three popular neighborhood structures of the 1–0 exchange move, the 1–1 exchange move, and the 2-opt move (Zachariadis and Kiranoudis, 2010). The three neighborhood structures are implemented for each customer and its \( k \)-ring neighbors in the nearby routes, only if these moves can reduce the total route length and meet the Metropolis et al.’s (1953) acceptance criterion stated in Fang et al. (2012).

To improve the routings between the depots, this algorithm uses only the 1–0 exchange move and the 1–1 exchange move to improve the solution. These two moves are implemented within the \( k \)-ring Voronoi neighbors of Voronoi edges in the upper-level Voronoi diagram. The 2-opt move is not used because it could generate many routes across the depots, which could increase the total route length of the current solution. The 1–0 and 1–1 exchange moves can generate three kinds of possible inappropriate routes, namely, (i) a route has a customer that is located outside the service area of the route’s depot or outside the \( k \)-ring Voronoi neighbors of its previous or next customer in the route; (ii) two routes belonging to different depots have edges and customers that are too close to each other; (iii) two routes belonging to different depots cross each other. These three kinds of inappropriate routes have a strong effect on the solution quality. This proposed algorithm therefore identifies these inappropriate routes and modifies the between-depot routes to improve the solution. These three kinds of inappropriate routes can be defined as follows:

(i) An inappropriate route occurs when a route has a customer that is located outside the service area of a depot or outside the \( k \)-ring Voronoi neighbors of its previous or next customer in this route. This kind of inappropriate routes can be defined as:

Fig. 3. Inappropriate routes between depots and their modifications.
\[ R_i = \exists x \in R_i, x \text{ is out of } VR_d, x \notin KVN(x, VE_d) \]  

where \( R_i \) is a route \( i \) starting and ending at depot \( d \), \( x \) is a customer served by \( R_i \), \( VR_d \) is the Voronoi region of depot \( d \), \( VE_d \) denotes the Voronoi edges of \( VR_d \), and \( KVN(x, VR_d) \) denotes the \( x \)-ring Voronoi neighbors of \( VE_d \). Fig. 3a illustrates this kind of inappropriate route. A modification of this inappropriate route is to eject those points that do not belong to the current depot from their original route and insert them into the nearest route belonging to another depot. Fig. 3d shows the modified result of the inappropriate route.

(ii) Two routes belonging to different depots have edges and customers that are too close to each other, which can be defined as:

\[ R_i = \exists x \in R_i, \exists y \in KVN(1.x), d_x \neq d_y \& \ dist(x, y) < MinE \]  

where \( x, y \) are customers, \( KVN(1.x) \) is the set of 1-ring Voronoi neighbors of \( x \), \( d_x \) is the depot serving customer \( x \), \( d_y \) is the depot serving customer \( y \), \( dist(x, y) \) denotes the distance between \( x \) and \( y \), and \( MinE \) is a small constant parameter used to filter near neighbors. This value is set to three times the shortest distance between customers. Fig. 3b illustrates this kind of inappropriate route and Fig. 3e shows its modification, for example, moving customer \( x \) to the position before or after customer \( y \) in its nearest route.

(iii) Two routes belonging to different depots cross each other, which can be defined as:

\[ R_i = \exists R_i, R_i \text{ is crossed with } R_j, d_i \neq d_j \]  

where \( R_i \) denotes a route starting from depot \( d_i \) and \( R_j \) denotes a route starting from depot \( d_j \). Fig. 3c shows an example of this kind of route. The modification of this inappropriate route is to swap the two crossing route segments and form new routes. Fig. 3f shows the modified result.

During these modifications, the vehicle capacity and route length are not observed strictly as the parameters in MDVRP. Therefore, after these modifications, the solution may contain some over-capacity routes. These routes should be further optimized. To address each over-capacity route, this algorithm finds its customer member who has the minimum added cost and is moved to a nearby route within \( k \)-ring Voronoi neighbors belonging to the same depot. The cost is calculated as:

\[ f(b, i) = (d_{ib} + d_{ij} + d_{jc}) - (d_{ab} + d_{bc} + d_{ij}) \]  

where \( a, b, c, i, j \) are customers, \( a \) is the node visited before \( b \) in the route, \( c \) is the node visited after \( b \), and \( j \) is the node visited after \( i \) and \( j \) should be on different routes. This equation represents the cost to insert node \( b \) between nodes \( i \) and \( j \). This algorithm moves selected customer members on the over-capacity route to its nearby routes with the minimum added cost. The pseudo-code for the modification of over-capacity routes is provided below:

```plaintext
1 R = ∅.
2 scan current solution s, if D_i > Q||L_r > L, R = R ∪ r.
3 while R ≠ ∅
4   for route r ∈ R
5     while D_r > Q||L_r > L do
6       b’ = −1; r’ = −1; f’ = +∞
7       for customer b in the route r
8         for customer i ∈ KVN(b, k)
9           if r_b ≠ r & f(b, i) < f’
10              b’ = b; r’ = i; f’ = f(b, i).
11           end if
12         end for
13     end for
14   end while
15 end for
16 end while
```

4.3. Pseudo-code for the BVDH algorithm

The parameters and the pseudo-code of the proposed BVDH algorithm are summarized below:

- **Parameters:**
  - \( T_0 \): starting temperature for simulated annealing.
  - \( C \): cooling ratio
• $I_{\text{max}}$: maximum iteration number for simulated annealing
• $K$: Voronoi neighborhood size for local search.
• $A$: Voronoi neighborhood size for the dynamic allocation strategy.
• $I_{1}$: iteration interval to use the dynamic allocation strategy.

Algorithm (BVDH):

**Construction phase:**
1. Read data and initialize parameters.
2. Build the bi-level Voronoi diagrams, including the Voronoi diagram for depots, the Voronoi diagram for customers, and the set of $k$-ring Voronoi neighbors for each customer.
3. for each depot $d$
   4. $C_{d} = \emptyset$
   5. for each customer $c$
      6. if $c$ is within $VR_{d}$, $C_{d} = C_{d} \cup c$
   7. end for
8. Generates initial routes with the depot $d$ and the corresponding customer set $C_{d}$ using the construction algorithm of Fang et al. (2012).
9. end for

**Improvement phase:**
10. Identify the $k$-ring Voronoi neighbors along the depot’s Voronoi edges and add them to an empty node set $V_{k}$.
11. Set $i = 1$, $t = T_{0}$.
12. for $i = 1, 2, \ldots, I_{\text{max}}$
   13. for each depot $d$,
      14. Generate a random sequence of its served customers. For each customer, perform a local search operation on the $k$-ring Voronoi neighbors served by the same depot using the 1–0 exchange move, 1–1 exchange move, and 2-opt move. Perform acceptable local change operations.
   15. end for
16. for each customer $c$ in $V_{k}$
      17. Perform local search operations on the $k$-ring Voronoi neighbors served by different depots using 1–0 exchange moves and 1–1 exchange moves. Perform acceptable operations.
18. end for
19. Update the best solution $S^{*}$ if there has been an improvement.
20. if $i / I_{1} = 0$, execute the dynamic customer allocation strategy.
21. Update parameters, $i = i + 1$, $t = t + c$.
22. end for
23. Return the best found solution $S^{*}$.

**Output:**
Report the best found solution $S^{*}$.

5. Computational experiment
A computational experiment was conducted to investigate the performance of the proposed algorithm. In this experiment, parameters of the BVDH algorithm were tested first, and then the results were compared with several state-of-the-art MDVRP metaheuristics listed in Table 1, which include Tabu search (Cordeau et al., 1997), set partitioning (SP, Baldacci and Mingozzi, 2009), multi-RPERT (MP, Salhi and Sari, 1997), hybrid genetic search with adaptive diversity control algorithm (HGSADC, Vidal et al., 2012), parallel improved ant colony optimization (PIACO Yu et al., 2010), and adaptive large neighborhood search (ALNS, Pisinger and Ropke, 2007). This experiment also compared the results of BVDH algorithm with the result of a modified vehicle routing problem with neighborhood ejection (VRPEJ) algorithm known as MDVRPEJ (multi-depot-VRPEJ) that enables the solving of very large-scale MDVRP instances (Groër et al., 2010). In the MDVRPEJ, the initial solutions were modified according to the rule that each customer was assigned to its nearest depot. Then, these solutions were optimized using the operations in the improvement phase of the VRPEJ algorithm. These approaches were tested using twenty-three published benchmark MDVRP instances and seven large-scale real-world MDVRP instances. The twenty-three published benchmark MDVRP datasets collected by Cordeau et al. (1997) were obtained from the Web site at http://neo.lcc.uma.es/radi-aeb/WebVRP/ (see Table 1). These datasets include seven small-scale MDVRP problems (P1–P7) contributed by Christofides and Eilon (1969), four medium-scale problems (P8–P11) contributed by Gillett and Johnson (1976), and twelve medium-scale problems (P12–P23) contributed by Chao et al. (1993).
### Table 1
Solution results of the benchmark datasets for the BVDH and other metaheuristics.

<table>
<thead>
<tr>
<th>Pro</th>
<th>N</th>
<th>M</th>
<th>Q</th>
<th>L</th>
<th>Best scores of other metaheuristic</th>
<th>BVDH algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SP</td>
<td>Tabu</td>
<td>MP</td>
<td>HGSADC</td>
<td>PIACO</td>
<td>ALNS</td>
</tr>
<tr>
<td>P01</td>
<td>50</td>
<td>4</td>
<td>80</td>
<td>∞</td>
<td>576.87</td>
<td>576.87</td>
</tr>
<tr>
<td>P02</td>
<td>50</td>
<td>4</td>
<td>160</td>
<td>∞</td>
<td>473.53</td>
<td>473.53</td>
</tr>
<tr>
<td>P03</td>
<td>75</td>
<td>5</td>
<td>140</td>
<td>∞</td>
<td>640.65</td>
<td>641.19</td>
</tr>
<tr>
<td>P04</td>
<td>75</td>
<td>2</td>
<td>100</td>
<td>∞</td>
<td>999.21</td>
<td>1001.59</td>
</tr>
<tr>
<td>P05</td>
<td>100</td>
<td>2</td>
<td>200</td>
<td>1</td>
<td>752.16</td>
<td>750.03</td>
</tr>
<tr>
<td>P06</td>
<td>100</td>
<td>5</td>
<td>140</td>
<td>1</td>
<td>876.50</td>
<td>876.50</td>
</tr>
<tr>
<td>P07</td>
<td>100</td>
<td>4</td>
<td>100</td>
<td>1</td>
<td>881.97</td>
<td>885.80</td>
</tr>
<tr>
<td>P08</td>
<td>249</td>
<td>2</td>
<td>500</td>
<td>310</td>
<td>4437.68</td>
<td>4513.30</td>
</tr>
<tr>
<td>P09</td>
<td>249</td>
<td>3</td>
<td>500</td>
<td>310</td>
<td>3900.22</td>
<td>4005.30</td>
</tr>
<tr>
<td>P10</td>
<td>249</td>
<td>4</td>
<td>500</td>
<td>310</td>
<td>3663.02</td>
<td>3824.70</td>
</tr>
<tr>
<td>P11</td>
<td>249</td>
<td>5</td>
<td>500</td>
<td>310</td>
<td>3554.18</td>
<td>3714.30</td>
</tr>
<tr>
<td>P12</td>
<td>80</td>
<td>2</td>
<td>60</td>
<td>180</td>
<td>1318.95</td>
<td>1318.95</td>
</tr>
<tr>
<td>P13</td>
<td>80</td>
<td>2</td>
<td>60</td>
<td>200</td>
<td>1318.95</td>
<td>1318.95</td>
</tr>
<tr>
<td>P14</td>
<td>80</td>
<td>2</td>
<td>60</td>
<td>180</td>
<td>1318.95</td>
<td>1318.95</td>
</tr>
<tr>
<td>P15</td>
<td>160</td>
<td>4</td>
<td>60</td>
<td>180</td>
<td>2505.42</td>
<td>2505.42</td>
</tr>
<tr>
<td>P16</td>
<td>160</td>
<td>4</td>
<td>60</td>
<td>200</td>
<td>2572.23</td>
<td>2584.50</td>
</tr>
<tr>
<td>P17</td>
<td>160</td>
<td>4</td>
<td>60</td>
<td>180</td>
<td>2709.09</td>
<td>2702.50</td>
</tr>
<tr>
<td>P18</td>
<td>240</td>
<td>6</td>
<td>60</td>
<td>180</td>
<td>3702.85</td>
<td>3822.10</td>
</tr>
<tr>
<td>P19</td>
<td>240</td>
<td>6</td>
<td>60</td>
<td>200</td>
<td>3827.06</td>
<td>3869.39</td>
</tr>
<tr>
<td>P20</td>
<td>240</td>
<td>6</td>
<td>60</td>
<td>180</td>
<td>4058.07</td>
<td>4078.48</td>
</tr>
<tr>
<td>P21</td>
<td>360</td>
<td>9</td>
<td>60</td>
<td>180</td>
<td>5474.84</td>
<td>5788.00</td>
</tr>
<tr>
<td>P22</td>
<td>360</td>
<td>9</td>
<td>60</td>
<td>200</td>
<td>5702.15</td>
<td>5765.90</td>
</tr>
<tr>
<td>P23</td>
<td>360</td>
<td>9</td>
<td>60</td>
<td>180</td>
<td>6056.95</td>
<td>6106.60</td>
</tr>
</tbody>
</table>

**Pro:** MDVRP instance name; **N:** the number of customers; **M:** the number of depots; **Q:** the capacity of vehicle; **L:** the max length of route. **SP:** Baldacci and Mingozzi (2009) (run on AMD Athlon 64 X2 Dual Core 4200+ processor at 2.6 GHz); **Tabu:** algorithm of Cordeau et al. (1997) (run on Sun Sparstation 10); **MP:** Salhi and Sari (1997) (run on VAX 4000-500); **HGSADC:** algorithm of Vidal et al. (2012) (the computing times were on Pentium IV 3.0 GHz factors); **PIACO:** algorithm of Yu et al. (2010); **ALNS:** algorithm of Pisinger and Ropke (2007) (run on Pentium IV 3 GHz). **MDVRPEJ:** a modified VRPEJ algorithm (Groër et al., 2010) for the MDVRP (run on Intel(R) Core(TM) i3-2100 @ 3.10 GHz). **BKS:** the best-known result of these metaheuristics or algorithms (=min(SP, Tabu, MP, HGSADC, PIACO, ALNS)). **Savg:** the average total route length over 10 runs for BVDH. **Sbest:** the best total route length for BVDH. **Tavg:** is the average computation time of 10 runs, reported in seconds. **Gap_{S_{\text{avg}}}** the percent gap between \( S_{\text{avg}} \) and \( \text{BKS} \) (\( \frac{S_{\text{avg}}}{\text{BKS}} \)). \( \text{Gap}_{S_{\text{best}}} \) the percent gap between \( S_{\text{best}} \) and \( \text{BKS} \) (\( \frac{S_{\text{best}}}{\text{BKS}} \)). **T_{1}** the original computation time for algorithms. **T_{2}** the computation time on the same PC with BVDH (run on Core i3-2100, 3.10 GHz). **CPU Mflop/s:** Dongarra's (2011) factor of the CPU. All computation time reported are in seconds.
for the SA algorithm. This section describes the testing and setting of parameters in the algorithm. The first parameter defines the exploration ability of a local search. A larger value of means that the algorithm needs to explore more local search candidates and can obtain a higher-quality solution, but the BVDH algorithm will take more computation time. This parameter depends on the number of customers in the benchmark instance, but maintain fairness for comparisons of different algorithms (Silberholz and Golden, 2010). Specifically, the BVDH algorithm was tested on benchmark instances P06 and BJ3 to determine this parameter . The second parameter determines the search space of neighbors to reallocate customers among the depots and it also affects the solution quality and computation time. This parameter depends on the number of customers in the benchmark instances. Coy et al. (2001, p. 96) proposed “a procedure based on statistical design of experiments that systematically selects high-quality parameters values” and demonstrated that this approach “worked well on both the capacity-constrained and route-length-constrained problems”. This parameter in the MDVRP problem therefore was selected based on the Coy’s approach. The selected parameters in this study avoid the problem of choosing the most proper parameter setting for each instance, but maintain fairness for comparisons of different algorithms (Silberholz and Golden, 2010). Specifically, the BVDH algorithm was tested on benchmark instances P06 and BJ3 to determine this parameter for small- and medium-sized benchmark MDVRP instances and for large-scale real-world MDVRP instances. For the small- and medium-sized benchmark MDVRP instances, the value was used for the twenty-three published benchmark datasets due to its least total route length and its acceptable computation time (6.1 s). To improve the computation time, the proposed algorithm needs a smaller neighbor search space when reallocating customers between the depots to obtain a higher-quality solution. For the seven large-scale real-world MDVRP instances, was used because the BVDH algorithm can find a good solution within a relatively short computation time.

The third parameter is related to the SA algorithm. When has a higher value, the SA usually is easier to accept the worst-case solution (Osman, 1993). The cooling ratio controls the speed of temperature drop. A lower cooling ratio means that the algorithm needs more iterations to accept the worst-case solution (Osman, 1993). This section describes the testing and setting of these parameters.

Table 2: Computation results of the seven large-scale MDVRP instances.

<table>
<thead>
<tr>
<th>Pro</th>
<th>N</th>
<th>M</th>
<th>Q</th>
<th>MDVRPEJ</th>
<th>BVDH algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Savg</td>
<td>Sbest</td>
</tr>
<tr>
<td>BJ1</td>
<td>2000</td>
<td>2</td>
<td>2000</td>
<td>3,332,412.9</td>
<td>2,170.60</td>
</tr>
<tr>
<td>BJ2</td>
<td>3000</td>
<td>3</td>
<td>2000</td>
<td>4,062,014.8</td>
<td>4,254.49</td>
</tr>
<tr>
<td>BJ3</td>
<td>5000</td>
<td>5</td>
<td>2000</td>
<td>5,418,969.9</td>
<td>6,823.94</td>
</tr>
<tr>
<td>BJ4</td>
<td>8000</td>
<td>8</td>
<td>2000</td>
<td>6,618,834.64</td>
<td>12,861.56</td>
</tr>
<tr>
<td>BJ5</td>
<td>12,000</td>
<td>12</td>
<td>2000</td>
<td>8,076,173.98</td>
<td>21,154.06</td>
</tr>
<tr>
<td>BJ6</td>
<td>16,000</td>
<td>16</td>
<td>2000</td>
<td>8,734,438.29</td>
<td>30,362.49</td>
</tr>
<tr>
<td>BJ7</td>
<td>20,000</td>
<td>20</td>
<td>2000</td>
<td>10,428,568.5</td>
<td>64,936.62</td>
</tr>
</tbody>
</table>

Average gap: 0.00
Average computing time (s): 20,366.25

In these instances, the number of customers ranges from 50 to 360 and the number of depots varies from two to nine. In each instance, customers are geographically distributed in a Euclidean plane, and depots are located within the space of all customers. The seven large-scale real-world MDVRP instances are generated from shopping malls and stores in Beijing, China and each point represents a customer with a random demand between 1 and 100. This dataset has 2000–20,000 customers and 2–20 depots. The capacity of each vehicle is 2000 units of demand. Each vehicle can serve about 40 customers on a route.

5.1. Experimental settings and parameter testing

The BVDH algorithm described in Section 4 was implemented using C++ programming in Microsoft VC2008 and executed on a personal computer with a dual-core CPU, the Intel(R) Core(TM) i3-2100 @ 3.10 GHz, and Windows 7 64-bit operating system (only one core was used in the BVDH algorithm).

There are five main parameters in the algorithm: the number of ring Voronoi neighbors for local search, the number of ring Voronoi neighbors along depot edges for customer allocation among the depots, the start temperature , the cooling ratio , and the maximum number of iterations for the SA algorithm. This section describes the testing and setting of these parameters.

The first parameter defines the exploration ability of a local search. A larger value means that the algorithm needs to explore more local search candidates and can obtain a higher-quality solution, but the BVDH algorithm will take more computation time. This paper tested the parameter using the same approach as in Fang et al. (2012), and selected a value of for the benchmark instances used in this experiment.

The second parameter determines the search space of neighbors to reallocate customers among the depots and it also affects the solution quality and computation time. This parameter depends on the number of customers in the benchmark instances. Coy et al. (2001, p. 96) proposed “a procedure based on statistical design of experiments that systematically selects high-quality parameters values” and demonstrated that this approach “worked well on both the capacity-constrained and route-length-constrained problems”. This parameter in the MDVRP problem therefore was selected based on the Coy’s approach. The selected parameters in this study avoid the problem of choosing the most proper parameter setting for each instance, but maintain fairness for comparisons of different algorithms (Silberholz and Golden, 2010). Specifically, the BVDH algorithm was tested on benchmark instances P06 and BJ3 to determine this parameter for small- and medium-sized benchmark MDVRP instances and for large-scale real-world MDVRP instances. For the small- and medium-sized benchmark MDVRP instances, the value was used for the twenty-three published benchmark datasets due to its least total route length and its acceptable computation time (6.1 s). To improve the computation time, the proposed algorithm needs a smaller neighbor search space when reallocating customers between the depots to obtain a higher-quality solution. For the seven large-scale real-world MDVRP instances, was used because the BVDH algorithm can find a good solution within a relatively short computation time.

The other three parameters of , , and are related to the SA algorithm. When has a higher value, the SA usually is easier to accept the worst-case solution (Osman, 1993). The cooling ratio controls the speed of temperature drop. A lower cooling ratio means that the algorithm needs more iterations to accept the worst-case solution. This section describes the testing and setting of these parameters.

The other three parameters of , , and are related to the SA algorithm. When has a higher value, the SA usually is easier to accept the worst-case solution. The cooling ratio controls the speed of temperature drop. A lower cooling ratio means that the algorithm needs more iterations to accept the worst-case solution. This paper tested the parameter using the same approach as in Fang et al. (2012), and selected a value of for the benchmark instances described in the following section. The SA algorithm was found to generate a good solution when and where denotes the average distance of customers to their ring Voronoi neighbors. The value of was set to the average distance to all Voronoi neighbors for each small- and medium-sized benchmark MDVRP instance to start the simulated annealing at the same level in Section 5.2, and was set to the average distance to all Voronoi neighbors in the lower-level Voronoi diagram for the seven large-scale real-world MDVRP instances in Section 5.3. Based on the results of ten tests, the value of was set to the average value. Therefore, was selected.
for small- and medium-sized benchmark MDVRP instances in Section 5.2, and \(c = 0.992\) was selected for the seven large-scale real-world MDVRP instances in Section 5.3.

The final parameter \(I_{\text{max}}\) affects the ending temperature of the SA, and the value of \(I_{\text{max}}\) is highly dependent on the customer number in the benchmark instances. This study set the maximum number of iterations \(I_{\text{max}}\) at the maximum value when the solution equality (i.e., total route length) becomes stable among the results of ten experimental tests, which resulted in \(I_{\text{max}} = 2000\) for small- and medium-sized benchmark MDVRP instances in Section 5.2 and \(I_{\text{max}} = 1000\) for the seven large-scale real-world MDVRP instances in Section 5.3.

5.2. Results of the twenty-three published benchmark problems

The BVDH algorithm was tested on the benchmark dataset with the following parameters: \(k = 2\), \(c = 0.9965\), \(I_{\text{max}} = 2000\), \(\lambda = 1\) and \(I_1 = 50\) for small- and medium-sized benchmark instances.

Table 1 lists the solutions generated by the BVDH algorithm and other state-of-the-art algorithms for the twenty-three published benchmark datasets. We ran the BVDH algorithm ten times to test its stability in solving the MDVRP. The total route length and the computation time in each run were recorded to calculate the \(S_{\text{avg}}\), \(S_{\text{best}}\) and \(T_{\text{avg}}\) in Table 1. The gaps reported in this table indicate the extent to which each solution is poorer than the best known solution (Silberholz and Golden, 2010). The BVDH algorithm found the same best known solution in 12 instances. The solutions for the remaining eleven instances (P01, P03–04, P06–11, P17 and P23) have a maximum gap value less than 1.23%. The proposed algorithm has a smaller average gap value (0.18%) than several state-of-the-art MDVRP metaheuristics such as Tabu (0.21%), MP (2.14%), PIACO (0.57%), and MDVRPEJ (1.84%). Only SP, HGSADC, and ALNS algorithms have a smaller average gap value (0.03%, 0.02%, and 0.02% respectively) than the proposed BVDH algorithm. Therefore, the proposed BVDH is an effective algorithm that can generate a high-quality solution for these small-scale and medium-scale MDVRP instances.

To compare the computation time of these algorithms, the published computation time of different machines (CPUs) were converted to an equivalent time on the personal computer employed in this study using Dongarra’s (2011) factor. Dongarra’s factor is commonly used to convert the CPU time of different machines to support comparison of computing speeds among different algorithms. The conversion equation is:

\[
T_2 = T_1 \ast \text{Dongarra}_{\text{CPU1}} / \text{Dongarra}_{\text{CPU2}},
\]

where \(T_1\) and \(T_2\) are the computation time of an algorithm on machines with CPU1 and CPU2 respectively, and \(\text{Dongarra}_{\text{CPU1}}\) and \(\text{Dongarra}_{\text{CPU2}}\) are the Dongarra factors for CPU1 and CPU2 respectively. The value of \(T_2\) in Table 1 represents the converted computation time of each algorithm. As indicated in Table 1, Tabu and MP have a relatively small amount of computation time (average 4.78 s and 1.64 s). The BVDH algorithm takes much less computation time (average 11.65 s) than SP (average 249.05 s), HGSADC (average 201.79 s), ALNS (average 195.36 s), and MDVRPEJ (average 105.59 s) algorithms. The proposed algorithm therefore performs well for solving small-scale and medium-scale MDVRP instances with respect to computation time.

5.3. Results of the seven real-world large-scale MDVRPs

The BVDH algorithm was tested on the benchmark dataset using the following parameters: \(k = 2\), \(c = 0.992\), \(I_{\text{max}} = 1000\), \(\lambda = 4\) and \(I_1 = 50\) for the seven real-world large-scale MDVRPs. Since the performance of some state-of-the-art algorithms is not publically available, we report only the results of the MDVRPEJ heuristic and the BVDH algorithm here.

Table 2 shows the solutions of the MDVRPEJ heuristic and the BVDH algorithm for the seven real-world large-scale MDVRP instances. In terms of the solution quality, the BVDH algorithm outperformed the MDVRPEJ. For example, the best solution \(S_{\text{best}}\) of the BVDH is better than that of the best solution \(S_{\text{best}}\) of the MDVRPEJ by 1.21% (Table 2). In terms of the computation time, the BVDH has an average time of 4417 s, which is only 21.69% of the MDVRPEJ (20,366.25 s). The average gap between the average solution \(S_{\text{avg}}\) and the best solution \(S_{\text{best}}\) for the seven large-scale real-world MDVRP instances is 1.11% (i.e., \(-0.10\% – (-1.21\%))\). The maximum gap is 1.50% for instance BJ6 (i.e., \(0.50\% – (-1.00\%))\), and the minimum gap is 0.56% for instance BJ3 (i.e., \(0.05\% – (-0.51\%))\). These results suggest that the BVDH algorithm is robust in solving large-scale MDVRP instances up to 20,000 customers. The average computation time to derive the best result is 16,099.63 s. This study has demonstrated that the BVDH algorithm is able to find a high-quality solution for real-world large-scale MDVRP instances with a reasonable amount of computation time.

6. Discussion

6.1. The Voronoi distance of MDVRP solutions

To demonstrate the usefulness of the proposed bi-level Voronoi diagram in generating high-quality solutions, this study compared the Voronoi distances of published solutions of the 23 benchmark MDVRP instances generated by the Tabu heuristic (Cordeau et al., 1997) (http://neo.lcc.uma.es/radi-aeb/WebVRP/) and the proposed BVDH algorithm. Table 1 shows that the proposed BVDH algorithm can generate solutions of better quality than the Tabu search algorithm. Table 3 gives the
results of customers’ Voronoi distances for the 23 benchmark datasets using both algorithms. Of the edges generated by the proposed BVDH algorithm, 92.97% have a Voronoi distance of one. This percentage is 0.33% higher than that generated by the Tabu search algorithm. Considering the percentage of edges within a maximum Voronoi distance of two, the BVDH algorithm (92.97% + 5.96% = 98.93%) is also better than the Tabu search algorithm (92.64% + 6.02% = 98.66%). The high percentage of short Voronoi distances in the solutions is an indication of better quality solutions generated by the proposed BVDH algorithm. The high percentage of route segments with short Voronoi distances demonstrates the usefulness of the proposed bi-level Voronoi diagram in generating high-quality solutions for small- and medium-size benchmark instances.

For the seven large-scale MDVRP instances shown in Table 4, the proposed BVDH algorithm can generate high-quality solutions that have 98.02% (i.e., 88.67% + 9.35%) of their edges within a maximum Voronoi distance of two. This high percentage of edges with short Voronoi distances demonstrates that the proposed BVDH algorithm can generate high-quality solutions for real-world large-scale MDVRP instances up to 20,000 customers.

### Table 3
Distribution of customers’ Voronoi distances in the solutions of the twenty-three benchmark datasets.

<table>
<thead>
<tr>
<th></th>
<th>Pro</th>
<th>Tabu</th>
<th>BVDH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>vd= 1</td>
<td>vd= 2</td>
<td>vd= 3</td>
</tr>
<tr>
<td>P01</td>
<td>39</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P02</td>
<td>43</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>P03</td>
<td>66</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>P04</td>
<td>77</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>P05</td>
<td>91</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>P06</td>
<td>80</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>P07</td>
<td>78</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>P08</td>
<td>189</td>
<td>27</td>
<td>6</td>
</tr>
<tr>
<td>P09</td>
<td>204</td>
<td>16</td>
<td>2</td>
</tr>
<tr>
<td>P10</td>
<td>209</td>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>P11</td>
<td>212</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>P12</td>
<td>66</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>P13</td>
<td>66</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>P14</td>
<td>64</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>P15</td>
<td>136</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>P16</td>
<td>136</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>P17</td>
<td>128</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>P18</td>
<td>203</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>P19</td>
<td>206</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>P20</td>
<td>192</td>
<td>17</td>
<td>0</td>
</tr>
<tr>
<td>P21</td>
<td>306</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>P22</td>
<td>312</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>P23</td>
<td>288</td>
<td>27</td>
<td>0</td>
</tr>
<tr>
<td>Sum</td>
<td>3388</td>
<td>220</td>
<td>25</td>
</tr>
<tr>
<td>Percentage</td>
<td>92.64</td>
<td>6.02</td>
<td>0.68</td>
</tr>
</tbody>
</table>

### Table 4
Distribution of customers’ Voronoi distances in the solutions of the seven large-scale MDVRP instances.

<table>
<thead>
<tr>
<th></th>
<th>Pro</th>
<th>BVDH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>vd= 1</td>
<td>vd= 2</td>
</tr>
<tr>
<td>BJ1</td>
<td>1759</td>
<td>158</td>
</tr>
<tr>
<td>BJ2</td>
<td>2663</td>
<td>213</td>
</tr>
<tr>
<td>BJ3</td>
<td>4430</td>
<td>356</td>
</tr>
<tr>
<td>BJ4</td>
<td>7022</td>
<td>632</td>
</tr>
<tr>
<td>BJ5</td>
<td>10,420</td>
<td>1038</td>
</tr>
<tr>
<td>BJ6</td>
<td>13,888</td>
<td>1378</td>
</tr>
<tr>
<td>BJ7</td>
<td>16,772</td>
<td>2228</td>
</tr>
<tr>
<td>Sum</td>
<td>56,954</td>
<td>6003</td>
</tr>
<tr>
<td>Percentage</td>
<td>88.67</td>
<td>9.35</td>
</tr>
</tbody>
</table>

6.2 Tradeoff between solution quality and computation time

To demonstrate the capability of balancing solution quality and computation time, this study investigated the total route length and the computation time of instance BJ5 generated by the proposed BVDH algorithm under different $k$ and $\lambda$ combinations. Fig. 4 illustrates the computation performance of these solutions. In terms of total route length, Fig. 4a shows a general tendency for the average total route length to decrease with increasing $k$. When $\lambda = 4$, the proposed algorithm
generated high-quality solutions for most \( k \) values. This outcome confirms the rationale of choosing \( \lambda = 4 \) for the real-world large-scale MDVRP instances. In Fig. 4b, the computation time is obviously affected by the parameter \( k \). The proposed BVDH algorithm needs more computation time with increasing \( k \) values. Therefore, the proposed BVDH algorithm includes an easy approach to implement the tradeoff between solution quality and computation time by using the parameter \( k \).

7. Conclusions

This paper proposes a bi-level Voronoi diagram metaheuristic for large-scale real-world MDVRPs. The bi-level Voronoi diagram consists of two diagrams: the upper-level diagram derived from the depots, and the lower-level Voronoi diagram derived from the customers. The upper-level Voronoi diagram helps identify the border and non-border customers of each depot, while the lower-level diagram helps establish a set of \( k \)-ring neighbors. Both diagrams are used to limit the local search space for customer reallocation between the depots and customer rearrangement among the routes of each depot. This metaheuristic reduces the neighborhood search space in the simulated annealing algorithm. Computational experiments indicate that the proposed metaheuristic can solve large-scale real-world MDVRPs more efficiently than many other state-of-the-art algorithms. Moreover, the proposed algorithm performs well with several small- and medium-scale benchmark MDVRP instances. We therefore have demonstrated that the proposed algorithm is efficient and effective to solve MDVRPs.

The contributions of this paper to the MDVRP literature can be summarized as follows: (1) Although several spatial neighbor-reduction strategies such as granular neighborhood search (Toth and Vigo, 2003), \( k \)th nearest neighbor (Li et al., 2005), and the set of \( k \)-ring Voronoi neighbors (Fang et al., 2012), have been used to reduce the search effort for vehicle routing in MDVRPs, few studies have demonstrated the benefits of using Voronoi diagrams to generate high-quality MDVRP solutions while balancing solution quality and computation time. This paper demonstrates the efficiency of a bi-level Voronoi diagram in limiting the local search space for customer reallocation between the depots and customer rearrangement between the routes served by each depot. (2) Although there have been many studies of MDVRP (e.g., Chao et al., 1993; Renaud et al., 1996; Cordeau et al., 1997; Thangiah and Salhi, 2001; Dondo and Cerdá, 2007; Ho et al., 2008; Baldacci and Mingozzi, 2009, and Berman and Hanshar, 2009), very few approaches have attempted to solve a large-scale MDVRP with thousands of spatially distributed customers. Our proposed metaheuristic can efficiently solve large-scale MDVRP instances up to 20,000 customers.

Our future research plans to extend the proposed bi-level Voronoi diagram metaheuristic and algorithm with the following approaches: (1) design an adaptive approach to determine the ring parameter \( k \) based on different spatial patterns of depots and customers; (2) develop a parallel computing approach using Voronoi spatial decomposition to improve the
efficiency of solving MDVRPs with large-scale real-world customer base; and (3) extend the Voronoi-based spatial neighbor-
hood metaheuristic to solve some important variants of MDVRP such as MDVRP with time windows and MDVRP with pickup
and delivery. Future improvements in these aspects will enable applications in transportation, logistics and supply-chain
management to optimize large-scale vehicle routing problems in a more realistic context.
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