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Abstract The well-known Nonnegative Matrix Factorization (NMF) method can be provided with more flexibility by generalizing the non-normalized Kullback-Leibler divergence to $\alpha$-divergences. However, the resulting $\alpha$-NMF method can only achieve mediocre sparsity for the factorizing matrices. We have earlier proposed a variant of NMF, called Projective NMF (PNMF) that has been shown to have superior sparsity over standard NMF. Here we propose to incorporate both merits of $\alpha$-NMF and PNMF. Our $\alpha$-PNMF method can produce a much sparser factorizing matrix, which is desired in many scenarios. Theoretically, we provide a rigorous convergence proof that the iterative updates of $\alpha$-PNMF monotonically decrease the $\alpha$-divergence between the input matrix and its approximate. Empirically, we provide a rigorous convergence proof that the iterative updates of $\alpha$-PNMF monotonically decrease the $\alpha$-divergence between the input matrix and its approximate. Empirically, the advantages of $\alpha$-PNMF are verified in two application scenarios: (1) it is able to learn highly sparse and localized part-based representations of facial images; (2) it outperforms $\alpha$-NMF and PNMF for clustering in terms of higher purity and smaller entropy.

1 Introduction

Nonnegative learning based on matrix factorization has received a lot of research attention recently. After Lee and Seung [11, 12] presented their Nonnegative Matrix Factorization (NMF) algorithms, a multitude of NMF variants have been proposed and applied to many areas such as signal processing, data mining, pattern recognition and gene expression studies [14, 6, 21, 3, 9, 4]. NMF is not only applicable to the feature axis for finding sparse and part-based representations (e.g.[13, 10]), but also to the sample axis, e.g. for finding clusters of data items (e.g. [8, 7, 18]).

The original NMF algorithm minimizes one of two kinds of difference measure between the data matrix and its approximate: the least square error or the non-normalized Kullback-Leibler divergence (or I-divergence). When the latter is used, NMF actually maximizes the Poisson likelihood of the observed data [11]. It was recently pointed out that the divergence minimization can be generalized by using the $\alpha$-divergence [1], which leads to a family of new algorithms [5, 23]. The convergence proof of NMF with $\alpha$-divergence is given in [5]. The empirical study by Cichocki et al. shows that the generalized NMF can achieve better performance by using
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suitable \( \alpha \) values.

**Projective Nonnegative Matrix Factorization (PNMF) [22]** is another variant of NMF. It identifies a nonnegative subspace by integrating the nonnegativity to the PCA objective. PNMF has proven to outperform NMF in feature extraction, where PNMF is able to generate sparser patterns which are more localized and non-overlapping [22]. Clustering results of text data also demonstrate that PNMF is advantageous as it provides better approximation to the binary-valued multi-cluster indicators than NMF [18].

In this paper we combine the above two techniques by using \( \alpha \)-divergence instead of I-divergence as the error measure in PNMF. We provide a multiplicative optimization algorithm which is theoretically convergent. Experiments are conducted, in which the new algorithm is shown to outperform \( \alpha \)-NMF for feature extraction and clustering on a variety of datasets.

Part of the work can be found in our preliminary paper [19]. As an extension, we propose here a novel multiplicative update rule which monotonically decreases the \( \alpha \)-divergence between the data matrix and its approximate, without additional normalization or stabilization steps. The new algorithm is more desirable because it makes the objectives at different iterations and with different initial guesses comparable. The proof uses a novel convex function for \( \alpha \)-divergence which has not been used in the previous literature on divergence measures. We also provide the multiplicative update rule for the special case \( \alpha \to 0 \), which completes these algorithms for the entire family of \( \alpha \)-divergences.

The rest of the paper is organized as follows. We first briefly review the NMF and PNMF methods in Section 2. In Section 3, we present the \( \alpha \)-PNMF objective, its multiplicative optimization algorithm and convergence proof. The experiments are presented in Section 4, and Section 5 concludes the paper.

## 2 Related Work

### 2.1 Nonnegative Matrix Factorization

Given a nonnegative data matrix \( X \in \mathbb{R}^{m \times N}_+ \), *Nonnegative Matrix Factorization* (NMF) seeks an approximative decomposition of \( X \) that is of the form:

\[
X \approx WH, \quad (1)
\]

where \( W \in \mathbb{R}^{m \times r}_+ \) and \( H \in \mathbb{R}^{r \times N}_+ \) with the rank \( r \ll \min(m, N) \).

Denote by \( \hat{X} = WH \) the approximating matrix. The approximation can be achieved by minimizing two widely used measures: (1) the least square criterion \( \varepsilon = \sum_{i,j} (X_{ij} - \hat{X}_{ij})^2 \) and (2) the non-normalized Kullback-Leibler divergence (or I-divergence)

\[
D_I(X||\hat{X}) = \sum_{i,j} \left( X_{ij} \log \frac{X_{ij}}{\hat{X}_{ij}} - X_{ij} + \hat{X}_{ij} \right).
\]

In this paper we focus on the second approximation criterion, which leads to the multiplicative updating rules of the form

\[
\begin{aligned}
H_{kj}^{\text{new}} &= H_{kj} \frac{(W^T Z)_{kj}}{\sum_i W_{ik}}, \\
W_{ik}^{\text{new}} &= W_{ik} \frac{(ZH^T)_{ik}}{\sum_j H_{kj}},
\end{aligned}
\]

where we use \( Z_{ij} = X_{ij}/\hat{X}_{ij} \) for notational brevity.

### 2.2 Nonnegative Matrix Factorization with \( \alpha \)-divergence

The \( \alpha \)-divergence [1] is a parametric family of divergence functionals, including several well-known divergence measures as special cases. NMF equipped with the following \( \alpha \)-divergence as the approximation measure was introduced by Cichocki *et al* and
called $\alpha$-NMF [5]:

$$D_\alpha (X||\hat{X}) = \frac{\sum_{ij} \left( \alpha X_{ij} + (1-\alpha) \hat{X}_{ij} - X_{ij} \hat{X}_{ij}^{1-\alpha} \right)}{\alpha(1-\alpha)}$$

The corresponding multiplicative update rules are given by the following, where we define $\tilde{Z}_{ij} = Z_{ij}^{\alpha}$:

$$H_{kj}^{\text{new}} = H_{kj} \left[ \frac{(W^T Z)_{kj}}{\sum_{i} W_{ik}} \right]^{\frac{1}{\alpha}},$$

$$W_{ik}^{\text{new}} = W_{ik} \left[ \frac{(ZH^T)_{ik}}{\sum_{j} H_{kj}} \right]^{\frac{1}{\alpha}}.$$

$\alpha$-NMF reduces to the conventional NMF with I-divergence when $\alpha \to 1$. Another choice of $\alpha$ characterizes a different learning principle, in the sense that the model distribution is more inclusive ($\alpha \to \infty$) or more exclusive ($\alpha \to -\infty$). Such flexibility enables $\alpha$-NMF to outperform NMF with $\alpha$ properly selected.

2.3 Projective Nonnegative Matrix Factorization

Replacing $H = W^T X$ in (1), we get the Projective Nonnegative Matrix Factorization (PNMF) approximation scheme [22]

$$X \approx WW^T X.$$  \hspace{1cm} (2)

Denote $\hat{X} = WW^T X$ the approximating matrix, $Z_{ij} = X_{ij}/\hat{X}_{ij}$, and $1_m$ a column vector of length $m$ and filled with ones. The PNMF multiplicative update rule for I-divergence is given by [22]

$$W_{ik}^{\prime} = W_{ik} \frac{(AW)_{ik}}{(BW)_{ik}}$$  \hspace{1cm} (3)

where $A =ZX^T + XZ^T$ and $B = 1_m 1_n^T X^T + X1_n 1_m^T$.

In practice, iterations with only the update rule (3) are sensitive to the initial guess of $W$ and often have a very zigzag learning path, where the overall scaling of $W$ fluctuates between odd and even iterations. This is overcome in practice by using an additional normalization step [22]

$$W_{\text{new}} = \frac{W'}{\|W\|}$$

or a stabilization step [18]

$$W_{\text{new}} = W' \sqrt{\sum_{ij} (W'W'^T X)_{ij}}.$$

The name PNMF comes from another derivation of the approximation scheme (2) where a projection matrix $P$ in $X \approx PX$ is factorized into $WW^T$. This interpretation connects PNMF with the classical Principal Component Analysis subspace method except for the nonnegativity constraint [22]. Compared with NMF, PNMF is able to learn a much sparser matrix $W$ [22, 23, 18]. This property is especially desired for extracting part-based representations of data samples or finding cluster indicators.

3 PNMF with $\alpha$-divergence

In this section we combine the flexibility of $\alpha$-NMF and the sparsity of PNMF into a single algorithm. We call the resulting method $\alpha$-PNMF which stands for Projective Nonnegative Matrix Factorization with $\alpha$-divergence.

3.1 Multiplicative update rule

$\alpha$-PNMF solves the following optimization problem:

$$\min_{W \geq 0} J(W) = D_\alpha (X||WW^T X).$$
The gradient of the objective with respect to $W$ is given by
\[
\frac{\partial f(W)}{\partial W_{ik}} = \frac{1}{\alpha} \left[ - \left( \tilde{A} W \right)_{ik} + (B W)_{ik} \right],
\]
where $\tilde{Z}_{ij} = Z_{ij}^{\alpha}$, $\tilde{A} = \tilde{Z} X^T + X \tilde{Z}^T$ and again $B = I_m I_n^T X^T + X I_m^T I_n^T$.

Denote $\Lambda_{ik}$ the Lagrangian multipliers associated with the constraint $W_{ik} \geq 0$. The Karush-Kuhn-Tucker (KKT) conditions require
\[
\frac{\partial f(W)}{\partial W_{ik}} = \Lambda_{ik}
\]
and $\Lambda_{ik} W_{ik} = 0$ which indicates $\Lambda_{ik} W_{ik}^{1/\eta} = 0$ for $\eta \neq 0$. Multiplying both sides of Eq. (4) by $W_{ik}^{1/\eta}$ leads to $\frac{\partial f(W)}{\partial W_{ik}} W_{ik}^{1/\eta} = 0$. This suggests a multiplicative update rule:
\[
W_{ik}^{\text{new}} = W_{ik} \left[ \left( \tilde{A} W \right)_{ik} \right]^{\eta} \frac{1}{\left( B W \right)_{ik}},
\]
for all $\eta \neq 0$. The values of $\eta$ are given in Eq. (6) below.

### 3.2 Convergence proof

In this Section, we prove that iteratively applying (5) monotonically decreases the objective function $D_{\alpha}(X \| WW^T X)$.

The convergence of NMF and most of its variants, including $\alpha$-NMF, to a local minimum of the cost function is analyzed by using an auxiliary function as its tight upper-bound. This is achieved in $\alpha$-NMF [5] by using the Jensen inequality based on the convex function
\[
h(z) = \frac{\alpha + (1 - \alpha)z - z^{1-\alpha}}{\alpha(1 - \alpha)}.
\]

This convex function is however not applicable to the $\alpha$-PNMF case because it is not decomposable, i.e. not fulfilling $h(xy) \approx h(x)h(y)$ or $h(xy) = h(x) + h(y) + \text{constant}$.

Here we overcome this problem by using a novel convex function
\[
g(x,y) = - \frac{x^\alpha y^{1-\alpha}}{\alpha(1 - \alpha)}.
\]

We further introduce
\[
f(y) = g(X_{ij},y)
\]
for notational brevity. Notice that $f(y)$ is convex with respect to $y$,
\[
\begin{align*}
f(by) &= b^{1-\alpha} f(y), \\
f(yz) &= - \frac{\alpha(1 - \alpha)}{X_{ij}^\alpha} f(y)f(z).
\end{align*}
\]

Let $\tilde{W}$ be the current estimate, $\tilde{X} = \tilde{W} W^T X$, and
\[
\gamma_{ij} = \frac{W_{ik} (W^T X)_{kj}}{\sum_l W_{il} (W^T X)_{lj}} = \frac{W_{ik} (W^T X)_{kj}}{WW^T X_{lj}},
\]
\[
\beta_{ijk} = \frac{W_{ik} X_{ij}}{\sum_j W_{ik} X_{ij}} = \frac{W_{ik} X_{ij}}{(W^T X)_{kj}},
\]
\[
\tilde{V} = \tilde{V}(\tilde{W},X), \quad \tilde{V}_{ik} = \tilde{W}_{ik}^{1-\alpha} W_{ik}^\alpha
\]
\[
S_{ij} = - \frac{1}{\alpha(1 - \alpha)} \tilde{Z}^T X
\]

Obviously, $\gamma_{ij} \geq 0$, $\sum_i \gamma_{ij} = 1$, $\beta_{ijk} \geq 0$, $\sum_i \beta_{ijk} = 1$, $V \equiv \tilde{V}(W,X)$, and $V_{ik} = W_{ik}$.

In the derivation below we also employ the following inequalities for any symmetric positive matrix $M$ independent of $W$ [8]:
\[
\text{Tr} \left( \tilde{W}^T M \tilde{W} \right) \leq \sum_{ik} \frac{\tilde{W}_{ik}^2}{W_{ik}} (M W)_{ik},
\]
\[
\text{Tr} \left( W^T M W \right) \geq \sum_{ijk} M_{ij} W_{ik} W_{jk} \ln \tilde{W}_{ik} \tilde{W}_{jk} + \text{constant}
\]
When \( \alpha \) is positive, therefore, we have

\[
\tilde{f}_1(\tilde{W}) = \sum_{ij} \frac{1}{\alpha} \left( \tilde{W} \tilde{W}^T X \right)_{ij} = \frac{1}{2\alpha} \text{Tr} \left[ \tilde{W}^T B \tilde{W} \right] \\
\leq \frac{1}{\alpha} \sum_{ik} \tilde{W}_{ik}^2 (B \tilde{W})_{ik} \equiv G_1^{(1)}(\tilde{W}, \tilde{W})
\]

for \( \alpha > 0 \) and

\[
\tilde{f}_1(\tilde{W}) \leq G_1^{(2)}(\tilde{W}, \tilde{W}) = \frac{1}{\alpha} \sum_{ijk} B_{ijk} \tilde{W}_{ijk} \ln \tilde{W}_{ijk} + \text{constant}
\]

for \( \alpha < 0 \).

Next, we apply the Jensen inequality twice to obtain the upper bound of \( \tilde{f}_2(\tilde{W}) = -\sum_{ij} \frac{\lambda_{ij}^2}{\lambda_{ij}^{-\alpha}} \) (see Figure 1). When \( 0 < \alpha < 1 \), \((S + S^T) = -\frac{1}{\alpha(1-\alpha)} A \) is symmetric and negative. Therefore,

\[
\tilde{f}_2(\tilde{W}) \leq -\frac{1}{\alpha(1-\alpha)} \sum_{ijk} \tilde{A}_{ijk} \tilde{W}_{ijk} \ln \tilde{W}_{ijk} + \text{constant}
\leq G_2^{(1)}(\tilde{W}, \tilde{W})
\]

When \( \alpha > 1 \) or \( \alpha < 0 \), \(-\frac{1}{\alpha(1-\alpha)} \tilde{A} \) is symmetric and positive. Therefore,

\[
\tilde{f}_2(\tilde{W}) \leq -\frac{1}{\alpha(1-\alpha)} \sum_{ijk} \frac{\tilde{V}_{ijk}^2}{2V_{ijk}} (\tilde{A} \tilde{W})_{ijk}
\leq -\frac{1}{\alpha(1-\alpha)} \sum_{ijk} \frac{\tilde{W}_{ijk}^2 - 2\alpha}{2W_{ijk}^{1-2\alpha}} (\tilde{A} \tilde{W})_{ijk}
\equiv G_2^{(2)}(\tilde{W}, \tilde{W}).
\]

In summary, the auxiliary upper-bounding function of \( f(\tilde{W}) = f_1(\tilde{W}) + f_2(\tilde{W}) + \sum_{ij} \frac{\lambda_{ij}}{1-\alpha} \) is:

\[
G_1^{(1)}(\tilde{W}, \tilde{W}) + G_2^{(2)}(\tilde{W}, \tilde{W}) \quad \text{when } 1 < \alpha,
\]

\[
G_1^{(1)}(\tilde{W}, \tilde{W}) + G_2^{(1)}(\tilde{W}, \tilde{W}) \quad \text{when } 0 < \alpha < 1,
\]

\[
G_1^{(2)}(\tilde{W}, \tilde{W}) + G_2^{(2)}(\tilde{W}, \tilde{W}) \quad \text{when } \alpha < 0.
\]

up to some additive constant. Minimization of the auxiliary function over \( \tilde{W} \) is implemented by setting its gradient to zero, which leads to Eq. (5), where

\[
\eta = \begin{cases} 
1/(2\alpha) & \text{when } 1 < \alpha, \\
1/2 & \text{when } 0 < \alpha < 1, \\
1/(2\alpha - 2) & \text{when } \alpha < 0.
\end{cases}
\]

Because all upper-bounds used are tight, the above update rules leads to

\[
f(W^{\text{new}}) = G(W^{\text{new}}, W^{\text{new}}) \\
\leq G(W^{\text{new}}, W) \\
\leq G(W, W) = f(W),
\]

where the first inequality comes from the upper bound and the second by the minimization. Iteratively applying (5) thus monotonically decreases \( D_{\alpha}(X | \tilde{W}\tilde{W}^T X) \).

\[\square\]

**Remark 1:**

Theoretically convergent update rules for PNMF based on the non-normalized KL-divergence are unresolved in the previous PNMF literature [22, 23, 18]. This is now given by our proof as a special case (\( \alpha \to 1 \)):

\[
W_{ijk}^{\text{new}} = W_{ijk} \sqrt{\frac{(ZX^T W + XZ^T W)_{ijk}}{\sum_j (W^T X)_{kj} + (\sum_j X_{ij}) (\sum_b W_{bk})}}.
\]

**Remark 2:**

An exception occurs when \( \alpha \to 0 \), where the derivative has form \( \frac{\alpha}{\alpha} \). We thus apply L’Hôpital’s rule.
\[ f_2(\tilde{W}) = \sum_{ij} -\frac{X_{ij}^\alpha \tilde{X}_{ij}^{1-\alpha}}{\alpha(1-\alpha)} = \sum_{ij} g(\tilde{X}_{ij}, \tilde{X}_{ij}) = \sum_{ij} f(\tilde{X}_{ij}) \]

\[ = \sum_{ij} f\left( \sum_k \tilde{W}_{ik} (\tilde{W}^T X)_{kj} \right) = \sum_{ij} f\left( \sum_k \gamma_{ijk} \frac{\tilde{W}_{ik} (\tilde{W}^T X)_{kj}}{\gamma_{ijk}} \right) \]

\[ \leq \sum_{ij} \sum_k \gamma_{ijk} f\left( \frac{\tilde{W}_{ik} (\tilde{W}^T X)_{kj}}{\gamma_{ijk}} \right) = \sum_{ij} \sum_k \gamma_{ijk} f\left( \sum_{ij} \gamma_{ijk} \frac{\tilde{W}_{ik}}{\gamma_{ijk}} (\tilde{W}^T X)_{kj} \right) \]

\[ \leq - \sum_{ij} \sum_k \gamma_{ijk} \alpha(1-\alpha) \frac{W_{ik}}{X_{ij}^\alpha} \left[ \frac{\tilde{W}_{ik}}{\gamma_{ijk}} \right]^{1-\alpha} \left( \frac{\tilde{W}_{ik}}{W_{ik}} \right)^{1-\alpha} f\left( \beta_{ijk} \sum a \frac{\tilde{W}_{ak} X_{aj}}{\beta_{ijk}} \right) \]

\[ \leq - \sum_{ij} \sum_k \gamma_{ijk} \alpha(1-\alpha) \frac{W_{ik}}{X_{ij}^\alpha} \left[ \frac{\tilde{W}_{ik}}{\gamma_{ijk}} \right]^{1-\alpha} \left( \frac{\tilde{W}_{ik}}{W_{ik}} \right)^{1-\alpha} f\left( \sum a \frac{\tilde{W}_{ak} X_{aj}}{\beta_{ijk}} \right) \]

\[ = \sum_{ij} \sum_k \gamma_{ijk} \alpha(1-\alpha) \frac{W_{ik}}{X_{ij}^\alpha} \left[ \frac{\tilde{W}_{ik}}{\gamma_{ijk}} \right]^{1-\alpha} \left( \frac{W_{ik}}{W_{ik}} \right)^{1-\alpha} f\left( \sum a \frac{\tilde{W}_{ak} X_{aj}}{\beta_{ijk}} \right) \]

\[ = \sum_{ij} \sum_k \gamma_{ijk} \alpha(1-\alpha) \frac{W_{ik}}{X_{ij}^\alpha} \left[ \frac{\tilde{W}_{ik}}{\gamma_{ijk}} \right]^{1-\alpha} \left( \frac{W_{ik}}{W_{ik}} \right)^{1-\alpha} \left( \frac{\tilde{W}_{ak}}{W_{ak}} \right)^{1-\alpha} f\left( X_{aj} \right) f\left( \frac{\tilde{W}_{ak}}{W_{ak}} \right) \]

\[ = \sum_{ijk} \gamma_{ijk} \beta_{ijk} \left[ \frac{\alpha(1-\alpha)}{X_{ij}^\alpha} \right]^2 \left[ \frac{W_{ik} W_{ak} \tilde{W}_{ik}^{1-\alpha}}{\gamma_{ijk} \beta_{ijk}} \right]^{1-\alpha} f\left( X_{aj} \right) f\left( \frac{\tilde{W}_{ak}}{W_{ak}} \right) \]

\[ = \sum_{aik} \tilde{W}_{ik} \tilde{W}_{ik}^{1-\alpha} \left[ \frac{\alpha(1-\alpha)}{X_{ij}^\alpha} \right] \sum_{a} \frac{Z_{ij}^a X_{aj}}{\alpha(1-\alpha)} \]

\[ = \sum_{aik} V_{ik} V_{ik} S_{ai} = \text{Tr} \left( \tilde{V}^T S \tilde{V} \right) = \frac{1}{2} \text{Tr} \left[ \tilde{V}^T (S + S^T) \tilde{V} \right] \]

Figure 1: Upper-bounding \( f_1(\tilde{W}) \equiv -\sum_{ij} \frac{X_{ij}^\alpha \tilde{X}_{ij}^{1-\alpha}}{\alpha(1-\alpha)} \).
to obtain the limit and then set it to zero. This yields the update rule

\[ W'_{ik} = W_{ik} \exp \left( \frac{1}{2} \left( \tilde{A}(0) W \right)_{ik} (BW)_{ik} \right) \]

where \( \tilde{Z}^{(0)}_{ij} = \log Z_{ij} \) and \( \tilde{A}^{(0)} = \tilde{Z}^{(0)} X^T + X \tilde{Z}^{(0)} X^T \).

**Remark 3:**

We have previously proposed an algorithm that it-erates the following two steps [19]:

\[ W'_{ik} = W_{ik} \left( \tilde{A} W \right)_{ik} (BW)_{ik}^{\frac{1}{\alpha}} \]

(7)

\[ W_{ik}^{\text{new}} = W_{ik} \left( \frac{\sum_{ij} \tilde{X}_{ij} \tilde{Z}_{ij}}{\sum_{ij} \tilde{X}_{ij}} \right)^{\frac{1}{\alpha}} \]

(8)

The update rule (7) is obtained by turning \( \alpha \)-PNMF into a constrained \( \alpha \)-NMF with \( H = W^T X \). It guarantees the Lagrangian objective decreases in each iteration. However, the definition of such a function varies across different iterations and also across different starting values because the Lagrangian multipliers solved by the K.K.T. conditions are determined by the current \( W \). The resulting objectives are therefore not comparable, which hinders monitoring its convergence and prevents improvement by multiple runs using different initial guesses. By contrast, the update rule (5) assures the monotonic decrease of the original \( \alpha \)-PNMF objective whose definition does not depend on the iterations and starting \( W \) values. Therefore one may easily monitor the convergence, rerun the algorithm several times and select the solution with the best objective.

The new multiplicative algorithm also overcomes another shortcoming of the previous one. The update rule (7) is sensitive to the overall scaling of \( W \) and results in zigzag learning paths. Therefore it must be accompanied with a stabilization step (8) with re-calculated \( \tilde{X} \) and \( Z \). However, the proof of the consistence of this additional update rule with the original objective \( D_\alpha(WW^T X) \) is still lacking. In contrast, the new algorithm using (5) does not require any additional normalization or stabilization steps, which facilitates is theoretical analysis.

### 4 Experiments

Suppose the nonnegative matrix \( X \in \mathbb{R}^{m \times N} \) is composed of \( N \) data samples \( x_j \in \mathbb{R}^m_+, j = 1, \ldots, N \). Basically, \( \alpha \)-PNMF can be applied on this matrix in two different ways. Firstly, one employs the approximation scheme \( X \approx WW^T X \) and performs feature extraction by projecting each sample into a non-negative subspace. The second approach approximates the transposed matrix \( X^T \) by \( WW^T X \) where \( W \in \mathbb{R}^{N \times r}_+ \), where \( \alpha \)-PNMF can be used for clustering, with the elements of \( W \) now indicating the membership of each sample in the \( r \) clusters. We conduct benchmark experiments on both cases.

#### 4.1 Feature extraction

We have used the FERET database of facial images [15] as the training data set. After face segmentation, 2,409 frontal images (poses “fa” and “fb”) of 867 subjects were stored in the database for the experiments. All face boxes were normalized to the size of \( 32 \times 32 \) and then reshaped to a 1024-dimensional vector by column-wise concatenation. Thus we obtained a \( 1024 \times 2409 \) nonnegative data matrix, whose elements are re-scaled into the region \([0,1]\) by dividing with their maximum. For good visualization, we empirically set \( r = 25 \) in the feature extraction experiments.

After training, the basis vectors are stored in the
columns of $W$ in $\alpha$-NMF and $\alpha$-PNMF. The basis vectors have same dimensionality with the image samples and thus can be visualized as basis images. In order to encode the features of different facial parts, it is expected to find some localized and non-overlapping patterns in the basis images. The resulting basis images using $\alpha = 0.5$ (Hellinger divergence), $\alpha = 1$ (I-divergence) and $\alpha = 2$ ($\chi^2$-divergence) are shown in Figure 2. Both methods can identify some facial parts such as eyebrows and lips. In comparison, $\alpha$-PNMF is able to generate much sparser basis images with more part-based visual patterns.

Notice that two non-negative vectors are orthogonal if and only if they do not have the same non-zero dimensions. Therefore we can quantify the sparsity of the basis vectors by measuring their orthogonalities with the $\tau$ measurement [20]:

$$\tau = 1 - \frac{\|R - I\|_F}{(r(r-1))},$$

where $\| \cdot \|_F$ is the Frobenius matrix norm and the element $R_{st}$ of matrix $R$ gives the normalized inner product between two basis vectors $w_s$ and $w_t$:

$$R_{st} = \frac{w_s^T w_t}{\|w_s\| \|w_t\|}.$$  

Larger $\tau$'s indicate higher orthogonality and $\tau$ reaches 1 when the columns of $W$ are completely orthogonal. The numerical values for the orthogonalities $\tau$ using the two compared methods are given under the respective basis image plots in Figure 2. All $\tau$ values in the right are considerably larger than their left counterparts, which confirms that $\alpha$-PNMF is able to extract a sparser transformation matrix $W$.

### 4.2 Clustering

We have used a variety of datasets, most of which are frequently used in machine learning and information retrieval research. Table 1 summarizes the characteristics of the datasets. The descriptions of these datasets are as follows:

- **Iris, Ecoli5, WDBC, and Pima**, which are taken from the UCI data repository with respective datasets Iris, Ecoli, Breast Cancer Wisconsin (Prognostic), and Pima Indians Diabetes. The Ecoli5 dataset contains only samples of the five largest classes in the original Ecoli database.

- **AMLALL** gene expression database [2]. This dataset contains acute lymphoblastic leukemia (ALL) that has B and T cell subtypes, and acute myelogenous leukemia (AML) that occurs more commonly in adults than in children. The data matrix consists of 38 bone marrow samples (19 ALL-B, 8 ALL-T and 11 AML) with 5000 genes as their dimensions.

- **ORL** database of facial images [16]. There are ten different images of each of 40 distinct subjects. For some subjects, the images were taken at different times, varying the lighting, facial expressions and facial details. In our experiments, we down-sampled the images to size $46 \times 56$ and rescaled the gray-scale values to $[0, 1]$.

The number of clusters $r$ is generally set to the number of classes. This work focuses on cases where $r > 2$, as there exist closed form approximations for the two-way clustering solution (see e.g. [17]). We thus set $r$ equal to five times the number of classes for WDBC and Pima.

Suppose there is ground truth data that labels the samples by one of $q$ classes. We have used the purity and entropy measures to quantify the performance of
Figure 2: The basis images of (left) $\alpha$-NMF and (right) $\alpha$-PNMF.
Table 1: Dataset descriptions

<table>
<thead>
<tr>
<th>datasets</th>
<th>#samples</th>
<th>#dimensions</th>
<th>#classes</th>
<th>$r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>150</td>
<td>4</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Ecoli5</td>
<td>327</td>
<td>7</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>WDBC</td>
<td>569</td>
<td>30</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>Pima</td>
<td>768</td>
<td>8</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>AMLALL</td>
<td>38</td>
<td>5000</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>ORL</td>
<td>400</td>
<td>2576</td>
<td>40</td>
<td>40</td>
</tr>
</tbody>
</table>

the compared clustering algorithms:

\[
Purity = \frac{1}{N} \sum_{k=1}^{r} \max_{1 \leq l \leq q} n_{lk}^{k},
\]

\[
Entropy = -\frac{1}{n \log_2 q} \sum_{k=1}^{r} \sum_{l=1}^{q} n_{lk}^{k} \log_2 \frac{n_{lk}^{k}}{n_k},
\]

where $n_{lk}^{k}$ is the number of samples in the cluster $k$ that belong to original class $l$ and $n_k = \sum_i n_{ik}^k$. A larger purity value and a smaller entropy indicate better clustering performance.

The resulting purities and entropies are shown in Table 2, respectively. $\alpha$-PNMF performs the best for all selected datasets. Recall that when $\alpha = 1$ the proposed method reduces to PNMF and thus returns results identical to the latter. Nevertheless, $\alpha$-PNMF can outperform PNMF by adjusting the $\alpha$ value. When $\alpha = 0.5$, the new method achieves the highest purity and lowest entropy for the gene expression dataset AMLALL. For the other five datasets, one can set $\alpha = 2$ and obtain the best clustering result using $\alpha$-PNMF. In addition, one can see that Nonnegative Matrix Factorization with $\alpha$-divergence works poorly in our clustering experiments, much worse than the other methods. This is probably because $\alpha$-NMF has to estimate many more parameters than those using projective factorization. $\alpha$-NMF is therefore prone to falling into bad local optima.

5 Conclusions

We have presented a new variant of NMF by introducing the $\alpha$-divergence into the PNMF algorithm. Our $\alpha$-PNMF algorithm theoretically converges to a local minimum of the cost function. The resulting factor matrix is of high sparsity or orthogonality, which is desired for part-based feature extraction and data clustering. Experimental results with various datasets indicate that the proposed algorithm can be considered as a promising replacement for both $\alpha$-NMF and PNMF.
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Table 2: Clustering (a) purities and (b) entropies using $\alpha$-NMF, PNMF and $\alpha$-PNMF. The best result for each dataset is highlighted with boldface font.

(a) $\alpha$-NMF

<table>
<thead>
<tr>
<th>datasets</th>
<th>$\alpha$ = 0.5</th>
<th>$\alpha$ = 1</th>
<th>$\alpha$ = 2</th>
<th>$\alpha$ = 0.5</th>
<th>$\alpha$ = 1</th>
<th>$\alpha$ = 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>0.83</td>
<td>0.85</td>
<td>0.84</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>Ecoli5</td>
<td>0.62</td>
<td>0.65</td>
<td>0.67</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
</tr>
<tr>
<td>WDBC</td>
<td>0.70</td>
<td>0.70</td>
<td>0.72</td>
<td>0.87</td>
<td>0.86</td>
<td>0.87</td>
</tr>
<tr>
<td>Pima</td>
<td>0.65</td>
<td>0.65</td>
<td>0.65</td>
<td>0.65</td>
<td>0.67</td>
<td>0.65</td>
</tr>
<tr>
<td>AMLALL</td>
<td>0.95</td>
<td>0.92</td>
<td>0.92</td>
<td>0.95</td>
<td><strong>0.97</strong></td>
<td>0.95</td>
</tr>
<tr>
<td>ORL</td>
<td>0.47</td>
<td>0.47</td>
<td>0.47</td>
<td>0.75</td>
<td>0.76</td>
<td>0.75</td>
</tr>
</tbody>
</table>

(b) $\alpha$-NMF

<table>
<thead>
<tr>
<th>datasets</th>
<th>$\alpha$ = 0.5</th>
<th>$\alpha$ = 1</th>
<th>$\alpha$ = 2</th>
<th>$\alpha$ = 0.5</th>
<th>$\alpha$ = 1</th>
<th>$\alpha$ = 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>0.34</td>
<td>0.33</td>
<td>0.33</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>Ecoli5</td>
<td>0.46</td>
<td>0.58</td>
<td>0.50</td>
<td>0.40</td>
<td>0.40</td>
<td>0.40</td>
</tr>
<tr>
<td>WDBC</td>
<td>0.39</td>
<td>0.38</td>
<td>0.37</td>
<td>0.16</td>
<td>0.17</td>
<td>0.16</td>
</tr>
<tr>
<td>Pima</td>
<td>0.92</td>
<td>0.90</td>
<td>0.90</td>
<td>0.91</td>
<td>0.90</td>
<td>0.91</td>
</tr>
<tr>
<td>AMLALL</td>
<td>0.16</td>
<td>0.21</td>
<td>0.21</td>
<td>0.16</td>
<td><strong>0.08</strong></td>
<td>0.16</td>
</tr>
<tr>
<td>ORL</td>
<td>0.35</td>
<td>0.34</td>
<td>0.35</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
</tr>
</tbody>
</table>


