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Abstract

We propose two interpolation-based monotone schemes for the anisotropic diffusion problems
on unstructured polygonal meshes through the linearity-preserving approach. The new schemes are
characterized by their nonlinear two-point flux approximation, which is different from the
existing ones and has no constraint on the associated interpolation algorithm for auxiliary
unknowns. Thanks to the new nonlinear two-point flux formulation, it is no longer required that
the interpolation algorithm should be a positivity-preserving one. The first scheme employs
vertex unknowns as the auxiliary ones, and a second-order but not positivity-preserving
interpolation algorithm is utilized. The second scheme uses the so-called harmonic averaging
points located on cell edges to define the auxiliary unknowns, and a second-order positivity-preserving
interpolation method is employed. Both schemes have nearly the same convergence rates as
compared with their related second-order linear schemes. Numerical results demonstrate that
the new schemes are monotone, and have the second-order accuracy for the solution and first-order
for its gradient on severely distorted meshes.

Keywords: diffusion equation, monotone finite volume scheme, linearity-preserving
criterion, nonlinear two-point flux approximation

1. Introduction

The anisotropic diffusion problem is often coupled with some other physical processes
such as the Lagrange approach in radiation hydrodynamics. In this case, the solution
should be non-negative physically, the mesh may be severely distorted and even worse,
the problem may be suffered by some moving discontinuity whose location is blind to the
diffusion solver. In this paper we are concerned with the nonlinear cell-centered finite
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volume methods which not only preserve solution positivity, but also approximately have a second-order accuracy on severely distorted grids.

It is well known that the linear schemes, such as mixed finite element, multi-point flux approximation (MPFA) and the mimetic finite difference (MFD) schemes, are second-order accurate on unstructured grids, but do not always satisfy monotonicity for distorted meshes or with high anisotropy ratio [10]. MPFA [1] used built-in flexibility to increase the monotonicity regions. Two methods based on repair technique and constrained optimization have been introduced to enforce discrete extremum principle for linear finite element solutions on triangular meshes [15]. A linear scheme satisfying the maximum principle on distorted grids was developed in [18], but it is generally only first-order accurate for smooth solutions. The sufficient condition to ensure the monotonicity of MFD was analyzed in [12].

A few monotone schemes have been proposed with the nonlinear two-point flux approximation in recent years. The original idea belongs to C. Le Potier [17] for triangular meshes. The monotonicity of this method for steady state diffusion problems was proven in [13], and its 3D extension was analyzed in [11]. Further development of the method was made in [24, 20, 14]. A common property of the methods in [13, 24, 20] is that in addition to primary unknowns defined at cell centers, solution values at mesh vertices or edge midpoints are involved. These auxiliary unknowns are usually interpolated from primary cell-centered unknowns and the weights in the interpolation formula are required to be positive so that the monotonicity of the schemes can be proved. When negative interpolation weights occur, the authors in [20, 24] suggested that the interpolation formula should be replaced by some lower-order but positivity-preserving ones, such as the inverse distance weighting method used in [13]. Unfortunately, this technique usually leads to a great loss of accuracy on largely distorted meshes even in the case of a constant diffusion coefficient with a smooth solution. The direct use of a second-order interpolation algorithm in C. Le Potier’s nonlinear two-point flux approximation without weights replacement may spoil the monotonicity, although it seems a theoretical problem instead of a numerical one in some cases [19]. In most cases, the construction of a second-order positivity-preserving interpolation algorithm is a more challenging task than the design of interpolation-based monotone schemes itself. By noting this fact, the authors in [14] suggested an interpolation-free monotone scheme, however, this alternative approach introduces a constraint on the choice of cell centers. A similar work can be found in [4] where a proper choice of the cell centers was used to construct a monotone scheme on triangular meshes. Recently, some monotone corrections for generic cell-centered finite volume schemes were suggested in [5], however, it is not clear why the accuracy of the original schemes decreases after performing these corrections.
In this article, we further develop C. Le Potier’s idea to suggest a new nonlinear two-point flux approximation and then construct two interpolation-based second-order monotone finite volume schemes outlined below.

• In the first scheme, we take cell-vertex unknowns as the auxiliary ones, and a second-order interpolation algorithm for cell-vertex unknowns in [8] are utilized. Although this interpolation method is not positivity-preserving, the monotonicity of the scheme is still maintained theoretically due to the new nonlinear two-point flux approximation.

• In the second scheme, we take cell-edge unknowns as the auxiliary ones which are located at the so-called harmonic averaging point [3], and can be interpolated from the cell-centered unknowns defined on the two cells sharing this same edge. The use of harmonic averaging points not only simplifies the interpolation procedure, but also assures it to be a positivity-preserving one. In this case, our nonlinear two-point flux approximation reduces to the existing ones [17, 13, 24].

Our new schemes have the following characteristics:

• they are monotone;

• they are locally conservative and have only cell-centered unknowns;

• they allow heterogeneous full diffusion tensors;

• they are linearity-preserving except for some extreme cases. The linearity-preserving property can be found in many articles for instance in [1, 3, 7, 22].

• they have approximately second-order accuracy on severely distorted meshes in case that the diffusion tensor is taken to be anisotropic and discontinuous.

It should be emphasized that the last property is the main difference between the two new schemes and some existing interpolation-based monotone schemes.

The outline of this article is as follows. In section 2, we state the diffusion problem and give some necessary notations. In section 3, two nonlinear monotone finite volume schemes are constructed under a unified framework and a new nonlinear two-point flux approximation. Numerical experiments are then presented in section 4, showing the good numerical performance of the new schemes, especially on severely distorted grids. Some concluding remarks are given in the last section.
2. Steady diffusion problem and notations

We consider a diffusion problem on an open bounded connected polygonal domain $\Omega \subset \mathbb{R}^2$,

\begin{align*}
-\text{div}(\Lambda \nabla u) &= f \quad \text{in} \quad \Omega, \\
u &= g_D \quad \text{on} \quad \Gamma_D, \\
-\Lambda \nabla u \cdot n &= g_N \quad \text{on} \quad \Gamma_N,
\end{align*}

where $\Lambda(x)$ is the diffusion tensor, $f$ is a source term, $\partial \Omega = \overline{\Gamma}_D \cup \overline{\Gamma}_N$ is the boundary of $\Omega$, $n$ denotes the exterior normal vector and $g_D, g_N$ are given scalar functions which are almost everywhere defined on $\Gamma_D, \Gamma_N$, respectively. We employ the following notations and assumptions throughout this paper.

1. $\mathcal{M} = \{K\}$ is a finite family of disjoint open polygonal cells in $\Omega$ such that $\bar{\Omega} = \bigcup_{K \in \mathcal{M}} \bar{K}$.
2. $\mathcal{E} = \{\sigma\}$ is a finite family of disjoint edges in $\bar{\Omega}$ such that for $\sigma \in \mathcal{E}$, $\sigma$ is a line segment with a strictly positive length denoted by $|\sigma|$. When $\sigma \in \mathcal{E}^{\text{ext}}$, $\sigma$ is on either $\Gamma_D$ or $\Gamma_N$, but not both of them. Let $\mathcal{E}^{\text{int}} = \mathcal{E} \cap \Omega$ and $\mathcal{E}^{\text{ext}} = \mathcal{E} \cap \partial \Omega$. For $K \in \mathcal{M}$, there exists a subset $\mathcal{E}_K$ of $\mathcal{E}$ such that $\partial K = \bigcup_{\sigma \in \mathcal{E}_K} \bar{\sigma}$ and the number of edges in $\mathcal{E}_K$ is $n_K$. For $\sigma \in \mathcal{E}_K$, notation $\sigma$ may denote either an edge on $\partial K$ or the local numbering of this same edge, depending on the context, and $n_{K,\sigma}$ denotes the unit vector normal to $\sigma$ outward to $K$.
3. $\mathcal{O} = \{x_K, K \in \mathcal{M}\}$ is a set of points, known as cell centers, where $x_K \in K$.
4. $\mathcal{P} = \bigcup_{K \in \mathcal{M}} \mathcal{P}_K$, where $\mathcal{P}_K$ is the set of interpolation points associated with cell $K$.
5. Approximation of the solution $u$ at the cell center $x_K$ is known as the primary variable and denoted as $u_K$. By contrast, the auxiliary variable $u_{K,i}$ (resp., $u_i$) is the approximation of $u$ at the interpolation point $x_{K,i}$ (resp., $y_i$) defined in the later discussion. In addition, we assume that $\Lambda$ is constant on each cell $K \in \mathcal{M}$ with $\Lambda_K$ denoting the restriction of $\Lambda$ on $K$.

3. Monotone nonlinear finite volume schemes

In this section, we will construct some nonlinear monotone finite volume schemes with a new two-point flux approximation, which is done under the same framework suggested in [23] and consists of five steps (see Section 3.1–Section 3.5). Throughout, all the derivations are subjected to the following fundamental principles for finite volume methods: the normal component of flux is continuous across all cell edges and the solution is continuous at any interpolation points.
3.1. Definitions of the primary and auxiliary variables

The primary variables are defined at the cell centers. In this article, the barycenter and the geometric center of $K$ are the usual candidates for the cell center $x_K$ but not the necessary ones. The auxiliary variables are defined at the interpolation points, for which we have two different choices in this paper:

1. The first choice for the set of interpolation points is $P_K = P^K_v := \{x_K,i, i = 1, \ldots, n_K\}$ where $x_K,i$ denotes a generic vertex of cell $K$.

2. The second choice for the set of interpolation points is $P_K = P^K_e := \{y_\sigma, \sigma \in E_K\}$ where $y_\sigma$ is a specific point associated with edge $\sigma \in E_K$ and defined as follows.

For a boundary edge $\sigma \in E_{\text{ext}}$, $y_\sigma$ is the midpoint of $\sigma$, and for an interior edge $\sigma \in E_K \cap E_L$,

$$y_\sigma = \frac{d_{L,\sigma}\lambda_K^{(n)}x_K + d_{K,\sigma}\lambda_L^{(n)}x_L + d_{K,\sigma}d_{L,\sigma}(\Lambda^T_K - \Lambda^T_L)n_{K,\sigma}}{d_{L,\sigma}\lambda_K^{(n)} + d_{K,\sigma}\lambda_L^{(n)}}, \quad (4)$$

where $\lambda_K^{(n)} = n_{K,\sigma}^T\Lambda_Kn_{K,\sigma}$, $\lambda_L^{(n)} = n_{L,\sigma}^T\Lambda_Ln_{L,\sigma}$ and $d_{K,\sigma}$ (resp., $d_{L,\sigma}$) denotes the orthogonal distance from $x_K$ (resp., $x_L$) to $\sigma$.

For the second choice, we introduce the following assumption:

(A1) For any $\sigma \in E_K \cap E_L \subseteq E^\text{int}$, (i) $K$ (resp., $L$) is a star-shaped polygonal cell with respect to $x_K$ (resp., $x_L$); (ii) $y_\sigma \in \bar{\sigma}$.

When (A1) holds, $y_\sigma$ coincides with the harmonic averaging point $[3, 7, 23]$ and we have $[9]

$$u(y_\sigma) \simeq \frac{d_{K,\sigma}\lambda_K^{(n)}u(x_L) + d_{L,\sigma}\lambda_L^{(n)}u(x_K)}{d_{L,\sigma}\lambda_K^{(n)} + d_{K,\sigma}\lambda_L^{(n)}}, \quad (5)$$

where $\simeq$ indicates that (5) satisfies the so-called linearity-preserving criterion, i.e., the truncation error vanishes in the linear case where the solution $u$ is linear and the diffusion coefficient is constant on any cell $K \in M$.

As pointed in [9], when (A1) is violated, (5) may not hold, however, the harmonic averaging point $y_\sigma$ defined by (4) can be still used as an interpolation point. A simple derivation of harmonic averaging point under the linearity-preserving criterion can be found in [9].

3.2. Construction of the one-sided flux

For $\sigma \in E_K, K \in M$, the one-sided flux $F_{K,\sigma}$ is the approximation of the flux $-\int_\sigma (\Lambda_K \nabla u) \cdot n_{K,\sigma} ds$, using only the information of $K$. Here we give an algorithm for a general $P_K$, instead of confining ourselves to $P^K_v$ or $P^K_e$. As shown in Fig. 1, for $\sigma \in E_K$,
we define the subset \( P_K^\sigma = \{ x_{K,i}(\sigma), x_{K,j}(\sigma) \} \) of \( P_K \) such that the co-normal \( \Lambda_T^K n_{K,\sigma} \) is located within \( x_{K,i}(\sigma) - x_K \) and \( x_{K,j}(\sigma) - x_K \). Sometimes we shall write \( x_{K,i}, x_{K,j} \) instead of \( x_{K,i}(\sigma), x_{K,j}(\sigma) \) for simplicity. \( \theta_i^K,\sigma \) (resp., \( \theta_j^K,\sigma \)) is the angle between \( x_{K,i} - x_K \) (resp., \( x_{K,j} - x_K \)) and \( \Lambda_T^K n_{K,\sigma} \). We have the following identity [24, 14]

\[
\frac{\Lambda_T^K n_{K,\sigma}}{\| \Lambda_T^K n_{K,\sigma} \|} = \frac{\sin \theta_i^j,\sigma}{\sin \theta_{K,\sigma}} \frac{x_{K,i} - x_K}{\| x_{K,i} - x_K \|} + \frac{\sin \theta_i^j,\sigma}{\sin \theta_{K,\sigma}} \frac{x_{K,j} - x_K}{\| x_{K,j} - x_K \|},
\]

where \( \| \cdot \| \) denotes the Euclidean vector norm and \( \theta_{K,\sigma} = \theta_i^K,\sigma + \theta_j^K,\sigma \).

Multiplying both sides of (6) with \(-\nabla u\) and integrating over \( \sigma \), we obtain a linearity-preserving one-sided flux of the form

\[
F_{K,\sigma} = \sum_{p \in \{i,j\}} \alpha_{p}^{K,\sigma}(u_K - u_{K,p}),
\]

where \( u_{K,i}, u_{K,j} \) are approximate solutions at the interpolation points \( x_{K,i}, x_{K,j} \in P_K^\sigma \) and the coefficients

\[
\alpha_i^{K,\sigma} = \frac{\| \Lambda_T^K n_{K,\sigma} \| \sin \theta_i,\sigma}{\| x_{K,i} - x_K \| \sin \theta_{K,\sigma}}, \quad \alpha_j^{K,\sigma} = \frac{\| \Lambda_T^K n_{K,\sigma} \| \sin \theta_j,\sigma}{\| x_{K,j} - x_K \| \sin \theta_{K,\sigma}}.
\]

For the construction of a monotone scheme using C. Le Potier’s nonlinear two-point flux approximation, the coefficients in (7) are required to satisfy the following condition,

\[
\alpha_i^{K,\sigma} \geq 0, \quad \alpha_j^{K,\sigma} \geq 0, \quad \forall \sigma \in \mathcal{E}_K, K \in \mathcal{M}.
\]

A sufficient condition for (8) is that all angles \( \theta_i^{K,\sigma}, \theta_j^{K,\sigma} \) and \( \theta_{K,\sigma} \) are less than \( \pi \).

Analogously, the one-sided flux constructed from cell \( L \) (that shares edge \( \sigma \) with cell \( K \)) can be obtained and given by

\[
F_{L,\sigma} = \sum_{p \in \{i',j'\}} \alpha_{p}^{L,\sigma}(u_L - u_{L,p}),
\]

also \( \alpha_{i'}^{L,\sigma} \) and \( \alpha_{j'}^{L,\sigma} \) are required to be non-negative.
3.3. A unique definition of the flux

This section is contributed to the nonlinear two-point flux approximation, and a unique definition of the flux is aimed to achieve local conservation. For $\sigma \in \mathcal{E}_K \cap \mathcal{E}_L$, we use two one-sided fluxes to define

$$\tilde{F}_{K,\sigma} = \mu_{K,\sigma} F_{K,\sigma} - \mu_{L,\sigma} F_{L,\sigma}, \quad \tilde{F}_{L,\sigma} = \mu_{L,\sigma} F_{L,\sigma} - \mu_{K,\sigma} F_{K,\sigma},$$

(10)

where $\mu_{K,\sigma}$ and $\mu_{L,\sigma}$ are two parameters. Obviously, for such defined fluxes, we have the local conservation condition

$$\tilde{F}_{K,\sigma} + \tilde{F}_{L,\sigma} = 0, \quad \forall \sigma \in \mathcal{E}_K \cap \mathcal{E}_L \subset \mathcal{E}^{int}. \quad \text{(11)}$$

Substituting (7) and (9) into the first equation in (10), we have

$$\tilde{F}_{K,\sigma} = \mu_{K,\sigma} \sum_{p \in \{i,j\}} \alpha_{K,\sigma}^p u_K - \mu_{L,\sigma} \sum_{p \in \{i',j'\}} \alpha_{L,\sigma}^p u_L + \mu_{L,\sigma} a_{L,\sigma} - \mu_{K,\sigma} a_{K,\sigma},$$

(12)

where

$$a_{K,\sigma} = \sum_{p \in \{i,j\}} \alpha_{K,\sigma}^p u_{K,p}, \quad a_{L,\sigma} = \sum_{p \in \{i',j'\}} \alpha_{L,\sigma}^p u_{L,p}. \quad \text{(13)}$$

3.3.1. The previous nonlinear two-point flux approximation

In order to derive a two-point consistent flux approximation that leads to a final monotonic scheme, by following the ideas in [17, 13, 24], one sees that the undetermined parameters $\mu_{K,\sigma}$ and $\mu_{L,\sigma}$ should be selected in a way such that the following requirements are satisfied,

$$\begin{cases} 
\mu_{K,\sigma} \geq 0, & \mu_{L,\sigma} \geq 0, \\
\mu_{K,\sigma} + \mu_{L,\sigma} = 1, \\
\mu_{L,\sigma} a_{L,\sigma} - \mu_{K,\sigma} a_{K,\sigma} = 0,
\end{cases} \quad \text{(14)}$$

which leads to the following algorithm,

$$\mu_{K,\sigma} = \begin{cases} 
0.5, & a_{K,\sigma} + a_{L,\sigma} = 0, \\
\frac{a_{L,\sigma}}{a_{K,\sigma} + a_{L,\sigma}}, & a_{K,\sigma} + a_{L,\sigma} \neq 0 \quad \text{and} \quad \mu_{L,\sigma} = 1 - \mu_{K,\sigma},
\end{cases} \quad \text{(15)}$$

subjected to the constraint condition below

$$a_{K,\sigma} \geq 0, \quad a_{L,\sigma} \geq 0. \quad \text{(16)}$$

Then we obtain

$$\tilde{F}_{K,\sigma} = A_{K,\sigma}(u) u_K - A_{L,\sigma}(u) u_L, \quad \tilde{F}_{L,\sigma} = A_{L,\sigma}(u) u_L - A_{K,\sigma}(u) u_K, \quad \text{(17)}$$
where

\[ A_{K,\sigma}(u) = \mu_{K,\sigma} \sum_{p \in \{i,j\}} \alpha_p^{K,\sigma}, \quad A_{L,\sigma}(u) = \mu_{L,\sigma} \sum_{p \in \{i',j'\}} \alpha_p^{L,\sigma}. \quad (18) \]

It can be easily seen from (13) that, the interpolation algorithm for auxiliary unknowns must be a positive-preserving one so that (16) is maintained. Usually, a second-order interpolation algorithm is one of the key ingredients for a second-order cell-centered scheme. When a second-order interpolation algorithm is not positive-preserving, the authors in [24] suggested that it should be replaced by some lower-order but positive-preserving ones, such as the inverse distance weights used in [13] and given by

\[ u_0 = \sum_i w_i u_i, \quad w_i = \frac{\bar{w}_i}{\sum_i \bar{w}_i}, \quad \bar{w}_i = \frac{1}{\|x_0 - x_i\|}, \quad (19) \]

where \( u_0 \) (resp., \( u_i \)) denotes the auxiliary (resp., cell-centered) unknown defined at the interpolation point \( x_0 \) (resp., cell-center \( x_i \)). Unfortunately, in practical computation, especially for grids with large distortion, the positive-preserving property for nearly all second-order interpolation algorithms can be easily spoiled. As a consequence, one has to use lower-order interpolation algorithm at many points and the resulting monotone schemes have poor accuracy on severe distorted meshes.

3.3.2. The new nonlinear two-point flux approximation

To deal with this problem, we still start from (12) and suggest the following new algorithm

\[ \mu_{K,\sigma} = \begin{cases} 0.5, & a_{K,\sigma} = a_{L,\sigma} = 0; \\ \frac{|a_{L,\sigma}|}{|a_{K,\sigma}| + |a_{L,\sigma}|}, & \text{otherwise} \end{cases} \quad \text{and} \quad \mu_{L,\sigma} = 1 - \mu_{K,\sigma}. \quad (20) \]

In this situation, the constraint condition (16) does not need to be satisfied, however, the third equation in (14) is spoiled generally. This problem can be remedied by employing the following new nonlinear two-point flux approximation. Set

\[ B_\sigma = \begin{cases} \mu_{L,\sigma} a_{L,\sigma} - \mu_{K,\sigma} a_{K,\sigma}, & \sigma \in \mathcal{E}_K \cap \mathcal{E}_L \subset \mathcal{E}^{\text{int}}, \\ -a_{K,\sigma}, & \sigma \in \mathcal{E}_K \cap \mathcal{E}^{\text{ext}} \end{cases} \quad (21) \]

and

\[ B_\sigma^+ = \frac{|B_\sigma| + B_\sigma}{2}, \quad B_\sigma^- = \frac{|B_\sigma| - B_\sigma}{2}. \]
Then, we find that (12) can be rewritten as
\[
\tilde{F}_{K,\sigma} = \mu_{K,\sigma} \sum_{p \in \{i,j\}} \alpha_{p}^{K,\sigma} u_{K} - \mu_{L,\sigma} \sum_{p \in \{i',j'\}} \alpha_{p}^{L,\sigma} u_{L} + B_{\sigma}^{+} - B_{\sigma}^{-} 
\]
\[
= \tilde{A}_{K,\sigma}(u) u_{K} - \tilde{A}_{L,\sigma}(u) u_{L} + \frac{B_{\sigma}^{+} \varepsilon}{u_{K} + \varepsilon} - \frac{B_{\sigma}^{-} \varepsilon}{u_{L} + \varepsilon}, \tag{22}
\]
where \( \varepsilon \) is a sufficient small positive parameter and
\[
\tilde{A}_{K,\sigma}(u) = \mu_{K,\sigma} \sum_{p \in \{i,j\}} \alpha_{p}^{K,\sigma} + \frac{B_{\sigma}^{+}}{u_{K} + \varepsilon}, \quad \tilde{A}_{L,\sigma}(u) = \mu_{L,\sigma} \sum_{p \in \{i',j'\}} \alpha_{p}^{L,\sigma} + \frac{B_{\sigma}^{-}}{u_{L} + \varepsilon}. \tag{23}
\]
Finally, neglecting the last two terms in (22), we reach a new definition of the unique edge flux, given by
\[
\tilde{F}_{K,\sigma} = \tilde{A}_{K,\sigma}(u) u_{K} - \tilde{A}_{L,\sigma}(u) u_{L}, \quad \tilde{F}_{L,\sigma} = \tilde{A}_{L,\sigma}(u) u_{L} - \tilde{A}_{K,\sigma}(u) u_{K}. \tag{24}
\]
Obviously, these last fluxes are nonlinear two-point ones and the local conservation condition (11) is still maintained.

Remark 3.1. Although the drop of the last two terms in (22) may run the risk of losing accuracy, we are much rewarded by a monotone scheme that has no constraints on the interpolation algorithm. The monotonicity of the new schemes can be proved only under condition (8), which can be seen in the later discussion. Moreover, by (20) and (21), we can easily conclude that
\[
\frac{B_{\sigma}^{+} \varepsilon}{u_{K} + \varepsilon} - \frac{B_{\sigma}^{-} \varepsilon}{u_{L} + \varepsilon} = \begin{cases} 
0, & a_{K,\sigma} a_{L,\sigma} \geq 0, \\
O(\varepsilon), & a_{K,\sigma} a_{L,\sigma} < 0 \text{ and } u_{K} u_{L} \neq 0, \\
O(B_{\sigma}), & a_{K,\sigma} a_{L,\sigma} < 0 \text{ and } u_{K} u_{L} = 0.
\end{cases} \tag{25}
\]
Thus, when the interpolation algorithm is a positivity-preserving one, by (8) we reach (16), which is included in the first case of (25). In this case the nonlinear two-point flux approximation (24) reduces to that of C. Le Potier’s (17)-(18). The third case in (25) is quite rare, and it does not occur in our numerical tests in this paper. Therefore, the neglecting of the last two terms in (22) is probably a theoretical issue instead of a numerical one.

As for a boundary edge \( \sigma \in E_{K} \cap E_{\text{ext}} \subset \Gamma_{D} \), we simply set
\[
\tilde{F}_{K,\sigma} = F_{K,\sigma} = \sum_{p \in \{i,j\}} \alpha_{p}^{K,\sigma} u_{K} + B_{\sigma}^{+} - B_{\sigma}^{-}, \tag{26}
\]
where \( B_{\sigma}^{+} \) can be handled in a way analogous to that of an interior edge while \( B_{\sigma}^{-} \) can be moved to the right-hand side of the final finite volume equation.
3.4. Interpolation of the auxiliary variables

To make the finite volume scheme a cell-centered one, the auxiliary variables in the flux expressions have to be eliminated by a certain interpolation procedure. Since we have two types of the auxiliary variables, the corresponding interpolation techniques will be given separately.

3.4.1. Interpolation of the auxiliary variables at cell vertices

We first present an interpolation technique for vertex unknowns, which was originally suggested in [8] and named LPEW2 therein. Recently, LPEW2 has been used to construct a robust nonlinear scheme on triangle grids [19]. Here for completeness, we give an equivalent but simpler derivation, and the resulting formula is easier for coding.

Suppose that a vertex Q₀ is surrounded by the cell Ωₖ centered at Oₖ and enclosed by edges Q₀Pₖ and Q₀Pₖ₊₁ where 1 ≤ k ≤ n₀, see Fig. 2(a) for an example of n₀ = 5. Tₖ is an interior point on the edge Q₀Pₖ, defined by

\[ Tₖ = τ Q₀ + (1 − τ) Pₖ, \quad k = 1, \cdots, n₀, \quad (27) \]

where \( τ \in (0, 1) \). For simplicity, we assume that \( k \) is a periodic number so that \( P_{n₀+1} = P₁, \quad T_{n₀} = T₀, \) etc. Let \( u₀, \ uₖ, \ \bar{u}ₖ, \ \Lambdaₖ \) and \( S_{k,i} \) denote the vertex unknown at \( Q₀ \), the cell-centered unknown at \( Oₖ \), the edge unknown at \( Tₖ \), the piecewise constant value of \( Λ \) on cell \( Ωₖ \) and the area of triangle \( ΔOₖQ₀Tₖ₊₁ \) (\( i = 1, 2 \)), respectively.
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Fig. 2. The notations and local structure around a mesh vertex.

On the one hand, by the linearity-preserving criterion and the Green formula, we obtain the approximate gradient on \( ΔOₖQ₀Tₖ \)

\[ \nabla u ≃ − \frac{1}{2S_{k,1}} \left[(uₖ − u₀)\mathcal{R}\overrightarrow{Q₀Tₖ} + (\bar{u}ₖ − u₀)\mathcal{R}\overrightarrow{OₖQ₀}\right], \]

where \( \mathcal{R} \) denotes an operator that rotates a vector clockwise to its normal direction. Then, the normal component of the flux \( F = −Λ\nabla u \) across the interface \( Q₀Tₖ \) can be expressed as

\[ F \cdot (\mathcal{R}\overrightarrow{Q₀Tₖ}) ≃ ξₖ,1(uₖ − u₀) + \bar{ξ}ₖ,1(\bar{u}ₖ − u₀), \]

where \( ξₖ,1 \) and \( \bar{ξ}ₖ,1 \) are the normal components of the fluxes across the interfaces \( Q₀Tₖ \) and \( OₖQ₀Tₖ₊₁ \), respectively.
where for \( k = 1, 2, \cdots, n_0 \) and \( i = 1, 2 \),
\[
\xi_{k,i} = \frac{(\overrightarrow{RQ}_0 T_{k+i-1})^T \Lambda_k (\overrightarrow{RQ}_0 T_{k+i-1})}{2S_{k,i}}, \quad \bar{\xi}_{k,i} = \frac{(\overrightarrow{RQ}_0 T_{k+i-1})^T \Lambda_k (\overrightarrow{RO}_k Q_0)}{2S_{k,i}}.
\]
Similarly, on the triangular domain \( \triangle O_{k-1} T_k Q_0 \) we obtain the normal flux
\[
\mathbf{F} \cdot (\overrightarrow{RT}_k Q_0) \simeq \xi_{k-1,2} (u_{k-1} - u_0) + \bar{\xi}_{k-1,2} (\bar{u}_k - u_0).
\]
By employing the local conservation condition
\[
\mathbf{F} \cdot (\overrightarrow{Q}_0 T_k) + \mathbf{F} \cdot (\overrightarrow{RT}_k Q_0) = 0,
\]
we have
\[
\bar{u}_k - u_0 = -\frac{\xi_{k,1}}{\xi_{k,1} + \xi_{k-1,2}} (u_k - u_0) - \frac{\xi_{k-1,2}}{\xi_{k,1} + \xi_{k-1,2}} (u_{k-1} - u_0). \tag{29}
\]
On the other hand, under the linearity-preserving criterion, the contour integration of the normal flux along the boundaries of \( \triangle Q_0 T_k T_{k+1} (k = 1, \cdots, n_0) \) vanishes. Consequently, by using (28), we have
\[
\sum_{k=1}^{n_0} \mathbf{F} \cdot (\overrightarrow{RT}_k T_{k+1}) \simeq 0. \tag{30}
\]
Employing the linearity-preserving criterion on the triangle \( \triangle Q_0 T_k T_{k+1} \), we have
\[
\mathbf{F} \cdot \mathcal{R} (\overrightarrow{T_k T_{k+1}}) \simeq \eta_{k,1} (\bar{u}_{k+1} - u_0) - \eta_{k,2} (\bar{u}_k - u_0), \tag{31}
\]
where in the cell \( \Omega_k, k = 1, \cdots, n_0 \),
\[
\eta_{k,i} = \frac{(\overrightarrow{RT}_k T_{k+1})^T \Lambda_k (\overrightarrow{Q}_0 T_{k+i-1})}{2S_{\triangle Q_0 T_k T_{k+1}}}, \quad i = 1, 2.
\]
Inserting (29) and (31) into (30) gives the interpolation formula
\[
u_0 = \sum_{i=1}^{n_0} w_i u_i, \tag{32}
\]
where
\[
w_i = \frac{\bar{w}_i}{\sum_{k=1}^{n_0} \bar{w}_k} \quad \text{and} \quad \bar{w}_k = \frac{\eta_{k-1,1} - \eta_{k,2}}{\xi_{k-1,2} + \xi_{k,1}} \xi_{k,1} + \frac{\eta_{k,1} - \eta_{k+1,2}}{\xi_{k,2} + \xi_{k+1,1}} \xi_{k,2}. \tag{33}
\]
Here we remark that the above weights for cell-vertex unknowns are independent of \( \tau \) [8], and generally speaking, the interpolation formula (32) is not positivity-preserving, i.e., \( w_i \geq 0 \) cannot be always guaranteed. As far as we know, there exists no second-order positivity-preserving interpolation algorithm for vertex unknowns. Thanks to the new nonlinear two-point flux approximation (24) and (23), the possible negative weights cause no problem to the monotonicity of the new scheme, at least it seems so theoretically.
3.4.2. Interpolation of the auxiliary variables at cell edges

For the cell-edge unknowns \( u_\sigma \), we have the following interpolation formula

\[
u_\sigma = \omega_{K,\sigma} u_K + \omega_{L,\sigma} u_L, \quad \forall \sigma \in \mathcal{E}_K \cap \mathcal{E}_L,
\]

(34)

where

\[
\omega_{K,\sigma} = \frac{d_{L,\sigma} \lambda_K^{(n)}}{d_{L,\sigma} \lambda_K^{(n)} + d_{K,\sigma} \lambda_L^{(n)}}, \quad \omega_{L,\sigma} = 1 - \omega_{K,\sigma}.
\]

(35)

By (5), (34) is linearity-preserving if \((A1)\) holds. When \((A1)\) is violated, (34) is still adopted, however, it is possible for the linearity-preserving property to be spoiled. Since \(\omega_{K,\sigma}\) and \(\omega_{L,\sigma}\) are non-negative, the positivity-preserving interpolation is always assured.

3.5. The finite volume scheme

With the definition of \( \tilde{F}_{K,\sigma} \) and \( \tilde{F}_{L,\sigma} \), we formulate the nonlinear monotone finite volume scheme as follows: find \( \{u_K, K \in \mathcal{M}\} \) such that

\[
\sum_{\sigma \in \mathcal{E}_K} \tilde{F}_{K,\sigma} = \int_K f(x) \, dx, \quad \forall K \in \mathcal{M}.
\]

(36)

From (36), we get a nonlinear algebraic system

\[
\mathbb{M}(U)U = F(U),
\]

(37)

where \( U \) denotes the vector unknowns and \( \mathbb{M}(U) \) the coefficient matrix. The right-hand side vector \( F(U) \) is generated by the source term, the boundary data and the possible movement of \( B_{\sigma}^- \) in (26) to the right-hand side of (36).

The nonlinear system can be solved by Picard iterations in this article: choose a small value \( \varepsilon_{\text{non}} > 0 \) and initial solution vector \( U^0 \) with positive entries, and repeat for \( k = 0, 1, 2, \cdots \).

1. Assemble the global matrix \( \mathbb{M}(U^k) \), and calculate the right-hand side vector \( F(U^k) \).
2. Solve \( \mathbb{M}(U^k)U^{k+1} = F(U^k) \) to obtain \( U^{k+1} \).
3. Stop if \( \|\mathbb{M}(U^{k+1})U^{k+1} - F(U^{k+1})\| \leq \varepsilon_{\text{non}} \|\mathbb{M}(U^0)U^0 - F(U^0)\| \).

The linear system in Step 2 with the non-symmetric matrix \( \mathbb{M}(U^k) \) is solved by GMRES method, and the GMRES iterations are terminated when the relative norm of the initial residual becomes smaller than a small positive parameter \( \varepsilon_{\text{lin}} \).
3.6. Variants of the nonlinear monotone scheme

From the above construction algorithm, it can be seen that we have different choices in Step 1, Step 3 and Step 4, which leads to some variants of the scheme summarized in Table 1. Here we point out that LPS-TP1 can be viewed as a direct extension of the one in [24], although the associated interpolation algorithms for vertex unknowns are totally different. We do not recommend it in this paper and it is given here just for the need of comparison.

**Theorem 3.1.** Let $f \geq 0$, $g_D \geq 0$, $g_N \leq 0$ and $\Gamma_D \neq \emptyset$ in (1)–(3). Assume that (8) holds. If the initial solution vector $U^0 \geq 0$ and linear systems in the Picard iterations are solved exactly, then for the new schemes LPS-TP2 and LPS-TP3, we have $U^k \geq 0$ for $k \geq 1$.

**Proof.** What we have to prove is that

$$M^{-1}(U^{k-1}) \geq 0, \quad F(U^{k-1}) \geq 0, \quad k = 1, 2, \ldots$$

Since $f \geq 0$, $g_D \geq 0$ and $g_N \leq 0$, the second inequality follows immediately. As for the first one, the argument is similar to that in [24] so that only a sketch is given. Actually, under assumptions (8), one can easily see that $A_{K,\sigma}(u) > 0$ and $A_{L,\sigma}(u) > 0$ provided that $U^{k-1} \geq 0$. Then, we deduce from (24) and (26) that: (i) All diagonal entries of matrix $M(U^{k-1})$ are positive; (ii) All off-diagonal entries of matrix $M(U^{k-1})$ are non-positive; (iii) All column sums in $M(U^{k-1})$ are non-negative and there exists at least one such sum that is positive. Thus, it follows that $M^T(U^{k-1})$ is an M-matrix, since it is obviously irreducible. As a consequence, $M^{-T}(U^{k-1})$ and in turn, $M^{-1}(U^{k-1})$, are non-negative, which completes the proof.

The monotonicity proof of LPS-TP1 can be obtained analogously under the constraint conditions (8) and (16). Obviously, the requirements for the monotonicity of LPS-TP2 and LPS-TP3 are much weaker than those for LPS-TP1.
4. Numerical Examples

We use discrete $L_2$-norm to evaluate discretization errors for the solution:

$$E_u = \left( \sum_{K \in \mathcal{M}} |K|(u(x_K) - u_K)^2 \right)^{\frac{1}{2}}.$$

Discrete $L_2$-norm of the error on the solution gradient can be defined similarly and is denoted by $E_q$. The rate of convergence $R_\alpha$ ($\alpha = u, q$) is obtained by a least squares fit on the ones computed on each two successive meshes by the following formula

$$\frac{\log[E_\alpha(h_2)/E_\alpha(h_1)]}{\log(h_2/h_1)},$$

where $h_1, h_2$ denote the mesh sizes of the two successive meshes, and $E_\alpha(h_1), E_\alpha(h_2)$ the corresponding discrete errors.

All tests are performed in double precision, and we use GMRES for solving linear systems with stopping tolerance $\varepsilon_{lin}=1.0E-15$. The nonlinear iterations are terminated when the reduction of the initial residual norm becomes smaller than $\varepsilon_{non}=1.0E-07$. In addition, we use the following notations for the numerical tests:

- $\text{umin}$: minimal value of the approximate solution;
- $\text{umax}$: maximal value of the approximate solution;
- $\text{nitn}$: number of nonlinear iterations.

The first three sections Section 4.1–Section 4.3 are contributed to verify the monotonicity of the schemes LPS-TP1, LPS-TP2 and LPS-TP3 numerically on different kind of models and different meshes. The linearity-preserving property for our schemes is confirmed in Section 4.4. Finally in Section 4.5–Section 4.7, the convergence analysis for three schemes LPS-TP1, LPS-TP2 and LPS-TP3 are investigated.

4.1. Monotonicity test I: oblique flow

In this test, we consider test 3 described in FVCA V[10]. The computational domain is $\Omega = [0, 1]^2$, and the anisotropic tensor is

$$\Lambda = R_\theta \begin{pmatrix} k_1 & 0 \\ 0 & k_2 \end{pmatrix} R_\theta^{-1},$$

where $R_\theta$ is the rotation of angle $\theta = 40^\circ$, $k_1 = 1$, $k_2 = 10^{-4}$ and the source term $f = 0$. Dirichlet boundary conditions are considered, $u = g_D$ on $\partial\Omega$, with $g_D$ a continuous and
piecewise linear function defined by
\[
g_D(x, y) = \begin{cases} 
1 & \text{on } (0, 0.2) \times \{0\} \cup \{0\} \times (0, 0.2), \\
0 & \text{on } (0.8, 1) \times \{1\} \cup \{1\} \times (0.8, 1), \\
0.5 & \text{on } (0.3, 1) \times \{0\} \cup \{0\} \times (0.3, 1), \\
0.5 & \text{on } (0, 0.7) \times \{1\} \cup \{1\} \times (0, 0.7). 
\end{cases}
\]

The solution features a Z across the \( y = x \) axis and the monotonicity is not always easy to verify for such a solution (see Table 4 in [10]).

We give the results on the uniform triangular mesh with 128 triangles, and Fig. 3 shows the solution behavior of classical MFPA-O method [1] and the schemes LPS-TP1, LPS-TP2 and LPS-TP3. We observe white areas where the discrete solutions are negative for the MPFA-O method, and solutions obtained with our three schemes are non-negative everywhere in \( \Omega \). Note that if we choose a uniform rectangular mesh, no oscillations appear with MPFA-O method.

4.2. Monotonicity test II: heterogeneous diffusion tensor

This problem is given in [13]. We solve the problem (1)–(2) in the domain \( \Omega = [0, 1]^2 \) with the source term
\[
f(x) = \begin{cases} 
\frac{81}{4} & \text{if } x \in \left[ \frac{7}{18}, \frac{11}{18} \right]^2, \\
0 & \text{otherwise}. 
\end{cases}
\]
As shown in Fig. 5, the domain Ω is partitioned into four square subdomains Ω_i, i = 1, · · · , 4. The diffusion tensor Λ is given by (38).

We give the numerical results on the randomly distorted quadrilateral mesh which is constructed from the uniform square mesh with the mesh size h by random distortion of its nodes:

\[ x := x + \alpha \xi_x h, \quad y := y + \alpha \xi_y h. \]  

(39)

Here \( \xi_x \) and \( \xi_y \) are random variables with values located in \([-0.5, 0.5]\) and \( \alpha \in [0, 1] \) is the degree of distortion. As shown in Fig. 4, we choose \( \alpha = 0.8 \) and all the mesh nodes located on the line \( x = 0.5 \) (resp., \( y = 0.5 \)) were distorted only in the \( y \)-direction (resp., \( x \)-direction) in this test.

![Fig. 4. 72 \times 72 distorted quadrilateral mesh with distortion parameter \( \alpha = 0.8 \).](image)

(a) Case 1: \( k_1 = 1000, k_2 = 1 \)

(b) Case 2

![Fig. 5. Principle directions and eigenvalues of the diffusion tensor.](image)

Firstly, as illustrated in Fig. 5(a), we set \( k_1 = 1000, k_2 = 1 \) and vary only the angle \( \theta \), the solution profiles are depicted in the top three figures of Fig. 6. Secondly, we use various \( \theta \) and the chess board distribution of \( k_1 \) and \( k_2 \) (see Fig. 5(b)), and the solution profiles are given in the bottom three figures of Fig. 6. In both cases the non-negative solutions are obtained for the three schemes.
4.3. Monotonicity test III: problem with point source on perturbed parallelograms

This test was given in [2, 10]. Problem (1) is considered with the diffusion tensor $\Lambda = \text{Id}$ and the full Dirichlet boundary condition (2) on the parallelogram (see Fig. 7(a)). As shown in Fig. 7(b), a perturbed parallelogram mesh is employed and the source term $f$ is equal to zero in all cells except cell $\phi = (6, 6)$ where $\int_{\phi} f(x) \, dx = 1$. Note that the solution should be a function with a maximum in the cell $\phi$. If the solution shows internal oscillations or is negative, Hopf’s first lemma is violated.

Fig. 7. The parallelogram-shaped domain (left) with associated perturbed mesh (right).

In Table 2, the minimum and maximum solutions of various schemes are given. The results on the fine grid are obtained with the scheme SUSHI-P [6] on a $201 \times 201$ uniform grid which was chosen parallel to the axes, and directly copied from Table 12 in [10]. There are only nonlinear schemes which remain positive, namely SSEPS [9], LPS-TP1, LPS-TP2 and LPS-TP3.
Table 2. Minimum and maximum solutions of various schemes on the parallelogram mesh.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>$u_{\text{min}}$</th>
<th>$u_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLPS[23]</td>
<td>-7.51E-04</td>
<td>7.19E-02</td>
</tr>
<tr>
<td>MPFA-O[1]</td>
<td>-7.61E-02</td>
<td>1.87E-01</td>
</tr>
<tr>
<td>LPEW2[8]</td>
<td>-1.20E-03</td>
<td>7.85E-02</td>
</tr>
<tr>
<td>SSEPS[9]</td>
<td>1.58E-09</td>
<td>8.03E-02</td>
</tr>
<tr>
<td>LPS-TP1</td>
<td>3.92E-07</td>
<td>5.00E-02</td>
</tr>
<tr>
<td>LPS-TP2</td>
<td>3.92E-07</td>
<td>5.00E-02</td>
</tr>
<tr>
<td>LPS-TP3</td>
<td>1.41E-09</td>
<td>7.82E-02</td>
</tr>
</tbody>
</table>

4.4. Linearity-preserving verification

We investigate (1)-(2) and the domain $\Omega$ is composed of three subdomains

$$
\Omega_1 = \{(x, y) \in \Omega | \phi_1(x, y) < 0\},
\Omega_2 = \{(x, y) \in \Omega | \phi_1(x, y) > 0, \phi_2(x, y) < 0\},
\Omega_3 = \{(x, y) \in \Omega | \phi_2(x, y) > 0\},
$$

with $\phi_1(x, y) = y - \delta(x - 0.5) - 0.475$ and $\phi_2(x, y) = \phi_1(x, y) - 0.05$. We take $\delta = 0.2$ and define the exact solution $u(x, y) = -x - \delta y$. The permeability tensor $\Lambda$ is chosen to be (38) with $\theta = \arctan \delta$, $k_1 = 100$, $k_2 = 10$ on $\Omega_2$ and $k_1 = 1$, $k_2 = 0.1$ on $\Omega_1 \cup \Omega_3$. This test can be found in [10].

Fig. 8. Oblique mesh with mesh size $h = 1.25E-01$.

We discretize this test using the oblique mesh (see Fig. 8), and set the parameters $\varepsilon_{\text{lin}}$ and $\varepsilon_{\text{non}}$ to be equal to the machine precision. The minimal and maximal values of exact solution $u_{\text{min}}$ and $u_{\text{max}}$, and the minimal and maximal values of approximated solution $u_{\text{min}}$ and $u_{\text{max}}$ are given in the second–fifth columns of Table 3. The solutions are located in the interval $(-1.2, 0.0)$. The relative discrete $L_2$-norm of the solution errors $E'_u$ and the errors on solution gradient $E'_q$ are also given in the last two columns of Table 3. We can
conclude that our schemes are linearity-preserving \[8\], which means LPS-TP1, LPS-TP2 and LPS-TP3 exactly reproduce piecewise linear solutions as the exact solution is affine on the whole domain.

Table 3. Computational results on the oblique mesh.

<table>
<thead>
<tr>
<th>scheme</th>
<th>uemin</th>
<th>uemax</th>
<th>umin</th>
<th>umax</th>
<th>$E_u'$</th>
<th>$E_q'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPS-TP1</td>
<td>-1.2</td>
<td>0.0</td>
<td>-1.14615</td>
<td>-0.05385</td>
<td>5.35E-16</td>
<td>6.70E-15</td>
</tr>
<tr>
<td>LPS-TP2</td>
<td>-1.2</td>
<td>0.0</td>
<td>-1.14615</td>
<td>-0.05385</td>
<td>5.50E-16</td>
<td>8.59E-15</td>
</tr>
<tr>
<td>LPS-TP3</td>
<td>-1.2</td>
<td>0.0</td>
<td>-1.14615</td>
<td>-0.05385</td>
<td>8.51E-16</td>
<td>8.85E-15</td>
</tr>
</tbody>
</table>

4.5. Convergence analysis I: smooth solution

In this section we investigate the convergence of our three schemes for an isotropic problem on largely distorted meshes. We consider two types of smooth solution problems.

In the first problem, we consider a homogeneous isotropic medium with the exact solution $u = \cosh(\pi x)\cos(\pi y)$ on the distorted parallelogram mesh (see Fig. 9 as an example with aspect ratio 0.1), and the source term equals to zero. This problem is described in \[2\] where the authors demonstrate that the convergence of MPFA O-method is lost when aspect ratios deviate strongly from unity.

We employ the distorted parallelogram mesh with aspect ratio 0.001 which is a highly anisotropic mesh. The convergence rates for the solution and its gradient errors are graphically depicted in Fig. 10 as log-log plots of the discrete $L_2$ norm errors versus the characteristic mesh size $h$. The actual order is reflected by the slopes of error curves, and can be approximately evaluated by comparison with the “theoretical” first- and second-order slopes represented as dash-dot-dot lines in each figure. The convergence rates of LPS-TP1 and LPS-TP2 are $h^2$ for the solution and $h^{1.5}$ for the solution gradient, and the convergence rates of LPS-TP3 are approximately $h^{1.4}$ for the solution and $h^{0.9}$ for the solution gradient. The discrete $L_2$ errors for LPS-TP3 are much smaller than that for LPS-TP1 and LPS-TP2.

Fig. 9. Disturbed parallelogram mesh with aspect ratio 0.1 and angle 30°.

In the second problem, we consider (1)–(2) in $\Omega = [0, 1]^2$ with the constant diffusion tensor $\Lambda = \text{Id}$ and exact solution $u(x, y) = \sin(\pi x)\sin(\pi y)$. We study the convergence behaviours of the three schemes on a series of distorted meshes.

Firstly, we use a sequence of distorted triangular mesh, Shestakov mesh and polygonal mesh in this test (see Fig. 11), and the mesh refinement levels are also given. The distorted
triangular mesh is constructed from the uniform triangle mesh with the mesh size \( h \) by random distortion of internal nodes which are defined by (39). We set the distortion parameter \( \alpha = 0.5 \) for the distorted triangular mesh. The Shestakov mesh [21] is highly skewed and highly distorted.

Secondly, we consider a set of randomly distorted quadrilateral meshes which were

Averaged numbers of nonlinear iterations \( \text{itn} \), convergence rates of solution and its gradient for three schemes are given in Table 4. On the distorted triangle mesh, we observe the second-order convergence rate for the solution and first-order convergence rate for its gradient. On the polygonal mesh, the convergence rates of LPS-TP2 and LPS-TP3 are \( h^2 \) for the solution errors and \( h^{1.6} \) for its gradient errors. But the convergence rates of LPS-TP1 are only \( h^{1.6} \) for the solution errors and \( h^{0.6} \) for its gradient errors. Similar results are obtained on the Shestakov mesh, schemes LPS-TP2 and LPS-TP3 results in nearly second-order convergence rates for the solution errors, but the convergence rate of LPS-TP1 is only first order for the solution errors.

Secondly, we consider a set of randomly distorted quadrilateral meshes which were
defined in Section 4.2 and the mesh nodes are defined by (39). As shown in Fig. 12, the larger $\alpha$ is, the more distorted mesh is generated. If $\alpha > 0.5$, mesh cells may be non-convex. The distortion is performed on each refinement level. We give the numerical results for $\alpha = 0.5, 0.7$ and $0.9$ in Table 5, Table 6 and Table 7 respectively.

For various distortion, our schemes LPS-TP2 and LPS-TP3 always show a second-order convergence rate for the solution errors and first-order convergence rate for its gradient errors. For the scheme LPS-TP1, the convergence rates on the mesh with $\alpha = 0.5$ are second order for the solution errors and first order for its gradient errors, on the mesh with $\alpha = 0.7$ they reduce to one-half, and on the mesh with $\alpha = 0.9$ the convergence is lost. The reason is that when the distortion grows, the numbers of negative weights in the interpolation formula (33) increase, so that we have to use (19) instead and the accuracy of cell-vertex unknowns decreases.

Finally, we give some remarks on LPS-TP1 and LPS-TP2, the two-point schemes based on the vertex interpolation. It can be seen that in this test the scheme LPS-TP1 performs badly on largely distorted meshes, but scheme LPS-TP2 results in optimal convergence. Similar results can be observed if other second-order vertex interpolation methods are used. For example, we can replace our interpolation method (32) by the least square interpolation method [16], and the convergence rates for the solution and its gradient errors on Shestakov mesh and randomly distorted quadrilateral meshes with $\alpha = 0.7, 0.9$ are graphically depicted in Fig. 13 as log-log plots of the discrete $L_2$ norm.
Table 5. Behavior on randomly distorted quadrilateral mesh with distortion $\alpha = 0.5$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>LPS-TP1</th>
<th></th>
<th>LPS-TP2</th>
<th></th>
<th>LPS-TP3</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$n$</td>
<td>$E_u$</td>
<td>$E_q$</td>
<td></td>
<td>$n$</td>
<td>$E_u$</td>
</tr>
<tr>
<td>1/16</td>
<td>7</td>
<td>1.64E-3</td>
<td>4.41E-2</td>
<td>7</td>
<td>1.64E-3</td>
<td>4.41E-2</td>
</tr>
<tr>
<td>1/32</td>
<td>7</td>
<td>4.30E-4</td>
<td>2.37E-2</td>
<td>7</td>
<td>4.30E-4</td>
<td>2.37E-2</td>
</tr>
<tr>
<td>1/64</td>
<td>7</td>
<td>1.18E-4</td>
<td>1.25E-2</td>
<td>7</td>
<td>1.18E-4</td>
<td>1.25E-2</td>
</tr>
<tr>
<td>1/128</td>
<td>7</td>
<td>2.74E-5</td>
<td>6.20E-3</td>
<td>7</td>
<td>2.74E-5</td>
<td>6.20E-3</td>
</tr>
<tr>
<td>Rates</td>
<td>1.988</td>
<td>0.985</td>
<td></td>
<td></td>
<td>1.988</td>
<td>0.985</td>
</tr>
</tbody>
</table>

Table 6. Behavior on randomly distorted quadrilateral mesh with distortion $\alpha = 0.7$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>LPS-TP1</th>
<th></th>
<th>LPS-TP2</th>
<th></th>
<th>LPS-TP3</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$n$</td>
<td>$E_u$</td>
<td>$E_q$</td>
<td></td>
<td>$n$</td>
<td>$E_u$</td>
</tr>
<tr>
<td>1/8</td>
<td>10</td>
<td>7.06E-3</td>
<td>1.34E-1</td>
<td>10</td>
<td>7.06E-3</td>
<td>1.34E-1</td>
</tr>
<tr>
<td>1/16</td>
<td>10</td>
<td>1.61E-3</td>
<td>6.86E-2</td>
<td>10</td>
<td>1.65E-3</td>
<td>6.27E-2</td>
</tr>
<tr>
<td>1/32</td>
<td>9</td>
<td>4.73E-4</td>
<td>3.61E-2</td>
<td>10</td>
<td>4.73E-4</td>
<td>3.40E-2</td>
</tr>
<tr>
<td>1/64</td>
<td>9</td>
<td>2.21E-4</td>
<td>2.93E-2</td>
<td>9</td>
<td>1.31E-4</td>
<td>1.80E-2</td>
</tr>
<tr>
<td>1/128</td>
<td>9</td>
<td>2.65E-4</td>
<td>3.16E-2</td>
<td>9</td>
<td>3.06E-5</td>
<td>8.97E-3</td>
</tr>
<tr>
<td>Rates</td>
<td>1.219</td>
<td>0.536</td>
<td></td>
<td></td>
<td>2.006</td>
<td>0.995</td>
</tr>
</tbody>
</table>

Table 7. Behavior on randomly distorted quadrilateral mesh with distortion $\alpha = 0.9$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>LPS-TP1</th>
<th></th>
<th>LPS-TP2</th>
<th></th>
<th>LPS-TP3</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$n$</td>
<td>$E_u$</td>
<td>$E_q$</td>
<td></td>
<td>$n$</td>
<td>$E_u$</td>
</tr>
<tr>
<td>1/8</td>
<td>16</td>
<td>9.92E-3</td>
<td>2.60E-1</td>
<td>21</td>
<td>8.34E-3</td>
<td>2.00E-1</td>
</tr>
<tr>
<td>1/16</td>
<td>14</td>
<td>6.80E-3</td>
<td>2.38E-1</td>
<td>15</td>
<td>2.12E-3</td>
<td>8.72E-2</td>
</tr>
<tr>
<td>1/32</td>
<td>13</td>
<td>3.65E-3</td>
<td>1.36E-1</td>
<td>18</td>
<td>5.44E-4</td>
<td>4.55E-2</td>
</tr>
<tr>
<td>1/64</td>
<td>12</td>
<td>3.11E-3</td>
<td>1.28E-1</td>
<td>18</td>
<td>1.57E-4</td>
<td>2.43E-2</td>
</tr>
<tr>
<td>1/128</td>
<td>14</td>
<td>3.16E-3</td>
<td>1.49E-1</td>
<td>20</td>
<td>5.13E-5</td>
<td>1.27E-2</td>
</tr>
<tr>
<td>Rates</td>
<td>0.434</td>
<td>0.223</td>
<td></td>
<td></td>
<td>1.892</td>
<td>1.019</td>
</tr>
</tbody>
</table>
4.6. Convergence analysis II: discontinuous diffusion tensor

We solve the problem (1)-(2) on $\Omega = [0, 1]^2$, and let the diffusion tensor $\Lambda$ change the eigenvalues and orientation of eigenvectors across the line $x = 0.5$,

$$\Lambda = \begin{cases} 
\begin{pmatrix} 1 & 0 \\
0 & 1 \end{pmatrix}, & x \leq 0.5, \\
\begin{pmatrix} 10 & 3 \\
3 & 1 \end{pmatrix}, & x > 0.5. 
\end{cases}$$

We choose the following exact solution

$$u(x, y) = \begin{cases} 
1 - 2y^2 + 4xy + 6x + 2y, & x \leq 0.5, \\
-2y^2 + 1.6xy - 0.6x + 3.2y + 4.3, & x > 0.5. 
\end{cases}$$

This test is inspired by a numerical experiment in [14], and the condition number of the diffusion tensor is $\text{cond}(\Lambda) = 1$ for $x \leq 0.5$ and $\text{cond}(\Lambda) = 118.99$ otherwise. The numerical test is performed on the randomly distorted triangular mesh, randomly distorted quadrilateral mesh and Shestakov mesh (see Fig. 11(b)). The definitions of distorted meshes can be found in the previous sections and in this test all the mesh nodes located on the line $x = 0.5$ were distorted only in the $y$-direction. For each space resolution, the randomly distorted quadrilateral mesh and Shestakov mesh have the same numbers of cells, and the corresponding distorted triangular mesh has twice the cell numbers.
Numbers of nonlinear iterations, discrete $L_2$-errors of solution and its gradient for three schemes on each refinement level are given in Table 8, Table 9 and Table 10, respectively. On the distorted triangular mesh, the scheme LPS-TP1 is not convergent, but LPS-TP2 and LPS-TP3 obtain optimal convergence. On the distorted quadrilateral mesh and Shestakov mesh, the convergence rates for the schemes LPS-TP2 and LPS-TP3 are about $h^{1.8-2.0}$ for the solution errors and $h^{0.9-1.1}$ for its gradient errors, but the approximate solution for LPS-TP1 is only linear convergent in the $L_2$-norm.

Finally we can confirm that the convergence of scheme LPS-TP1 is lost in case of discontinuous model on distorted grids, but schemes LPS-TP2 and LPS-TP3 perform approximately quadratical convergence for the solution and linear convergence for its gradient. The results are in good agreement with those presented in the previous section.

Table 8. Convergence results on randomly distorted triangular meshes with $\alpha = 0.5$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>LPS-TP1</th>
<th>LPS-TP2</th>
<th>LPS-TP3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>nitn</td>
<td>$E_u$</td>
<td>$E_q$</td>
</tr>
<tr>
<td>1/8</td>
<td>15</td>
<td>2.36E-2</td>
<td>5.78E-1</td>
</tr>
<tr>
<td>1/16</td>
<td>21</td>
<td>3.20E-2</td>
<td>7.76E-1</td>
</tr>
<tr>
<td>1/32</td>
<td>27</td>
<td>2.98E-2</td>
<td>7.24E-1</td>
</tr>
<tr>
<td>1/64</td>
<td>30</td>
<td>3.40E-2</td>
<td>7.16E-1</td>
</tr>
<tr>
<td>1/128</td>
<td>32</td>
<td>3.36E-2</td>
<td>7.59E-1</td>
</tr>
<tr>
<td>Rates</td>
<td></td>
<td>-0.128</td>
<td>-0.100</td>
</tr>
</tbody>
</table>

Table 9. Convergence results on randomly distorted quadrilateral meshes with $\alpha = 0.8$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>LPS-TP1</th>
<th>LPS-TP2</th>
<th>LPS-TP3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>nitn</td>
<td>$E_u$</td>
<td>$E_q$</td>
</tr>
<tr>
<td>1/8</td>
<td>25</td>
<td>2.06E-2</td>
<td>5.01E-1</td>
</tr>
<tr>
<td>1/16</td>
<td>33</td>
<td>1.43E-2</td>
<td>4.39E-1</td>
</tr>
<tr>
<td>1/32</td>
<td>50</td>
<td>2.66E-3</td>
<td>1.74E-1</td>
</tr>
<tr>
<td>1/64</td>
<td>74</td>
<td>1.68E-3</td>
<td>1.99E-1</td>
</tr>
<tr>
<td>1/128</td>
<td>102</td>
<td>1.15E-3</td>
<td>2.23E-1</td>
</tr>
<tr>
<td>Rates</td>
<td></td>
<td>1.086</td>
<td>0.307</td>
</tr>
</tbody>
</table>
Table 10. Convergence results on Shestakov mesh.

<table>
<thead>
<tr>
<th>$h$</th>
<th>LPS-TP1</th>
<th>LPS-TP2</th>
<th>LPS-TP3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>nitn $E_u$</td>
<td>$E_q$</td>
<td>nitn $E_u$</td>
</tr>
<tr>
<td>1/8</td>
<td>19 3.34E-2 6.99E-1</td>
<td>23 1.07E-2 1.29E-1</td>
<td>38 1.09E-2 1.24E-1</td>
</tr>
<tr>
<td>1/16</td>
<td>38 4.15E-3 8.83E-2</td>
<td>38 4.15E-3 8.83E-2</td>
<td>60 4.07E-3 7.59E-2</td>
</tr>
<tr>
<td>1/32</td>
<td>66 9.17E-3 2.95E-1</td>
<td>69 1.86E-3 5.86E-2</td>
<td>101 1.52E-3 4.72E-2</td>
</tr>
<tr>
<td>1/64</td>
<td>107 5.32E-3 2.92E-1</td>
<td>110 8.21E-4 3.59E-2</td>
<td>160 7.25E-4 3.34E-2</td>
</tr>
<tr>
<td>1/128</td>
<td>164 6.36E-3 3.38E-1</td>
<td>182 3.40E-4 2.15E-2</td>
<td>273 3.16E-4 2.18E-2</td>
</tr>
<tr>
<td>Rates</td>
<td>0.907 0.414</td>
<td>1.767 0.907</td>
<td>1.839 0.899</td>
</tr>
</tbody>
</table>

4.7. Convergence analysis III: heterogeneous rotating anisotropy

Problem (1)–(2) is defined in $\Omega = [0,1]^2$ with a rotating anisotropic diffusion tensor:

$$
\Lambda = \frac{1}{x^2 + y^2} \begin{pmatrix}
\alpha x^2 + y^2 & (\alpha - 1)xy \\
(\alpha - 1)xy & x^2 + \alpha y^2
\end{pmatrix}, \quad \alpha = 10^{-6},
$$

where $\alpha$ characterizes the level of anisotropy, and the anisotropy ratio is $10^6$ in this case. We consider the smooth exact solution $u(x,y) = \sin(\pi x)\sin(\pi y)$ and use the uniform square mesh in this test. The minimum solutions for three schemes on the coarsest mesh are 3.3E-2, 3.3E-2 and 2.8E-2 respectively. The convergence rates for the solution and its gradient errors are graphically depicted in Fig. 14 as log-log plots of the discrete $L_2$ norm errors versus the characteristic mesh size $h$. The optimal convergence rates are observed for high anisotropy ratio in this test.

![Log-log plots of $L_2$ errors versus mesh size $h$ for schemes on the uniform square mesh.](image)

Fig. 14. $L_2$ errors versus mesh size $h$ for schemes on the uniform square mesh.

5. Conclusion

What we have seen from the above is the approximately second-order accuracy of two interpolation-based nonlinear finite volume schemes (LPS-TP2 and LPS-TP3) for
anisotropic diffusion equations on severely distorted grids. The two schemes are monotone, use two types of auxiliary unknowns, have compact stencil and are applicable to general unstructured meshes and full anisotropic heterogeneous diffusion tensors. The main feature of the scheme LPS-TP2 is that we do not need to replace the interpolation weights for auxiliary cell-vertex unknowns when the negative weights occur, and the main feature of LPS-TP3 is that a positivity-preserving and accurate interpolation method is utilized for the auxiliary cell-edge unknowns thanks to the harmonic averaging point.

Many dedicate experiments demonstrate that our new schemes are not only monotone, but also have asymptotically quadratic convergence rate for the approximate solution and first-order accuracy for its gradient on meshes with severely distortion and for problems with highly anisotropic diffusion tensors. Compared with LPS-TP1, LPS-TP2 and LPS-TP3 have better flexibility on mesh distortion, for example, desirable results can still be expected for randomly distorted quadrilateral meshes with distortion degree up to $\alpha = 0.9$.
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