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Abstract—We study connectivity and transmission latency in wireless networks with unreliable links from a percolation-based perspective. We first examine static models, where each link of the network is functional (active) with some probability, independently of all other links, where the probability may depend on the distance between the two nodes. We obtain analytical upper and lower bounds on the critical density for phase transition in this model. We then examine dynamic models, where each link is active or inactive according to a Markov on-off process. We show that a phase transition also exists in such dynamic networks, and the critical density for this model is the same as the one for static networks under some mild conditions. Furthermore, due to the dynamic behavior of links, a delay is incurred for any transmission even when propagation delay is ignored. We study the behavior of this transmission delay and show that the delay scales linearly with the Euclidean distance between the sender and the receiver when the network is in the subcritical phase, and the delay scales sub-linearly with the distance if the network is in the supercritical phase.

I. INTRODUCTION

Large-scale wireless networks for the gathering, processing, and dissemination of information have become an important part of the modern communication infrastructure. Traditionally, the performance of wireless networks has been examined under the assumption of maintaining full connectivity (or $k$-connectivity) [1], [2]. Here, the system ensures that any pair of nodes in the network is connected by a path (or $k$ paths). In large-scale wireless networks exposed to severe natural hazards, enemy attacks, and resource depletion, however, this full connectivity criterion may be overly restrictive or impossible to achieve.

In this paper, we view the connectivity of large-scale wireless networks from a different perspective. One simple measure of the network functionality is the fraction of nodes in the largest connected component of the network: nodes in that component can communicate with an extensive portion of the network, while those in smaller components can communicate only with at most a few other nodes. For instance, if a wireless sensor network is able to collect information from almost the entire coverage area even after a substantial number of sensor failures, then the network is considered to be functional. On the other hand, if after many sensor failures, the sensor network breaks down into isolated parts where even the largest component can reach only a few sensors, then the network is not considered to be functional. From this perspective, the characterization of network connectivity corresponds to the study of the qualitative and quantitative properties of the largest component. A powerful technique for this study comes from the mathematical theory of percolation [3]–[6]. Recently, percolation theory, especially continuum percolation theory, has become a useful tool for the analysis of coverage, connectivity, capacity and latency in large-scale wireless networks [1], [7]–[14].

To intuitively understand percolation processes in large-scale wireless networks, consider the following example. Suppose a set of nodes are uniformly and independently distributed at random over an area. All nodes have the same transmission radius, and two nodes within a transmission radius of each other are assumed to communicate directly. At first, the nodes are distributed according to a very small density. This results in isolation and no communication among nodes. As the density increases, some clusters in which nodes can communicate with one another directly or indirectly (via multi-hop relay) emerge, though the sizes of these clusters are still small compared to the whole network. As the density continues to increase, at some critical point a huge cluster containing a large portion of all nodes in the network forms. This phenomenon of a sudden and drastic change in the global structure is called a phase transition. The density at which phase transition takes place is called the critical density [3]–[6]. A fundamental result of continuum percolation concerns such a phase transition effect whereby the macroscopic behavior of the system is very different for densities below and above the critical density $\lambda_c$. For $\lambda < \lambda_c$ (subcritical), the connected component containing the origin (or any other node) contains a finite number of points almost surely. For $\lambda > \lambda_c$ (supercritical), the connected component containing the origin (or any other node) contains an infinite number of points with a positive probability [3]–[6].

Due to noise, fading and multi-user interference, communication links in wireless networks are unreliable. Even when two nodes lie within each other’s transmission range, a viable communication link may not exist between the two nodes due to path-loss and fading. To capture this effect, we first study percolation processes in wireless networks with static
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unreliable links, where each link of the network is functional (i.e., active) with some probability (which may depend on the distance between the two nodes) independently of all other network links. This is a specific case of the so-called random connection model [5]. We employ the cluster coefficient method introduced recently in [15], [16], and coupling methods to obtain lower and upper bounds on the critical density for this model.

In wireless environments with time-varying channels, each link may dynamically switch between the active and inactive states. To investigate the effect of this dynamic behavior on percolation-based connectivity, we further study percolation processes in wireless networks with dynamic unreliable links. We show that a phase transition exists in these dynamic networks under certain conditions, and the critical density for this model is the same as the one for static networks with the same parameters. Furthermore, due to the dynamic behavior of links, a delay is incurred for any transmission even when propagation delay is ignored. We study the behavior of this transmission delay by modeling the problem as a first passage percolation [17], [18] process on random geometric graphs. We show that ignoring propagation delay, the message delay scales linearly with the Euclidean distance between the sender and the receiver when the resulting network is in the subcritical phase, and the delay scales sub-linearly with the distance if the resulting network is in the supercritical phase.

This paper is organized as follows: in Section II, we outline some preliminary results for random geometric graphs and continuum percolation. In Section III, we study wireless networks with static unreliable links and obtain lower and upper bounds on the critical density. In Section IV, we introduce a model for wireless networks with dynamic unreliable links, and study percolation-based connectivity and transmission delay performance in such dynamic networks. In Section V, we present simulation results on percolation phenomenon and transmission delay. Finally, in Section VI, we conclude the paper.

II. RANDOM GEOMETRIC GRAPHS AND CONTINUUM PERCOLATION

A. Random Geometric Graphs

We use random geometric graphs to model wireless networks. Assume a communication link exists between two nodes if the distance between them is sufficiently small, so that the received power is large enough for successful decoding. Let \( \| \cdot \| \) be the Euclidean norm, and \( f \) be some probability density function (p.d.f.) on \( \mathbb{R}^d \). Let \( X_1, X_2, \ldots, X_n \) be independent and identically distributed (i.i.d.) \( d \)-dimensional random variables with common density \( f \), where \( X_i \) denotes the random location of node \( i \) in \( \mathbb{R}^d \). The ensemble of graphs with undirected links connecting all those pairs \( \{x_i, x_j\} \) with \( \|x_i - x_j\| \leq r, r > 0 \), is called a random geometric graph [6], and denoted as \( G(\mathcal{X}_n, r) \).

In the following, we consider random geometric graphs \( G(\mathcal{X}_n, r) \) in \( \mathbb{R}^2 \), with \( X_1, X_2, \ldots, X_n \) distributed i.i.d. according to a uniform distribution in a square area \( \mathcal{A} = [0, \sqrt{3})^2 \).

Let \( A = |A| \) be the area of \( A \). There exists a link between two nodes \( i \) and \( j \) if and only if \( i \) lies within a circle of radius \( r \) around \( x_j \). Ignoring border effect, the probability for the existence of such a link is given by \( P_{\text{link}} = \frac{\pi r^2}{\lambda \pi r^2} = \frac{1}{\lambda} \). It follows that the degree of any given node has the distribution Binomial\((n-1, P_{\text{link}})\), so that the mean degree of each node is \( (n-1)P_{\text{link}} = \frac{(n-1)\lambda r^2}{n} \).

As \( n \) and \( A \) both become large with the ratio \( \frac{n}{A} = \lambda \) kept constant, each node has an approximately Poisson degree distribution [6], [19] with an expected degree

\[
\mu = \lim_{n \to \infty} \frac{(n-1)\lambda r^2}{n} = \lambda \pi r^2.
\]

In this case, as \( n \to \infty \) and \( A \to \infty \) with \( \lambda = \frac{n}{A} \) fixed, \( G(\mathcal{X}_n, r) \) converges in distribution to an (infinite) random geometric graph \( G(\mathcal{H}_\lambda, r) \) induced by a homogeneous Poisson point process with density \( \lambda > 0 \). Due to the scaling property of random geometric graphs [5], [6], in the following, we focus on \( G(\mathcal{H}_\lambda, 1) \).

B. Critical Density for Random Geometric Graphs

Let \( \mathcal{H}_{\lambda,0} = \mathcal{H}_\lambda \cup \{0\} \), i.e., the union of the origin and the infinite homogeneous Poisson point process with density \( \lambda \). Note that in a random geometric graph induced by a homogeneous Poisson point process, the choice of the origin can be arbitrary. The critical density is defined as follows [6]:

Definition 1: For \( G(\mathcal{H}_{\lambda,0}, 1) \), the percolation probability \( p_{\infty}(\lambda) \) is the probability that the component containing the origin has an infinite number of nodes of the graph. The critical density \( \lambda_c \) is defined as \( \lambda_c \) = inf \{ \lambda > 0 : p_{\infty}(\lambda) > 0 \} \).

It is known that if \( \lambda > \lambda_c \), then there exists a unique connected component containing \( \Theta(n) \) nodes in \( G(\mathcal{X}_n, 1) \) a.a.s.\(^3\) This largest connected component is called the giant component [5]. A fundamental result of continuum percolation states that \( 0 < \lambda_c < \infty \). Exact values of \( \lambda_c \) and \( p_{\infty}(\lambda) \) are not yet known. Simulation studies show that \( 1.43 < \lambda_c < 1.44 \) [20], while the best rigorous bounds are \( 0.7698 < \lambda_c < 3.372 \) [5], [15], [16], [21].

The best lower bound (0.7698) on \( \lambda_c \) was recently derived using an analytical method involving the clustering phenomenon in random geometric graphs [15], [16]. Here, if node \( i \) is close to node \( j \), and node \( j \) is close to node \( k \), then \( i \) is typically also close to \( k \). The clustering phenomenon captures the dependence among links in random geometric graphs.

Definition 2: Given distinct nodes \( i, j, k \) in \( G(\mathcal{H}_\lambda, 1) \), the cluster coefficient \( C \) is the conditional probability that nodes \( i \) and \( j \) are adjacent\(^4\) given that \( i \) and \( j \) are both adjacent to node \( k \).

\(^2\)We say \( f(n) = O(g(n)) \) if there exists \( n_0 > 0 \) and constant \( c_0 \) such that \( f(n) \leq c_0 g(n) \forall n \geq n_0 \). We say \( f(n) = \Omega(g(n)) \) if \( g(n) = O(f(n)) \). Finally, we say \( f(n) = \Theta(g(n)) \) if \( f(n) = O(g(n)) \) and \( f(n) = \Omega(g(n)) \).

\(^3\)An event is said to be asymptotic almost sure (abbreviated a.a.s.) if it occurs with a probability converging to 1 as \( n \to \infty \).

\(^4\)In an undirected graph \( G = (V,E) \), \( V \) and \( E \) denote the set of nodes and links respectively. Given \( u, v \in V \), we say \( u \) and \( v \) are adjacent if there exists a link between \( u \) and \( v \).
By geometric calculation, the cluster coefficient can be found as $C = 1 - \frac{3\sqrt{x}}{\pi}$ [22].

III. PERCOLATION IN WIRELESS NETWORKS WITH STATIC UNRELIABLE LINKS

A. Wireless Networks with Static Unreliable Links

Random geometric graphs are good simplified models for wireless networks. However, because of noise, fading and interference etc., wireless communication links between two nodes are usually unreliable. We use the bond percolation model on random geometric graphs to study percolation-based connectivity of large-scale wireless networks with static unreliable links. Given a random geometric graph $G(\mathcal{H}_\lambda, 1)$, let each link of $G(\mathcal{H}_\lambda, 1)$ be active (independent of all other links) with probability $p_c(d)$ which may depend on $d$, where $d = |x_i - x_j|$ is the length of the link $(i, j)$. The resulting graph consisting of all active links and their end nodes is denoted by $G(\mathcal{H}_\lambda, 1, p_c(\cdot))$.

This model is also known as the random connection model in continuum percolation theory [5]. It is known that there exists a critical density $\lambda_c(p_c(\cdot))$ for this model. That is, when $\lambda > \lambda_c(p_c(\cdot))$, $G(\mathcal{H}_\lambda, 1, p_c(\cdot))$ is percolated, i.e., there exists a giant component in $G(\mathcal{H}_\lambda, 1)$ consisting of active links and their end nodes a.a.s., and when $\lambda < \lambda_c(p_c(\cdot))$, $G(\mathcal{H}_\lambda, 1, p_c(\cdot))$ is not percolated, i.e., there is no giant component in $G(\mathcal{H}_\lambda, 1)$ consisting of active links and their end nodes a.a.s.

We say $p_c(\cdot)$ is an effective connection probability function if $p_c(\cdot)$ satisfies the following conditions:

(i) $0 \leq p_c(x) \leq 1$ for all $x \in (0, +\infty)$;
(ii) for all $x \in (1, +\infty), p_c(x) = 0$;
(iii) $p_c(\cdot)$ is continuous on $[0, 1]$ and $p_c(0^+) > 0$.

The first requirement reflects the fact that $p_c(\cdot)$ is a probability, and the second requirement reflects the power constraint at each node. Although the third one is a technical requirement needed to obtain the upper bound on the critical density, it is also quite practical in real wireless networks.

B. Bounds on the Critical Density

In the following theorem, we provide analytical lower and upper bounds on $\lambda_c(p_c(\cdot))$.

Theorem 1: If $p_c(\cdot)$ is an effective link probability function, then

$$\frac{1}{\alpha(1-C)\pi} \leq \lambda_c(p_c(\cdot)), \tag{2}$$

where $C$ is given by

$$C = \frac{2}{\pi} \int_0^1 \left( \int_0^{1-h} \frac{2\pi x p(x) dx}{\int_0^1 2\pi x p(x) dx} + \int_{1-h}^1 2\theta x p(x) dx \right) d\theta,$$

where $\theta = \cos^{-1} \left( \frac{\sqrt{x^2 + h^2} - 1}{2hx} \right)$, and $\alpha = 2 \int_0^1 x p_c(x) dx$. Furthermore, almost surely,

$$\lambda_c(p_c(\cdot)) \leq \frac{\lambda_c}{\beta}, \tag{4}$$

where $\lambda_c$ is the critical density of $G(\mathcal{H}_\lambda, 1)$ and $\beta = \sup \{ r_0^2 \epsilon : p_c(x) \geq \epsilon, \forall x \in (0, r_0], r_0 \leq 1 \}$.

We employ the cluster coefficient method introduced in [15], [16] to derive the lower bound on $\lambda_c(p_c(\cdot))$. To begin, we need to calculate the cluster coefficient $C$ of $G(\mathcal{H}_\lambda, 1, p_c(\cdot))$. The detailed analysis and derivation are given in Appendix A. To prove the second part, we also need the following monotonic property for $\lambda_c(p_c(\cdot))$, which can be proved by coupling methods easily.

Proposition 2: Let $\lambda_c(p_c(\cdot))$ and $\lambda_c(p_c'(\cdot))$ be the critical densities for $G(\mathcal{H}_\lambda, 1, p_c(\cdot))$ and $G(\mathcal{H}_\lambda, 1, p_c'(\cdot))$, respectively. Then, if $p_c'(x) \leq p_c(x) \forall x \in (0, 1)$, we have $\lambda_c(p_c(\cdot)) \leq \lambda_c(p_c'(\cdot))$.

Proof of Theorem 1: In $G(\mathcal{H}_\lambda, 1, p_c(\cdot))$, the underlying point process is homogeneous Poisson, and the mean degree is $\mu = 2\pi \int_0^1 x p_c(x) dx = \lambda \pi \alpha$. The probability of each link in $G(\mathcal{H}_\lambda, 1, p_c(\cdot))$ being active or not is independent of all other links. By Theorem 1 and Corollary 1 in [15], in order to guarantee percolation, it is required that $\alpha \pi \lambda c(p_c(\cdot)) > \frac{1}{\pi \epsilon}$, where $C$ is the cluster coefficient of $G(\mathcal{H}_\lambda, 1, p_c(\cdot))$. Consequently, the lower bound follows.

Now we show the upper bound. Since $p_c(0^+) > 0$ and $p_c(\cdot)$ is continuous on $[0, 1]$, there exists $\epsilon > 0$ and $0 < r_0 \leq 1$ such that for any $x \in (0, r_0]$, $p_c(x) \geq \epsilon$. Let $\beta = \sup \{ r_0^2 \epsilon : p_c(x) \geq \epsilon, \forall x \in (0, r_0], r_0 \leq 1 \}$. Consider a new model $G(\mathcal{H}_\lambda, 1, p_c'(\cdot))$, where $p_c'(\cdot)$ is a truncated version of $p_c(\cdot)$:

$$p_c'(x) = \begin{cases} p_c(x) & \forall x \in (0, r_0] \\ 0 & \forall x \in (r_0, +\infty) \end{cases}$$

By the monotonic property of $\lambda_c(p_c(\cdot))$ (Proposition 2), it is easy to see that whenever $G(\mathcal{H}_\lambda, 1, p_c'(\cdot))$ is percolated, the original model $G(\mathcal{H}_\lambda, 1, p_c(\cdot))$ must be percolated. Now consider a new model $G(\mathcal{H}_\lambda, r_0, \epsilon)$, i.e., a random geometric graph with radius $r_0$ where each link is active with probability $\epsilon$. Then, $G(\mathcal{H}_\lambda, r_0, \epsilon)$ is a subgraph of $G(\mathcal{H}_\lambda, 1, p_c'(\cdot))$. This implies that whenever $G(\mathcal{H}_\lambda, r_0, \epsilon)$ is percolated, so is $G(\mathcal{H}_\lambda, 1, p_c'(\cdot))$.

Now consider a site percolation process on $G(\mathcal{H}_\lambda, r_0)$ where each node is active with probability $\epsilon = \frac{\lambda c}{\lambda_c} > \frac{1}{\pi \epsilon}$. In other words, we let a node in $G(\mathcal{H}_\lambda, r_0)$ be active with probability $\epsilon$ independently of each other, and keep all the associated links active. Denote the resulting graph by $G'$. According to the Thinning Theorem [5], [6], $G'$ is a random geometric graph with density $\lambda_1 = \lambda c / r_0^2$. Hence $G'$ is percolated.

It is known that the critical probability for site percolation is larger than or equal to the critical probability for bond percolation for any graph [8], [23]. Since $G'$ is percolated, $G(\mathcal{H}_\lambda, r_0, \epsilon)$ is also percolated. Therefore in $G(\mathcal{H}_\lambda, r_0, \epsilon)$, each node belongs to the giant component consisting of active links with a positive probability a.a.s. Consequently, for any pair of $r_0$ and $\epsilon$, when $\lambda > \frac{\lambda c}{\epsilon r_0^2}$, $G(\mathcal{H}_\lambda, r_0, \epsilon)$ is percolated, and so is $G(\mathcal{H}_\lambda, 1, p_c'(\cdot))$. Therefore the upper bound holds. $\square$

When the connection probability function is independent of link lengths, the results can be further simplified:
Corollary 3: Let $\lambda_c(p_c)$ be the critical density for $G(\mathcal{H}_\lambda, 1, p_c)$, then we have
\[
\frac{1}{(1 - p_c)C_p \pi} \leq \lambda_c(p_c),
\]
where $C = 1 - \frac{3\sqrt{3}}{4\pi}$ is the cluster coefficient of $G(\mathcal{H}_\lambda, 1)$, and almost surely
\[
\lambda_c(p_c) \leq \frac{\alpha}{\beta},
\]
where $\lambda_c$ is the critical density of $G(\mathcal{H}_\lambda, 1)$.

Proof: When $p_c(l) = p_c, \forall 0 < l \leq 1$, we have $\tilde{C} = p_c C$, $\alpha = p_c$ and $\beta = p_c$ (with $r_0 = 1$ and $\epsilon = p_c$). Consequently we have (5) and (6).

IV. PERCOLATION IN WIRELESS NETWORKS WITH DYNAMIC UNRELIABLE LINKS

A. Wireless Networks with Dynamic Unreliable Links

In the above analysis of large-scale wireless networks with unreliable links, we assumed that the structure of the graph does not change with time. Once a link is active, it remains active forever. In wireless networks, however, the link quality usually varies with time due to shadowing and multipath fading. In order to study percolation-based connectivity performance of wireless networks with time-varying links, we investigate a more sophisticated model. Formally, given a wireless network modelled by $G(\mathcal{H}_\lambda, 1)$, we associate a phase transition, and the critical density for this model is the same as the one for static networks $G(\mathcal{H}_\lambda, 1, \eta_1(d))$, i.e., the networks in which each link is active with probability $\eta_1(d)$.

Theorem 4: Let $\lambda_c(\eta_1(d))$ be the critical density for the static model $G(\mathcal{H}_\lambda, 1, \eta_1(d))$. Then $G(\mathcal{H}_\lambda, 1, W(d, t))$ is percolated for all $t > 0$ if $\lambda > \lambda_c(\eta_1(d))$ and not percolated for all $t > 0$ if $\lambda < \lambda_c(\eta_1(d))$.

Proof: Since $\lambda > \lambda_c(\eta_1(d))$ and $0 < \eta_1(d) < 1, \forall d \in (0, 1)$, by the monotonic property of $\lambda_c(p\cdot)$ (Proposition 2), we can construct a new model $G(\mathcal{H}_\lambda, 1, W'(d, t))$ and choose $\epsilon > 0$ such that $\lambda > \lambda_c(\eta_1'(d)) \geq \lambda_c(\eta_1(d))$ and $0 < \eta_1'(d) < 1, \forall d \in (0, 1]$, where $\eta_1'(d) = (1 - \epsilon)\eta_1(d), \forall d \in (0, 1]$. As active periods are always nonzero, we can choose $\delta > 0$ such that for any link $(i, j)$, $\Pr\{W_{ij}(\delta) = 1\} > 1 - \epsilon$, where $W_{ij}(\delta) = \min_{t \in [0, \delta]} W_{ij}(d, t)$. Then, $\Pr\{W_{ij}(\delta) = 1\} > (1 - \epsilon)\eta_1(d), \forall d \in (0, 1]$. Since $\lambda > \lambda_c(\eta_1(d))$, for any $d \in (0, \delta]$, $G(\mathcal{H}_\lambda, 1, W(d, t))$ is percolated. Repeat this argument for all intervals $[k\delta, (k + 1)\delta]$ with integer $k$. Let $E_k$ be the event that $G(\mathcal{H}_\lambda, 1, W(d, t))$ is percolated for all $t \in [k\delta, (k + 1)\delta]$. Then, we have
\[
\Pr\left\{k \in \bigcup_k E_k\right\} \geq 1 - \sum_k \Pr\{E_k\} = 1.
\]

Similarly, when $\lambda < \lambda_c(\eta_1(d))$ we can construct another model $G(\mathcal{H}_\lambda, 1, W''(d, t))$ and choose $\epsilon > 0$ such that $\lambda < \lambda_c(\eta_1''(d)) \leq \lambda_c(\eta_1(d))$ and $0 < \eta_1''(d) < 1, \forall d \in (0, 1]$, where $\eta_1''(d) = (1 - \eta_1(d))\eta_1(d), \forall d \in (0, 1]$. Since inactive periods are always nonzero, we can choose $\delta > 0$ such that for any link $(i, j)$, $\Pr\{W_{ij}(\delta) = 0\} = 1 - \epsilon$, where $W_{ij}(\delta) = \max_{t \in [0, \delta]} W_{ij}(d, t)$. Then, $\Pr\{W_{ij}(\delta) = 0\} < 1 - (1 - \eta_1(d)\eta_1(d)) = \eta_1'(d)$, since $\lambda < \lambda_c(\eta_1''(d))$, for any $d \in (0, \delta]$, $G(\mathcal{H}_\lambda, 1, W(d, t))$ is not percolated. Repeat this argument for all intervals $[k\delta, (k + 1)\delta]$ with integer $k$, and then proceed in the same way as before, i.e., using countable additivity.

When the process $\{W(d, t)\}$ is independent of link length $d$, we use $\{W(t)\}$ to denote the process, and $\eta_1$ and $\eta_0$ to denote its stationary distribution. Directly from Corollary 3 and Theorem 4, we have:

Corollary 5: Let $\lambda_c(\eta_1)$ be the critical density of the static model $G(\mathcal{H}_\lambda, 1, \eta_1)$. Then $G(\mathcal{H}_\lambda, 1, W(t))$ is percolated for all $t > 0$ if $\lambda > \lambda_c(\eta_1)$ and not percolated for all $t > 0$ if $\lambda < \lambda_c(\eta_1)$.

B. Message Delay in Wireless Networks with Unreliable Links

We have shown that there exists a critical density $\lambda_c(\eta_1(d))$ such that when $\lambda > \lambda_c(\eta_1(d))$, $G(\mathcal{H}_\lambda, 1, W(d, t))$ is percolated for all time. When $G(\mathcal{H}_\lambda, 1, W(d, t))$ is percolated, if
one node inside the giant component of $G(H_{\lambda}, 1, W(d,t))$ broadcasts a message to the whole network, then ignoring propagation delay, all the nodes in the giant component of $G(H_{\lambda}, 1, W(d,t))$ receive this message instantaneously. On the other hand, the nodes in the giant component of $G(H_{\lambda}, 1)$ but not in the giant component of $G(H_{\lambda}, 1, W(d,t))$ cannot receive this message instantaneously. However, we will show that even when $\lambda < \lambda_c(\eta_1(d))$ and $G(H_{\lambda}, 1, W(d,t))$ is not always percolated, if two nodes $u$ and $v$ are within the giant component of $G(H_{\lambda}, 1)$, information can eventually be transmitted from $u$ to $v$ over multi-hop relays. The main question we address here is the nature of this transmission delay.

This problem is similar to the first passage percolation problem in lattices [4], [17]. Related continuum models were considered in [9], [14], [18]. In [18], the author study continuum growth model for a spreading infection. In [9] and [14], the authors consider wireless sensor networks where each sensor has independent or degree-dependent dynamic behavior, which can be modeled by an independent or a degree-dependent dynamic site percolation on random geometric graphs, respectively. The main tool is the Subadditive Ergodic Theorem [26]. We will use this technique to analyze our problem.

In the following, we will show that in a large-scale wireless network with dynamic unreliable links, the message delay scales linearly with the Euclidean distance between the sender and the receiver if the resulting network is in the subcritical phase, and the delay scales sub-linearly with the distance if the resulting network is in the supercritical phase.

To begin, let $T_{ij}(d_{ij})$ be a random variable associated with link $(i,j)$ having length $d_{ij}$, such that $\Pr\{T_{ij}(d_{ij}) = 0\} = \eta_1(d_{ij})$ and $\Pr\{T_{ij}(d_{ij}) > t\} = \eta_0(d_{ij})P_{d_{ij}}(t)$, where $P_{d_{ij}}(t) = \Pr\{W_{d_{ij}}(d_{ij},t') = 0, \forall t' \in [0,t]|W_{d_{ij}}(d_{ij},0) = 0\}$, and $\eta_1(\cdot)$ and $\eta_0(\cdot)$ are the stationary distributions of $\{W(d,t)\}$ given by (7) and (8). Let $d(u,v) \triangleq ||\mathbf{x}_u - \mathbf{x}_v||$ and

$$T(u,v) = T(\mathbf{x}_u, \mathbf{x}_v) \triangleq \inf_{l(u,v) \in C(u,v)} \left\{ \sum_{(i,j) \in l(u,v)} T_{ij}(d_{ij}) \right\},$$

where $l(u,v)$ is a path from node $u$ to node $v$, and $C(u,v)$ is the set of all such paths. Hence, $T(u,v)$ is the message delay on the path from $u$ to $v$ with the smallest delay.$^5$

**Theorem 6:** Given $G(H_{\lambda}, 1, W(d,t))$ with $\lambda > \lambda_c(\eta_1(d))$, there exists a constant $0 < \gamma < \infty$, such that for any $u, v \in C(G(H_{\lambda}, 1))$, where $C(G(H_{\lambda}, 1))$ denotes the giant component of $G(H_{\lambda}, 1)$,

(i) if $G(H_{\lambda}, 1, W(d,t))$ is in the subcritical phase, then

$$\Pr\left\{ \lim_{d(u,v) \to \infty} \frac{T(u,v)}{d(u,v)} = \gamma \right\} = 1; \quad (9)$$

(ii) if $G(H_{\lambda}, 1, W(d,t))$ is in the supercritical phase, then

$$\Pr\left\{ \lim_{d(u,v) \to \infty} \frac{T(u,v)}{d(u,v)} = 0 \right\} = 1. \quad (10)$$

Before proceeding, we introduce some notations. Let

$$\tilde{X}_i \triangleq \arg\min_{j \in C(G(H_{\lambda}, 1))} \{|i,0| - X_j||\}, \quad (11)$$

$$T_{m,n} \triangleq T(\tilde{X}_m, \tilde{X}_n), 0 \leq m \leq n. \quad (12)$$

The proof for Theorem 6-(i) is based on the following two lemmas, for which the proofs are given in Appendix B and Appendix C, respectively:

**Lemma 7:** Let $\gamma \triangleq \lim_{n \to \infty} \frac{E[T_{0,n}]}{n}$. Then, $\gamma = \inf_{n \geq 1} \frac{E[T_{0,n}]}{n}$ and $\lim_{n \to \infty} \frac{T_{0,n}}{n} = \gamma$ a.a.s.

**Lemma 8:** Let $\gamma$ be defined as above, then $0 < \gamma < \infty$.

To prove Theorem 6-(ii), we also need the following lemma from [14]:

**Lemma 9 ([14]):** Let $v \notin C(G(H_{\lambda}, 1, W(d,t)))$ and define

$$w \triangleq \arg\min_{i \in C(G(H_{\lambda}, 1, W(d,t)))} d(i,v),$$

i.e., $w$ is the node in the giant component of $G(H_{\lambda}, 1, W(d,t))$ with the smallest Euclidean distances to node $v$ at time $t$. Then, $d(w,v) < \infty$.

**Proof of Theorem 6:** Consider any two nodes $u, v \in C(G(H_{\lambda}, 1))$. To prove Theorem 6-(ii), suppose $G(H_{\lambda}, 1, W(d,t))$ is in the subcritical phase, then for nodes $u$ and $v$, as $d(u,v) \to \infty$, they cannot lie within the same component of $G(H_{\lambda}, 1, W(d,t))$, so that $T(u,v) > 0$.

Take node $u$ as the origin, i.e., $\mathbf{x}_u = \mathbf{0}$, and the line $\mathbf{x}_u x_v$ as the $x$-axis. Let $n$ be the closest integer to $x(v)$—the $x$-axis coordinate of node $x_v$. Now $T_{0,n} = T(\mathbf{x}_u, \mathbf{x}_n)$. If $\mathbf{x}_v = \mathbf{x}_n$, $T(u,v) = T_{0,n}$, and note that $n - 1 \leq d(u,v) \leq n + 1$, we have

$$\frac{T_{0,n}}{n + 1} \leq \frac{T(u,v)}{d(u,v)} \leq \frac{T_{0,n}}{n - 1}. \quad (13)$$

On the other hand, if $\mathbf{x}_v \neq \mathbf{x}_n$, then $\tilde{X}_n$ must be adjacent to $\mathbf{x}_v$. That is because $||n,0| - \mathbf{x}_v|| \leq \frac{1}{2} (n$ is the closest integer to $x(v))$ and $||n,0| - \mathbf{x}_n|| \leq \frac{1}{2} ($$\mathbf{x}_n$ is the closest node to $(n,0)$). Consequently, $T_{0,n} - T(\mathbf{x}_n, \mathbf{x}_v) \leq T(u,v) \leq T_{0,n} + T(\tilde{X}_n, \mathbf{x}_v)$ so that

$$\frac{T_{0,n} - T(\tilde{X}_n, \mathbf{x}_v)}{n + 1} \leq \frac{T(u,v)}{d(u,v)} \leq \frac{T_{0,n} + T(\tilde{X}_n, \mathbf{x}_v)}{n - 1}. \quad (14)$$

Since $\tilde{X}_n$ is adjacent to $\mathbf{x}_v$, $T(\tilde{X}_n, \mathbf{x}_v) < \infty$ with probability 1. Therefore in both cases, by Lemma 7, we have

$$\lim_{d(u,v) \to \infty} \frac{T(u,v)}{d(u,v)} = \lim_{n \to \infty} \frac{T_{0,n}}{n} = \gamma$$

with probability 1, and by Lemma 8, we have $0 < \gamma < \infty$.

For (ii), suppose $G(H_{\lambda}, 1, W(d,t))$ is in the supercritical phase, then for any two nodes $u, v \in C(G(H_{\lambda}, 1))$, as $d(u,v) \to \infty$, it is possible that they are within $C(G(H_{\lambda}, 1, W(d,t_0))$—the giant component of $G(H_{\lambda}, 1, W(d,t_0))$, where $t_0$ is the time when node $u$ initiates its transmission. In this situation, $T(u,v) = 0$.

To simplify notation, we write $C(t_0)$ for $C(G(H_{\lambda}, 1, W(d,t_0)))$ in the reminder of this paper.
Now assume that neither node $u$ nor $v$ is in $C(t_0)$. Let $t'$ be the first time when some node in $C(t')$ receives $u$’s message, and let

$$w_1 \triangleq \arg \min_{i \in C(t')} d(i, u), \quad \text{and} \quad w_2 \triangleq \arg \min_{i \in C(t')} d(i, v).$$

In words, $w_1$ and $w_2$ are the nodes in the giant component of $G(\mathcal{H}_\lambda, 1, W(d, t'))$ with the smallest Euclidean distances to nodes $u$ and $v$, respectively. Since both $w_1$ and $w_2$ belong to $C(t')$, $T(w_1, w_2) = 0$. The distances $d(u, w_1)$ and $d(v, w_2)$ are finite by Lemma 9. Hence by the remark after Lemma 13 (in Appendix B), $E[T(u, w_1)] \leq E[Y_{max}] E[\|L(X_u, X_{w_1})\|] < \infty$ and $E[T(w_2, v)] \leq E[Y_{max}] E[\|L(X_{w_2}, X_v)\|] < \infty$. Consequently $T(u, w_1) < \infty$ and $T(w_2, v) < \infty$ with probability 1. Moreover,

$$0 \leq \frac{T(u, v)}{d(u, v)} \leq \frac{T(u, w_1) + T(w_1, w_2) + T(w_2, v)}{d(u, v)} = \frac{T(u, w_1)}{d(u, v)} + \frac{T(w_2, v)}{d(u, v)}. \quad (16)$$

Therefore, we have

$$\Pr \left\{ \lim_{d(u,v) \to \infty} \frac{T(u, v)}{d(u, v)} = 0 \right\} = 1. \quad (17)$$

Applying the same technique for the case when only one of nodes $u$ and $v$ is in $C(t_0)$, we obtain the same result. \hfill \square

Up to this point, we have ignored propagation delays. We now take this type of delay into account. The setting of the problem is the same as before except that the delay $T_{ij}(d_{ij})$ incurred by link $(i, j)$ is a random variable such that $\Pr\{T_{ij}(d_{ij}) = \tau\} = \eta_1(d_{ij})$, and $\Pr\{T_{ij}(d_{ij}) > t + \tau\} = \eta_0(d_{ij})P_{u,i}(t)$. Here $\tau$ is the propagation delay, which is assumed to be the same for all links. Define the message delay $T(u, v)$ as before. Hence, we have

**Corollary 10:** Given $G(\mathcal{H}_\lambda, 1, W(d, t))$ with $\lambda > \lambda_c$, there exist constants $\tau \leq \gamma_2 < \gamma_1 < \infty$, such that for any $u, v \in C(G(\mathcal{H}_\lambda, 1))$,

(i) if $G(\mathcal{H}_\lambda, 1, W(d, t))$ is in the subcritical phase, then

$$\Pr \left\{ \lim_{d(u,v) \to \infty} \frac{T(u, v)}{d(u, v)} = \gamma_1 \right\} = 1; \quad (18)$$

(ii) if $G(\mathcal{H}_\lambda, 1, W(d, t))$ is in the supercritical phase, then

$$\Pr \left\{ \lim_{d(u,v) \to \infty} \frac{T(u, v)}{d(u, v)} = \gamma_2 \right\} = 1. \quad (19)$$

Moreover, as $\tau \to 0$, $\gamma_1 \to \gamma$ and $\gamma_2 \to 0$, where $\gamma$ is defined in Theorem 6.

**Proof:** The first part can be shown by the same techniques used in the proof for Theorem 6-(ii). For the second part, suppose at $t_0$, node $u$ initiates its transmission. If nodes $u$ and $v$ are both in $C(t_0)$, then by the same techniques as before, we can show that there exists a constant $\gamma_2$, $0 < \gamma_2 < \infty$, such that $(19)$ holds. When neither $u$ nor $v$ is in $C(t_0)$, let $t'$ be the first time that some node in $C(t')$ receives $u$’s message, and let nodes $w_1$ and $w_2$ be the nodes in $C(t')$ with the smallest Euclidean distances to nodes $u$ and $v$, respectively. Since both $w_1$ and $w_2$ belong to $C(t')$,

$$\Pr \left\{ \lim_{d(w_1,w_2) \to \infty} \frac{T(w_1, w_2)}{d(w_1, w_2)} = \gamma_2 \right\} = 1.$$
In Figure 2, the lengths of active and inactive periods have exponential distributions independent of $d$—the length of the link. In Figure 3, the lengths of active and inactive periods have uniform distributions depending on $d$. In Figure 4, the lengths of active and inactive periods have uniform distributions independent of $d$. In all of these scenarios, it can be seen that when the resulting dynamic network is in the subcritical phase for all time, $T_{(u,v)}$ converges to a non-zero value as $d(u,v) \to \infty$. The limit depends on the density of $G(H_\lambda, 1)$ and the distributions and absolute values of the active and inactive periods. When the resulting dynamic network is in the supercritical phase for all time, $T_{(u,v)}$ converges to zero as $d(u,v) \to \infty$.

To see how propagation delays affect the message delay, and to verify the results of Corollary 10, we illustrate simulation results in Figure 5, where $T_1(d)$ and $T_0(d)$ have exponential distributions independent of $d$.

**VI. Conclusions**

In this paper, we studied percolation-based connectivity of large-scale wireless networks with unreliable links. We first studied static models, where each link of the network is functional (or active) with some probability, independently of all other links, where the probability may depend on the distance between the two nodes. We obtained analytical upper and lower bounds on the critical density for this model. Then we studied wireless networks with dynamic unreliable links, where each link is active or inactive according to an alternating renewal process. We showed that a phase transition exists in such dynamic networks, and the critical density for this model is the same as the one for static networks under some mild conditions. We further investigated the delay performance in such networks by modeling the problem as a first passage percolation process on random geometric graphs. We showed that the delay scales linearly with the Euclidean distance between the sender and the receiver when the resulting network is in the subcritical phase, and the delay scales sub-linearly with the distance if the resulting network is in the supercritical phase. Simulation results confirm our theoretical predictions.

**APPENDIX**

A. **Cluster Coefficient of $G(H_\lambda, 1, p_c(\cdot))$**

We know that the clustering coefficient is the conditional probability that node $i$ and node $j$ are adjacent given that they are both adjacent to a common node $k$. In $G(H_\lambda, 1, p_c(\cdot))$, to determine the cluster coefficient, assume both nodes $i$ and $j$ lie within $A(x_k)$—the circular area centered at $x_k$ with radius...
I—then the probability that nodes \(i\) and \(j\) are also adjacent is equal to the probability that two randomly chosen points in a circle with radius 1 is less than or equal to a distance \(r\) apart and the link between them is active. In other words, given the coordinates of \(x_i = (x, y)\), the probability that there is a link between \(i\) and \(j\) is equal the effective (probabilistically weighted) fraction of \(A(x_i)\) that intersects \(A(x_k)\).

In Figure 6, suppose \(||x_k - x_i|| = h\), then the number of nodes adjacent to \(i\) inside the circular region centered at \(x_i\) with radius \(1 - h\) is \(\int_0^{1-h} 2\pi x p_e(x)dx\), and the number of nodes adjacent to \(i\) inside the overlapping area of \(A(x_i)\) and \(A(x_k)\) but outside \(A(x_k, 1 - h)\) is \(\int_0^{1-h} 2\pi x p_e(x)dx\). Therefore, the effective fraction is

\[
b(h) = \frac{1}{\pi} \left( \int_0^{1-h} 2\pi x p_e(x)dx + \int_{1-h}^1 2\pi x p_e(x)dx \right),
\]

where \(\theta \triangleq \angle x_k x_i x = \cos^{-1}\left(\frac{x^2 + h^2 - 1}{2xh}\right)\).

By averaging over all points in \(A(x_k)\), we obtain the cluster coefficient

\[
\bar{C} = \frac{1}{|A(x_k)|} \int_{A(x_k)} b(x, y)dxdy = \frac{1}{\pi} \int_{A(x_k)} b(x, y)dxdy,
\]

where \(b(x, y) = b(\sqrt{x^2 + y^2})\) is the effective fraction of the overlapping region given by (20). Changing to the polar coordinates, and since \(b(h)\) is independent of \(\phi\), we have

\[
\bar{C} = \frac{1}{\pi} \int_0^1 b(h) 2\pi h dh = \frac{2}{\pi} \int_0^1 \left( \int_0^{1-h} 2\pi x p(x)dx + \int_{1-h}^1 2\pi x p(x)dx \right) dh.
\]

**B. Proof for Lemma 7**

To show Lemma 7, we use the following Subadditive Ergodic Theorem by Liggett [26].

**Theorem 11 (Liggett [26]):** Let \(\{S_{m,n}\}\) be a collection of random variables indexed by integers \(0 \leq m < n\). Suppose \(\{S_{m,n}\}\) has the following properties:

(i) \(S_{0,n} \leq S_{0,m} + S_{m,n}\), \(0 \leq m \leq n\);

(ii) \(\{S_{(n-1)k,k,n} \geq 1\}\) is a stationary process for each \(k\);

(iii) \(\{S_{m,m+k,k} \geq 0\} = \{S_{m+1,m+k+1,k} \geq 0\}\) in distribution for each \(m\);

(iv) \(E[|S_{0,n}|] < \infty\) for each \(n\).

Then

\[
(\alpha) \quad \alpha \triangleq \lim_{n \to \infty} \frac{E[|S_{0,n}|]}{n} = \inf_{n \geq 1} \frac{E[|S_{0,n}|]}{n} \quad \text{and} \quad S \triangleq \lim_{n \to \infty} \frac{S_{0,n}}{n}
\]

exists with probability 1 and \(E[S] = \alpha\).

Furthermore, if

(v) the stationary process in (ii) is ergodic,

then

(b) \(S = \alpha\) with probability 1.

To show Lemma 7, we need to verify that the sequence \(\{T_{m,n}, m \leq n\}\) satisfies conditions (i)–(v) of Theorem 11. It is easy to see that (i) is satisfied, because \(T_{0,n}\) is the delay of the path with the smallest delay from \(X_0\) to \(X_n\) and \(T_{0,m + T_{m,n}}\) is the delay on a particular path from \(X_0\) to \(X_n\) (it has the smallest delay from \(X_0\) to \(X_m\), and from \(X_m\) to \(X_n\)). Furthermore, because all nodes are distributed according to a homogeneous Poisson point process, the geometric structure is stationary and hence (ii) and (iii) are clearly guaranteed. We only need to show conditions (iv) and (v) also hold for \(\{T_{m,n}, m \leq n\}\). To accomplish this, we use the following lemmas from [14].

**Lemma 12 (\cite{14}):** For each \(n < \infty\), \(||\bar{X}_0 - \bar{X}_n|| < \infty\).

**Lemma 13 (\cite{14}):** Suppose there exists at least one path from node \(X_0\) to node \(X_n\). Let \(L(X_0, X_n)\) be the shortest path (in terms of the number of links), and let \(|L(X_0, X_n)|\) denote the number of links on such a path. If \(||X_0 - X_n|| < \infty\), then \(E[|L(X_0, X_n)|] < \infty\).

**Remark:** By the same proof, we can show that the above result holds for any nodes \(u, v\) in the giant component of \(G(H_\lambda, 1)\) with finite Euclidean distance, i.e., if \(u, v \in C(G(H_\lambda, 1))\) and \(d(u, v) < \infty\), then \(E[|L(X_u, X_v)|] < \infty\).

**Lemma 14 (\cite{14}):** The sequence \(\{T_{(n-1)k,k,n}, n \geq 1\}\) is strong mixing, so that it is ergodic.

Now, we present the proof for Lemma 7.

**Proof of Lemma 7:** Conditions (i)–(iii) of Theorem 11 have been verified. The validation of (iv) is provided by Lemma 12 and Lemma 13, for \(E[T_{0,n}] \leq E[Y_{\text{max}}]\), \(E[|L(X_0, X_n)|] < \infty\). Furthermore, due to Lemma 14, condition (v) is satisfied. Therefore the results (a) and (b) of Theorem 11 hold for sequence \(\{T_{m,n}, m \leq n\}\).

**C. Proof for Lemma 8**

To prove Lemma 8, we need the following Proposition which asserts that when the dynamic network is in the subcritical phase, the size of the component containing the origin decays exponentially. This is the same as in the traditional continuum percolation (Theorem 2.4 in [5]) and discrete

A measure preserving transformation \(H\) on \((\Omega, \mathcal{F}, P)\) is called strong mixing if for all measurable sets \(A\) and \(B\), \(\lim_{n \to \infty} |P(A \cap H^{-n}B) - P(A)P(B)| = 0\). A sequence \(\{X_n, n \geq 0\}\) is called strong mixing if the shift on sequence space is strong mixing [27].
percolation (Theorem 5.4 in [4]). The proof is also similar and omitted here due to space limitations.

**Proposition 15:** Given $G(\mathcal{H}(\lambda), 1, W(d, t))$ with $\lambda < \lambda_c(T_1(d))$, let $B(m) = [-m, m]^2$, $m \in \mathbb{R}^+$. Then there exist constants $c_1, c_2 > 0$, depending on $\lambda$ and $W(d, t)$, such that for any $t > 0$, $\Pr\{\mathcal{O} \sim B(m)^c\} \leq c_1 e^{-c_2 m}$, where $\{\mathcal{O} \sim B(m)^c\}$ denotes the event that the origin and some nodes in $B(m)^c$ are connected, i.e., the origin and some nodes outside $B(m)$ are in the same connected component.

**Proof of Lemma 8:** That $\gamma < \infty$ follows directly from

$$
\gamma = \inf_{n \geq 1} \frac{E[T_{0,n}]}{n} \leq E[T_{0,1}] \leq E[Y_{max}] E[L(\bar{X}_0, \bar{X}_n)] < \infty.
$$

(21)

To see why $\gamma$ is positive, note that $||\bar{X}_0 - \bar{X}_n|| \geq n - r_0 - r_n$, where $r_0 = ||\bar{X}_0 - (0,0)||$ and $r_n = ||\bar{X}_n - (0,n)||$ as illustrated in Figure 7. Let the nodes along the path with the smallest delay from $\bar{X}_0$ to $\bar{X}_n$ be $\{0, 1, \ldots, m\}$ such that $X_{i_0} = \bar{X}_0$ and $X_{i_m} = \bar{X}_n$. Let node $j_1$ be the node that satisfies $j_1 = \arg\min_{l \in \{0, 1, \ldots, m\}} \{x(l) - K : x(l) > K\}$, where $x(l)$ is the x-coordinate of node $l$. In words, node $j_1$ is the node along the path with the smallest delay from $\bar{X}_0$ to $\bar{X}_n$ having the smallest positive distance to line $x = K$. Now choose $K$ large enough such that $c_1 e^{-c_2 K} < \frac{1}{2}$, where $c_1$ and $c_2$ are the constants given in Proposition 15.

By Proposition 15, the probability that all the links of the path segment from $\bar{X}_0$ to $\bar{X}_{j_1}$ are active is less than or equal to $c_1 e^{-c_2 K} < \frac{1}{2}$. Thus the expected delay on this segment is strictly greater than $\frac{1}{2} E[Y_{min}] > 0$.

Now choose node $j_{k+1}, k \geq 1$ to be the node that satisfies $j_{k+1} = \arg\min_{l \in \{j_k+1, \ldots, m\}} \{x(l) - x(j_k) - K : x(l) > x(j_k) + K\}$, i.e., node $j_{k+1}$ is the node along the path with the smallest delay having the smallest positive distance to line $x = x(j_k) + K$. By the same argument as above, the probability that all the links of the path segment from $\bar{X}_{j_k}$ to $\bar{X}_{j_{k+1}}$ are all active is strictly less than $\frac{1}{2}$. Thus the expected delay on this segment is strictly greater than $\frac{1}{2} E[Y_{min}]$ as well. The path segments and the nodes $j_1, j_2, \ldots$ are illustrated in Figure 7.

Since $||\bar{X}_0 - \bar{X}_n|| \geq n - r_0 - r_n$, the path with the smallest delay from $\bar{X}_0$ to $\bar{X}_n$ has at least $\lceil \frac{n-r_0-r_n}{1} \rceil$ segments and the delay on each of them is strictly greater than $\frac{1}{2} E[Y_{min}]$.

Hence, $E[T_{0,n}] > \frac{1}{2} E[Y_{min}] \left[\frac{n-r_0-r_n}{K}\right]$. Because $E[Y_{min}] > 0$, $r_0$, $r_n$, and $K$ are all finite, we have

$$
\gamma = \lim_{n \to \infty} \frac{E[T_{0,n}]}{n} > \lim_{n \to \infty} \frac{E[Y_{min}]}{2n} \left[\frac{n-r_0-r_n}{K}\right] > 0.
$$

□
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