An efficient 3D face recognition approach using local geometrical signatures
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1. Introduction

Face recognition has drawn considerable attention in the last few decades due to its non-intrusiveness and wide number of applications, e.g. surveillance and access control. Although considerable achievements have been attained with 2D face recognition, its accuracy is still challenged by pose and illumination variations [1,2]. With the rapid development of 3D imaging sensors, many researchers have now turned to 3D face recognition due to its potential capabilities to overcome the inherent limitations and drawbacks of 2D face recognition. Moreover, the geometrical information provided by 3D data has the potential to achieve a greater recognition accuracy compared to 2D data [3,4].

Based upon the type of strategy used to measure the similarity between two facial surfaces, the existing 3D face recognition approaches can be categorized into surface registration-based and feature matching-based approaches. The surface registration-based approaches commonly use the Iterative Closest Point (ICP) algorithm [5–7] or one of its variants [8,9]. The ICP error is used as a similarity measure between two matching facial surfaces for recognition. The ICP itself does not require any feature extraction or projection into another space. It is an iterative process and uses the whole surface, which makes it computationally expensive. The second type of approaches (i.e. feature matching-based) match two 3D facial surfaces defined in different coordinate systems based on object-centric shape features [10–13]. Some of them have achieved very promising performance in terms of recognition accuracy. However, despite achieving very high recognition accuracy, many of the existing approaches use complex shape features [14–16,13]. They require complicated mathematical transformations and are therefore not suitable for real-world applications due to the high computational costs associated with them. In this work, we develop an efficient Angular Radial Signature (ARS) to represent a 3D face. It encodes the complex 3D facial surface with a set of 1D feature vectors, which attain sufficient discriminating power while simultaneously achieving significant computational efficiency.

Similar to 2D face recognition, expression variation is also considered to be the main challenge of 3D face recognition since it introduces significant changes in the geometry of the facial surface. Two approaches are usually adopted in the literature of 3D face recognition to handle facial expressions. First, an expression deformable model is learned from facial scans under both neutral and nonneutral expressions. The learned model is then used to morph out the expression deformations from a nonneutral face...
2.1.1. Three dimensional face recognition
based approaches. Chang et al. [6] segmented the 3D face into two categories: surface registration-based and feature matching-registration of multiple small facial regions (some of them over-perform matching between faces. In[7], Faltermier et al. presented feature-based ICP registration error was used as a metric to points to align all the 2.5D overlapping regions. Then, the local and global points were matched (using ICP) and their matching scores of these facial regions. They concluded that one combination, which consists of 28 regions (around the nose) yielded the highest recognition accuracy. This indicates that the nose and the region around it are the least affected by expression deformations.

Al-Olsaimi et al. [10] proposed a 3D face recognition approach which integrated global and local geometric cues. They repre- sented the 3D face with multiple rank-0 tensor fields. Then, the local and global fields were integrated into a 2D histogram. The Principal Component Analysis (PCA) coefficients were extracted from these histograms and combined into a single feature vector. The Euclidean distance between a pair of feature vectors was used as a similarity score to match two faces. Berretti et al. [15] proposed a 3D face recognition system that partitioned a 3D face into a set of isogeodesic strips. Then, a descriptor named 3D Weighted Walkthroughs (3DWWs) was used to represent these stripes, and a graph-based matching algorithm was used to match a pair of faces. Gupta et al. [22] proposed a 3D face recognition approach that could automatically detect 10 anthropometric fiducial points on a 3D face. They used a stochastic pairwise method to calculate the Euclidean and geodesic distances between these points and combined them into a single feature vector. Then, a linear discriminant classifier was used for face recognition.

Most of the existing 3D face recognition approaches rely on a surface registration or on complex feature (surface descriptor) extraction and matching techniques. They are, therefore, computationally expensive and not suitable for practical applications. In this work, we effectively and simply represent a 3D face by a set of 1D feature vectors. Compared with the existing approaches, it can simultaneously achieve high recognition accuracy and computa- tional efficiency.

2. Related work and overview
2.1. Related work

The work in [1,4] provides a comprehensive survey of the 3D face recognition approaches. In the following, we will restrain our review to the approaches which are closely related to this work. More specifically, we cover the basic 3D face recognition approaches which were tested on the Face Recognition Grand Challenge (FRGC v2.0) dataset (Section 2.1.1), approaches developed to handle expression variations (Section 2.1.2) and the relevant 3D facial analysis approaches which were based on machine learning techniques (Section 2.1.3).

2.1.1. Three dimensional face recognition

3D face recognition approaches can be coarsely classified into two categories: surface registration-based and feature matching-based approaches. Chang et al. [6] segmented the 3D face into multiple regions. The regions around the nose of the gallery and probe faces were matched (using ICP) and their matching scores were combined to determine the final recognition results. In [21], Lu et al. constructed a database of 3D mesh models from several 2D images and proposed a recognition approach based on the ICP algorithm. To build their 3D meshes, they detected feature points in the 2.5D images, and extracted the maximum and minimum local curvatures. Next, the ICP was applied around these points to align all the 2.5D overlapping regions. Then, the local feature-based ICP registration error was used as a metric to perform matching between faces. In [7], Faltermier et al. presented a 3D face recognition approach based on the detection and registration of multiple small facial regions (some of them overlapping), which were extracted based on specified distances with respect to the location of the nose tip. These regions were then matched independently using the ICP algorithm. They analyzed their face recognition performance under different combinations of these facial regions. They concluded that one combination, which consists of 28 regions (around the nose) yielded the highest
mask to extract the rigid and semi-rigid facial regions. Four kinds of local low-level geometrical features were extracted from each region. These features were concatenated into one single feature vector and fed into a Support Vector Machine (SVM) to perform face recognition. Their experimental results showed that the 3D face recognition accuracy is highly influenced by the non-rigid facial regions.

These two categories of approaches overlook the fact that facial expressions are specific to each individual, i.e. the facial deformation patterns vary from one individual to another. Furthermore, except for the parts which get distorted the most (e.g. the mouth), the rigid parts of the face are also different and specific to each individual. In this work, we first exclude the large distortion part from the face. We then train a model using faces with different expressions for each individual. This results in a learned model which can accommodate expressions specific to each individual.

2.1.3. Machine learning based approaches

In this section we review some of the machine learning based approaches for 3D facial analysis (face and facial expression recognition). Wang et al. [11] extracted Haar, Gabor and Local Binary Patterns (LBP) features from a Signed Shape Difference Map (SSDM) computed between two aligned faces. They then applied a boosting algorithm to select the most discriminating features and weak classifiers were assembled into three collective strong classifiers. Their approach achieved both high accuracy and computational efficiency when applied to 3D face recognition. Sun et al. [23] investigated a dynamic 3D facial expression recognition approach which computed vertex correspondences across frames. They proposed a spatio-temporal Hidden Markov Model (HMM) to learn the spatial and temporal information of a face. They showed that their dynamic model outperforms static models when tested on a 3D dynamic facial expression dataset. Xu et al. [24] extracted Gabor features with multiple scales and orientations from both facial range and intensity images. They then proposed a hierarchical feature selection algorithm based on Linear Discriminant Analysis (LDA) and AdaBoost learning to select the most discriminating and robust features. Finally, the selected features were used to construct a strong classifier. Ballihi et al. [16] represented a 3D face by a set of circular and radial curves defined by a Euclidean distance function. Next, a large set of geometric features were extracted from those curves. Then, the AdaBoost algorithm was used to select the optimal features and a composite classifier was devised. A high recognition performance was achieved with only a minimal set of features.

In the existing approaches, machine learning techniques have been usually used to select and extract the most optimal features to improve the recognition performance. Unlike those approaches, in this paper, we employ machine learning techniques to effectively address the individual-specific expression deformation problem. Specifically, machine learning techniques are used to train a model using faces of each individual with different expressions.

2.2. Overview of the proposed approach

2.2.1. Approach overview

We propose an efficient 3D face recognition approach based on a novel ARS feature and a two-stage mapping-based classification strategy. Fig. 1 shows the block diagram of the proposed approach. Each block is briefly described below:

- An effective 3D face normalization algorithm is employed to perform nosetip detection, face cropping and pose correction for 3D faces. This face normalization algorithm is automatic and accurate (Section 3).
- A 3D face is divided into the non-rigid and semi-rigid regions. It is reported that the mouth is the most affected area while the nose and eyes-forehead areas are the least affected by expression deformations [12]. Therefore, we only take into account the upper part of the face (with reference to the nosetip) and discard the lower part (Section 4).
- A set of distinctive features is needed to represent a 3D facial surface in order to achieve accurate 3D face recognition. In this work, we propose a novel ARS, which can effectively decompose a 3D face into a set of 1D feature vectors (Section 4).
- Due to the similarity in appearance of the faces of different individuals, the extracted ARS features revealed to be very close in the feature space. This may lead to a linearly inseparable classification problem. To solve this problem, the Kernel Principal Component Analysis (KPCA) is used to nonlinearly map the ARS features into a high-dimensional mid-level feature space (Section 5.1).
- The resulting mid-level features are combined and fed into an SVM for training. The learned SVM model is then used to classify any input face during the testing phase (Section 5.2).

2.2.2. Contributions of this work

The main contributions of the proposed 3D face recognition approach can be summarized as follows:

- A novel ARS based facial representation is proposed that can reduce the large amount of 3D face data into a set of discriminating 1D feature vectors. The proposed representation is distinctive and requires very low computational effort.
- Multiple KPCAs are employed to nonlinearly map the ARS features into a high-dimensional space and convert them to mid-level features. It was shown that the linearly inseparable classification problem in the input feature space can be resolved through this mapping.
A machine learning framework is proposed to train a model that is able to accommodate different facial expressions (to address the expression variation problem). The model is trained using faces under various expressions of different individuals.

A set of experiments are conducted on two large publicly available datasets, i.e. FRGC v2.0 and 3D track of Shape Retrieval Contest (SHREC 2008), demonstrating a high recognition accuracy and computational efficiency of the proposed approach.

3. 3D face normalization

We use two large publicly available datasets for 3D face recognition research, i.e. the FRGC v2.0 [25] and the 3D face track of SHREC 2008 [26]. The facial scans of the two datasets were captured by a 3D sensor (typically a Minolta Vivid) in the form of dense pointclouds. Both datasets are comprised of facial scans acquired from the shoulder level up. Most of these scans suffer from missing data, noise spikes as well as minor pose variations. Therefore, these scans need to be preprocessed. We employ an automatic 3D face normalization algorithm which includes face detection and preprocessing, noisetip detection, face cropping and pose correction. A detailed description of our 3D face normalization algorithm is given below.

First, noise spikes are simply reduced by eliminating the outlier points (vertices). An outlier point is defined based on the statistical information of its 8-connected neighbors [9]. A bicubic interpolation is applied along all the three coordinates (1 mm on both directions) used as the horizontal and vertical indices, respectively. These indices are used to determine the corresponding z coordinate which corresponds to the range image pixel value. A Gaussian filter is used to further smooth the resulting facial range image.

Note that, the 3D facial scans from the SHREC 2008 dataset are provided with their detected nosetips. Therefore, in this case, the nosetip detection is not necessary prior to normalization. Fig. 2 shows some examples of the face normalization results.

4. Angular radial signature (ARS) based facial representation

A 3D facial scan is represented by a set of points in $\mathbb{R}^3$. The number of these points is usually quite large, suggesting that this raw 3D facial representation will suffer from the “curse of dimensionality” [28]. Therefore, 3D features (descriptors) are commonly extracted to reduce the dimensionality. The accuracy of the face recognition system depends mainly on the descriptive-ness and distinctiveness of these features.

A simple yet effective 3D face representation is required to achieve accurate 3D face recognition. Two types of facial representations are usually used in the literature. The first and simplest one is the pointcloud 3D facial representation. A pointcloud is actually a set of 3D coordinates of all the facial surface (points/vertices) from which different kinds of geometrical features can be extracted [29,12]. The second category of facial representation methods uses facial range images computed from the projection of the pointclouds on the xy-plane along the z-axis. Consequently, standard 2D feature extraction techniques can be applied to these range image based methods [24,11,30].

Fig. 2. Examples of normalized faces. The 1st row are two scans before and after normalization from the FRGC v2.0 dataset while the 2nd scans in the 2nd row are from the SHREC 2008 dataset. The faces before normalization exhibit some obvious missing data, spikes and outlier points.
In this work, we propose a novel ARS based facial representation of the normalized facial range images. The ARSs are defined as a set of curves, emanating from the nosetip (chosen as the origin of the facial range images) at an interval of \( \theta \) radians (where \( \theta \in [0, \pi] \), and the total number of ARSs \( N = \pi / \theta + 1 \)). In order to extract the ARSs, we define a binary mask on the \( xy \)-plane (see Fig. 3) which can be viewed as the projection of the ARSs. The binary mask contains \( N \) paths, and each corresponds to one direction of ARS. Each path contains 20 points, and the distance between any two adjacent points is 3 mm. Consequently, the length of each path is 60 mm. We empirically set this length to 60 mm since beyond this distance the facial data become unreliable due to the presence of hair or missing data (see Fig. 4a). The angle between a path and the \( x \)-axis and the distance from the points to the origin are predefined. As a result, it is easy to calculate the \( x \) and \( y \) coordinates of each point. Next, the depth value (ARS feature value) of these points is determined by bicubic interpolation at the \( x \) and \( y \) coordinates of their corresponding points in the facial range image. Therefore, an ARS is represented by a 1D feature vector of the computed depth values (see Fig. 4b). Finally, a 3D face is represented by \( N \) ARSs, which actually correspond to a set of \( N \) 1D feature vectors.

Note that, we only extract ARSs from the semi-rigid region of the face. The ones from the non-rigid regions are not robust to

---

**Fig. 3.** The binary mask used to extract ARSs. The paths corresponding to different directions are differently colored. (Figure best seen in color).

**Fig. 4.** The extraction of ARSs. (a) 17 ARSs are extracted from the semi-rigid region of the face and (b) an enlarged view of the ARS colored red in (a). (Figure best seen in color). (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this article.)

**Fig. 5.** A comparison between the ARSs extracted from the semi-rigid and the non-rigid regions of a face. (a) Five facial scans of one individual under different expressions. The blue ARSs represent the semi-rigid region while the red ARSs correspond to the non-rigid region. (b) and (c) Enlarged views of ARSs extracted from the semi-rigid and non-rigid regions. (Figure best seen in color). (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this article.)
facial expressions (e.g., case of mouth movements). A visualization of the ARSs extracted from the semi-rigid and non-rigid regions is presented in Fig. 5. An experimental comparison on the performance of the system using the ARSs extracted from the two regions is further discussed in Section 6.1.3. Increasing the number of N can provide a more accurate representation of the 3D face, but at the expense of an additional computational cost and information redundancy. Taking into consideration the trade-off between computational efficiency and accurate face representation, only 17 ARSs are extracted to represent a 3D face. The effect on the selection of the number of ARSs on the accuracy of face recognition is discussed in Section 6.1.2.

Although the facial scans have been preprocessed, the ARSs can still be affected by minor spike-like noise. A simple average filter is used to smooth the extracted ARSs. In Fig. 6, we extracted the ARSs of two individuals (shown in different colors) in four directions under different expressions (for a better view we converted both facial range images and their corresponding ARSs to shaded pointclouds). It is obvious that the ARSs of the same individual are notably similar even under the distortions caused by expressions. This can therefore be used to discriminate one individual from another. However, the ARS features are still close in the input space, which can lead to a linearly inseparable classification problem. This is particularly the case when the number of samples is excessively large. It suggests that a transformation of the ARS features to a more discriminating form is required. This will be discussed in detail in Section 5.1.

Other 3D face recognition approaches also used radial facial curves for their facial representation, e.g., in [31,16]. However, their curve extraction was based on the mesh-cutting algorithm. This algorithm crops the curve points defined as the intersections of a predefined slicing plane and the facial mesh triangles. Our proposed ARS based approach has two advantages compared to their work. First, the complicated mesh-cutting and the extraction of the intersection points is not required in our case. This results in a substantial reduction of the computational cost (a detailed analysis of computational cost is given in Section 6.4.2). In addition, rather than using the intersections of mesh triangles, the ARS simply extracts its points using a bicubic interpolation at the locations determined from the binary mask. This results in an exact correspondence with ARSs extracted from different faces, since they all have exactly the same xy-plane projection.

5. A two-stage mapping-based 3D face recognition

In this section, we describe the framework of the proposed two-stage mapping-based 3D face recognition strategy. In the first-stage mapping, N KPCAs are trained (one for each ARS) to transform the ARSs to mid-level feature representations. In the next stage, the resulting mid-level features are combined under a new single feature vector and fed into an SVM to perform face recognition.

The main strengths of our proposed strategy can be summarized as follows. First, we address the linearly inseparable classification problem by transforming the ARSs to a high dimensional nonlinear space using multiple KPCAs. More specifically, due to the high geometric correlations of the facial surfaces, the extracted ARSs are very close to each other in the original feature space. This may lead to a linearly inseparable classification problem. Transforming the ARSs (linearly inseparable data) into a high dimensional nonlinear feature space will resolve the linearly inseparable problem [32]. Second, unlike previous works which commonly train a single PCA model for the complete data, e.g., in [14], we train multiple KPCA models. In our case, the ARS feature vectors which correspond to the same direction are extracted from different faces. As a result, the generation of multiple KPCA models (one for each direction of ARS) results in a more discriminative mapping. Third, the SVM based classifier is capable of handling various facial expressions as it is trained using facial scans under various facial expressions (both neutral and nonneutral).

5.1. Kernel principal component analysis (KPCA)

PCA transforms a large number of correlated variables into uncorrelated variables. It has been comprehensively used in face recognition [33,14,34]. Despite its widespread use, PCA still faces some limitations, e.g., it cannot effectively model the nonlinear relationships among variables. To address this problem, PCA has been extended to a kernel form that maps the input data to a high-dimensional space (using the kernel trick) where PCA is applied.

Let \( X = [x_1 \ldots x_M] \in \mathbb{R}^{D \times M} \) be the input data and \( \phi \) be a nonlinear function that maps the input space \( \mathbb{R}^D \) to a high-dimensional feature space \( \mathbb{F} \), that is \( \phi : \mathbb{R}^D \rightarrow \mathbb{F} \). \( \phi(X) \) is used to represent the mapped data as: \( \phi(X) = [\phi(x_1) \ldots \phi(x_M)] \). Then, a kernel matrix \( K \in \mathbb{R}^{M \times M} \) is defined by [35]

\[
K_{ij} = \langle \phi(x_i), \phi(x_j) \rangle, \quad i, j = 1 \ldots M. \tag{1}
\]

Consequently, the nonlinear mapping between the input space and the high-dimensional space is implicitly defined by the kernel. In general, three major types of kernels are commonly used, i.e., polynomial, sigmoid and Radial Basis Function (RBF). The RBF is the most commonly used in the literature due to its high flexibility. In our work, we have selected the RBF kernel as our experiments showed a superior performance of the RBF kernel compared with other kernels (the effect of different kernels on the face recognition performance is discussed in Section 6.2.2).

The RBF kernel is defined by

\[
k(x_i, x_j) = \exp \left( -\frac{\|x_i - x_j\|^2}{2\sigma^2} \right). \tag{2}
\]

where \( \sigma > 0 \). Similar to the conventional PCA, \( K \) is centered to become \( \tilde{K} [35] \). The eigenvalues \( \lambda = [\lambda_1 \ldots \lambda_M] \) and their corresponding eigenvectors \( V = [v_1 \ldots v_M] \) of \( \tilde{K} \) can be obtained by solving the following eigenvalue problem [35]:

\[
\tilde{M}A = \tilde{K} a. \quad A = [a_1 \ldots a_M] \quad \text{is an orthogonal matrix that is used to derive the eigenvector matrix as} \quad V = \tilde{M}^{-1/2} a_i \phi(x_i). \quad \text{For a given data, its corresponding principal components can be derived by projecting its mapped data onto the eigenvectors} \quad V. \quad \text{In practice, the dimensionality of the data can be reduced by only retaining the first} \quad L \quad \text{largest eigenvectors. However, in our case the input ARS features are already low dimensional (only 20). Thus, dimensionality reduction is not the major concern. Rather, the aim of applying KPCA here is to solve the linearly inseparable classification problem in the input space. As a result, we retain the largest 20 eigenvectors, and keep the dimensionality of the resulting mid-level feature to be the same as the ARS.}

For each direction of the ARSs, we generate one KPCA model (using the faces from the training set) to map all the data (both training and testing faces) to a mid-level feature space in order to obtain a more discriminative mapping. Specifically, since ARSs from 17 different directions are extracted from a 3D face (as described in Section 4), we generate 17 KPCA models to ensure that each KPCA model corresponds to an individual direction. Finally, all mid-level features are concatenated into a single feature vector to represent a face. The resulting feature vector is subsequently fed into an SVM to perform face recognition.

5.2. Support vector machine (SVM)

In recent years, SVM has been widely used due to its excellent classification and generalization capabilities [36,37,12]. Compared with other classification techniques, SVM can minimize the risk of
Fig. 6. The ARSs of two individuals extracted in four directions (each individual has four facial scans which are under different facial expressions). A clearer illustration is given in Fig. 7, which shows the similarity of the ARSs belonging to the same individual (Figure best seen in color).
overfitting caused by a small sample size and high-dimensional feature vectors. We first briefly discuss SVM for the case of binary classification. To find a hyper-plane to separate \( q \) labeled binary samples, \( \mathbf{x}_i \in \mathbb{R}^d, i = 1, \ldots, q \) and their labels \( y_i \in \{+1, -1\} \), SVM solves the following optimization problem:

\[
\min_{\mathbf{w}, b, \xi} \left\{ \frac{1}{2} \mathbf{w}^T \mathbf{w} + C \sum_{i=1}^{q} \xi_i \right\},
\]

\[
\text{s.t. } y_i (\mathbf{w}^T \phi(\mathbf{x}_i) + b) \geq 1 - \xi_i,
\]

where \( C > 0 \) is a penalty parameter, \( \mathbf{w} \) is the vector of regression coefficients, \( b \) is a constant and \( \xi_i \geq 0 \) are the slack variables. To facilitate the separation of data, the function \( \phi(\mathbf{x}) \) is also used to linearly or non-linearly map the input data to a high-dimensional feature space. In practice, \( \phi(\mathbf{x}) \) is also written by a kernel function as: \( k(\mathbf{x}_i, \mathbf{x}_j) = \phi(\mathbf{x}_i) \cdot \phi(\mathbf{x}_j) \). The RBF kernel is commonly used as it generally shows a reasonable performance [38], particularly when dealing with linearly inseparable data. However, in this work, the proposed ARS features are non-linearly mapped using KPCA. Therefore, the resulting mid-level features can be expected to become linearly separable. Consequently, the linear kernel is simply used in this work for classification (an experimental evaluation on the effect of the face recognition performance, under different kernels, is discussed in Section 6.2.2). A linear kernel is defined as:

\[
k(\mathbf{x}_i, \mathbf{x}_j) = \mathbf{x}_i^T \mathbf{x}_j.
\]

In addition, the linear kernel is selected because it does not require any parameter selection. It is well known that the performance of SVM is affected by the kernel parameters. These parameters are determined empirically by performing a “grid-search” over a range of values for a cross validation testing set. The whole process is computationally expensive and is avoided in our work by using a linear kernel based SVM classification.

The final goal of SVM is to maximize the distance between the support vectors and the hyper-plane: \( f(\mathbf{x}) = \mathbf{w} \cdot \mathbf{x} + b \). It is used to separate the data in two classes. For any testing data \( \mathbf{x} \), its normalized distance to the hyper-plane can be calculated as \( d(\mathbf{x}) = (\mathbf{w} \cdot \mathbf{x} + b) / ||\mathbf{w}|| \). Its class label is determined by the sign of \( d(\mathbf{x}) \) (+1 or −1), which can be viewed as a similarity score (positive polarity).

To extend SVM to solve the multi-class classification problem, two methods are commonly used, i.e. “one-vs-one” and “one-vs-all”. A comparison [38] of the two methods shows that they provide similar performance. However, considering the training effort required, the “one-vs-all” method is selected for its low computational cost. Assuming that there are \( q \) individuals in the training set, \( q \) corresponding SVMs need to be trained (one for each individual). Let \( \mathbf{x} \) be a testing face, and \( d_k(\mathbf{x}) (k=1,2,\ldots,q) \) be the calculated distance to the \( k \)th individual.

For face verification, given a threshold \( \eta \):

Accept if \( \eta - d_k(\mathbf{x}) \geq 0 \)

Reject if \( \eta - d_k(\mathbf{x}) < 0 \).

If the threshold \( \eta \) raises, the Verification Rate (VR) increases, but the False Acceptance Rate (FAR) also increases, and vice versa.

For face identification, the recognition label \( y(\mathbf{x}) \) can be computed as:

\[
y(\mathbf{x}) = \arg \max_{1 \leq k \leq q} d_k(\mathbf{x}).
\]

where the recognition label is assigned with the individual that yields the largest \( d_k(\mathbf{x}) \).

6. Experimental results

In this section, we present the performance of our proposed approach when tested on the FRGC v2.0 and the SHREC 2008.
datasets and analyze the following aspects: (1) we evaluate the performance of our proposed feature extraction approach, e.g. assessment of the sensitivity of the extracted features with respect to the parameters of the feature extraction algorithm (see details in Section 6.1); (2) we evaluate the two-stage classification module (Section 6.2); (3) we evaluate the robustness of our approach with respect to the nosetip detection errors, variations in expression deformations and environmental effects, e.g. scene background, illumination, and face location (Section 6.3); (4) we finally provide a comparison with the state-of-the-arts along with an analysis of the computational cost (Section 6.4).

FRGC v2.0 is one of the largest publicly available 2D and 3D human face dataset. Its validation partition includes 4007 (fall 2003 and spring 2004 sessions) nearly frontal 3D facial scans belonging to 466 individuals. 2410 facial scans out of 4007 are with a neutral expression. The other 1597 are with nonneutral expressions, including surprise, happy, puffy cheeks, and anger. The 3D face track of SHREC 2008 is comprised of 3D facial scans of 61 individuals (45 males and 16 females). For each individual, seven facial scans were taken under different acquisition viewpoints and various expressions. In particular, two frontal facial scans were acquired in neutral expression, another two neutral scans with slightly rotated postures (looking up or looking down), and the other three scans were acquired with nonneutral expressions (smile, laugh or a random expression). In brief, there are 244 neutral scans while the remaining 183 scans have different facial expressions.

6.1. Evaluation of the proposed feature extraction module

In this section, we assess the effect of the following aspects on the performance of our proposed feature extraction approach. First, we evaluate the recognition performance with different values of the RBF kernel parameter of KPCA. Second, we evaluate the effect of changing the number of the extracted ARSs on the recognition performance. Third, we evaluate the effect of the selected facial expression sensitive regions on the recognition performance.

6.1.1. Effect of the value of the kernel parameter

The first experiment assesses the performance of face recognition under different values of the RBF kernel parameter, \( \sigma \), of KPCA (see Eq. (2) in Section 5.1). This experiment was performed on the FRGC v2.0 dataset by randomly selecting a maximum of five scans per individual for training and all the remaining scans for testing. Note that, some individuals only have less than five facial scans. For these individuals, we randomly selected one scan for testing and all the remaining scans for training.

![Fig. 8. The average 0.1% FAR VRs and their corresponding 95% CIs versus different RBF kernel parameter of KPCA.](image)

We repeated the experiment 20 times based on the random division of the training/testing data. The KPCA has \( \sigma \) ranging from 0.5 to 20 with an increment of 0.5. The average VRs at 0.1% FAR and the 95% Confidence Intervals (CIs) are reported in Fig. 8. It can be observed that the recognition accuracy has noticeably increased when the value of \( \sigma \) is very low (from 0.5 to 1.5). Then, it levels off at the best performance with \( \sigma \) ranging from 4.5 to 10. Minor performance degradations are noticed if \( \sigma \) continues to increase beyond this range. Because the recognition accuracy is consistent over a wide range of \( \sigma \), the performance of the proposed system is not highly dependent on the kernel parameter selection. In the following experiments, we use a KPCA with a parameter \( \sigma \) of 6.5.

6.1.2. Effect of the number of ARSs

In this section, we analyze the recognition performance with respect to the number of ARSs. A large number of ARSs is not necessarily desirable as it may include redundant information, which will be time-consuming to analyze. On the other hand, a small number of ARSs will introduce losses in the facial representation which becomes less discriminative, thus affecting the accuracy of face recognition.

The experiment was performed using the same experimental setup as the one discussed in Section 6.1.1. We also repeated the experiment 20 times using the same division (random) of the training/testing sets. The average 0.1% FAR VRs and the corresponding 95% CIs are reported in Fig. 9. We can observe that initially, the average VR increases quickly when the number of ARSs is small (below 15). This is because more ARSs bring in more discriminating information. The figure shows that the VR levels out at its best performance when the number of ARSs is more than 17. This may be due to the reduction of the contribution of the redundant information caused by a large number of ARSs. Based on this experiment and the observations above, 17 ARSs are sufficient to simultaneously provide a high recognition accuracy together with a high computational efficiency. Any further increase in the number of ARSs will only lead to an increased computational cost with no contribution to the recognition performance.

6.1.3. Effect of the contribution of the different facial regions

In this section, a comparative experiment was conducted to demonstrate the face recognition performance using different facial regions, namely, semi-rigid (upper region), non-rigid (lower region) and all (upper+lower regions). The experimental setup was the same as the one described in Section 6.1.1. Note that, we also extracted 17 ARSs from the non-rigid region using the same method as for the semi-rigid region. We repeated the experiments 20 times and report the VRs at 0.1% FAR along with the corresponding 95% CIs in Fig. 10. Two observations can be made. First, the performance of using the semi-rigid region significantly
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outperforms the performance of the non-rigid region in terms of recognition accuracy (an average 0.1% FAR VR of 98.7% versus 91.3%). Second, face recognition using all regions yields a lower accuracy compared to the semi-rigid region, but a higher accuracy than the non-rigid region (an average 0.1% FAR VR of 93.0%). This shows that the non-rigid region highly affects and causes a degradation in the recognition performance.

6.2. Evaluation of the classification module

In this section, we evaluate the effect of the proposed two-stage classification strategy on the overall performance via two experiments. First, we evaluate the recognition performance under different numbers of training/testing samples. Second, we analyze the recognition performance using different kernels for both KPCA and SVM.

6.2.1. Different number of training scans

Since our proposed 3D face recognition approach is based on the machine learning techniques (KPCA and SVM), its performance depends on the diversity and the total number of samples in the training set. By using training faces with both neutral and non-neutral expressions, the learned model should be able to deal with the expression variation problem. As a result, increasing the number of training samples (randomly selecting faces mixed with neutral and nonneutral expressions) can result in an improved recognition performance. We therefore need to explore the effect on the recognition performance under different numbers of training and testing samples. This experiment was also conducted on the FRGC v2.0 dataset, in which the number of facial scans belonging to each individual varies from 1 to 22 (see details in Table 1). We divided the dataset as follows. We randomly included \( m \) (varying from 2 to 7) scans per individual in the training set and the remaining scans were included in the testing set. For those individuals whose facial scans are less than or equal to \( m \), we also randomly selected one scan for testing and all the remaining scans were used for training (following the same procedure in Section 6.1.1). We repeated the experiment 20 times using a random division of training and testing data with \( m \) varying from 2 to 7. The average VRs at 0.1% FAR and their corresponding 95% CIs are shown in Fig. 11.

It can be observed that the proposed approach achieves the lowest average VR for the training set with a maximum of two training scans per individual. By increasing the number of training scans, the recognition accuracy has improved. When a maximum of five scans per individual are used for training, there is a high probability of having a training set mixed with both neutral and nonneutral faces for each individual. Thus, the trained SVM model is able to respond well to different expressions of faces. The recognition accuracy (when a maximum of five scans per individual are used for training) is significantly improved compared to when a lower value of \( m \) is used (a VR of 98.7% at 0.1% FAR). Nevertheless, our approach still achieves a VR of 91.5% at 0.1% FAR for the first and the most challenging experiment (a maximum of two scans per individual for training), which clearly demonstrates the robustness of our proposed approach.

6.2.2. Effect of the choice of the kernels

In this section, we analyze the performance of face recognition under different kernels, for KPCA and SVM. The detailed cross comparison results are listed in Table 2. The kernels listed vertically correspond to the KPCA and those listed horizontally correspond to the SVM. We also report the results when using the conventional PCA and the raw ARS features without any mid-level feature extraction. For SVM, a comparison between three kernels (linear, polynomial and RBF) is presented. This comparative experiment was also performed on the FRGC v2.0 dataset following the experimental protocol described in Section 6.1.1. We repeated the experiment 20 times and report the average VRs at 0.1% FAR and their corresponding 95% CIs in Table 2.

Several observations can be made based on these experimental results. First, the RBF kernel outperforms other kernels in terms of recognition accuracy. Second, the results prove that the extraction of mid-level features can significantly improve the face recognition performance. The results also show that the input ARS features that are nonlinearly mapped by RBF kernel (KPCA) to a high-dimensional space, can solve the linearly inseparable classification problem in the input feature space. Third, the combinations of R-PCA+L-SVM and R-PCA+R-SVM achieve nearly the same recognition performance. However, taking into consideration the required effort of parameter selection for SVM, the R-PCA+L-SVM is a promising choice to achieve computational efficiency. Finally, based on our experimental results, the polynomial and sigmoid kernels have revealed not to be a suitable choice.

Table 1

<table>
<thead>
<tr>
<th>( n )</th>
<th>466</th>
<th>410</th>
<th>384</th>
<th>352</th>
<th>316</th>
<th>285</th>
<th>257</th>
<th>230</th>
<th>186</th>
<th>95</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 10. The average 0.1% FAR VRs and the 95% CIs versus different facial regions. Namely, non-rigid, semi-rigid and all regions (non-rigid+semi-rigid).

Fig. 11. The average 0.1% FAR VRs and their 95% CIs versus the number of facial scans per individual for training.
In this section, we assess the robustness of our proposed approach through three experiments. We first analyze the robustness of our approach to the errors of the nosetip detection. Second, we test the proposed approach under facial expression variations. Third, we report the robustness of the proposed approach under environmental variations (e.g., background variations and illumination conditions).

### 6.3. System robustness analysis

In this section, we perform experiments to assess the effect of facial expressions on the recognition performance. First, the 2410 neutral scans of 466 individuals from the FRGC v2.0 dataset and the 244 neutral scans of 61 individuals from the SHREC 2008 dataset were used to form the training sets. The remaining scans were used for the testing set. We obtained rank-1 IRs of 90.7% and 88.1% under the same cases, respectively. Fig. 14 illustrates the Receiver Operation Curves (ROCs) of the face verification experiments. When the proposed approach was tested on the FRGC v2.0 dataset, it achieved a VR of 95.3%. This clearly demonstrates the robustness of our proposed approach against the errors in detecting and locating the position of the nosetip.

#### 6.3.2. Effect of facial expressions

In this section, we perform experiments to assess the effect of expression variations on the recognition performance. First, the 2410 neutral scans of 466 individuals from the FRGC v2.0 dataset and the 244 neutral scans of 61 individuals from the SHREC 2008 dataset were used to form the training sets. The remaining scans were used for the testing set. We also repeated each of the five experiments 20 times and report the average VRs at 0.1% FAR and the corresponding 95% CI in Table 3 using the facial scans with the relocated nosetip on the first, second, third, fourth, and fifth rings (i.e., with an increasing level of difficulty). As expected, the errors in the detection of the nosetip do affect the recognition accuracy of our proposed approach. However, in the most challenging part of this experiment (the 5th ring), our proposed approach still achieves an average 0.1% FAR VR of 95.3%. This clearly demonstrates the robustness of our proposed approach against the errors in detecting and locating the position of the nosetip.

### Table 2

The average 0.1% FAR VRs and the 95% CIs using different kernels, i.e., linear (L), polynomial (P), sigmoid (S) and RBF (R), for both KPCA and SVM. The kernels listed vertically correspond to KPCA while the horizontal ones correspond to SVM. We also compare the face recognition performance of our approach with the conventional PCA and raw ARS features.

<table>
<thead>
<tr>
<th>Rings</th>
<th>Average VR at 0.1% FAR</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>ring-1</td>
<td>98.0%</td>
<td>(97.4%–98.7%)</td>
</tr>
<tr>
<td>ring-2</td>
<td>97.0%</td>
<td>(96.2%–97.8%)</td>
</tr>
<tr>
<td>ring-3</td>
<td>96.9%</td>
<td>(96.2%–97.5%)</td>
</tr>
<tr>
<td>ring-4</td>
<td>95.6%</td>
<td>(94.9%–96.4%)</td>
</tr>
<tr>
<td>ring-5</td>
<td>95.3%</td>
<td>(93.0%–97.7%)</td>
</tr>
</tbody>
</table>

We then randomly selected a maximum of five scans per individual (following the procedure in Section 6.1.1) to form a training set. The remaining scans were used for the testing set. We also repeated each of the five experiments 20 times and report the average VRs at 0.1% FAR and the corresponding 95% CI in Table 3 using the facial scans with the relocated nosetip on the first, second, third, fourth, and fifth rings (i.e., with an increasing level of difficulty). As expected, the errors in the detection of the nosetip do affect the recognition accuracy of our proposed approach. However, in the most challenging part of this experiment (the 5th ring), our proposed approach still achieves an average 0.1% FAR VR of 95.3%. This clearly demonstrates the robustness of our proposed approach against the errors in detecting and locating the position of the nosetip.

### Table 3

The average 0.1% FAR VRs and the 95% CIs produced by relocating the nosetip at a random point at each ring.

<table>
<thead>
<tr>
<th>Rings</th>
<th>Average VR at 0.1% FAR</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>ring-1</td>
<td>98.0%</td>
<td>(97.4%–98.7%)</td>
</tr>
<tr>
<td>ring-2</td>
<td>97.0%</td>
<td>(96.2%–97.8%)</td>
</tr>
<tr>
<td>ring-3</td>
<td>96.9%</td>
<td>(96.2%–97.5%)</td>
</tr>
<tr>
<td>ring-4</td>
<td>95.6%</td>
<td>(94.9%–96.4%)</td>
</tr>
<tr>
<td>ring-5</td>
<td>95.3%</td>
<td>(93.0%–97.7%)</td>
</tr>
</tbody>
</table>

We then randomly selected a maximum of five scans per individual (following the procedure in Section 6.1.1) to form a training set. The remaining scans were used for the testing set. We also repeated each of the five experiments 20 times and report the average VRs at 0.1% FAR and the corresponding 95% CI in Table 3 using the facial scans with the relocated nosetip on the first, second, third, fourth, and fifth rings (i.e., with an increasing level of difficulty). As expected, the errors in the detection of the nosetip do affect the recognition accuracy of our proposed approach. However, in the most challenging part of this experiment (the 5th ring), our proposed approach still achieves an average 0.1% FAR VR of 95.3%. This clearly demonstrates the robustness of our proposed approach against the errors in detecting and locating the position of the nosetip.
97.8% and 98.2% at 0.1% FAR for the “neutral vs. nonneutral” and “nonneutral vs. neutral” experiments, respectively. On the SHREC 2008 dataset, we obtained 0.1% FAR VRs of 88.5% and 83.2% under the same cases, respectively.

Furthermore, in order to evaluate the robustness of our proposed approach with respect to the large expression deformations, we conducted an experiment that was first proposed by Berretti et al. [15]. Large facial expressions are selected to correspond to the facial scans with an open mouth because it can significantly change the topology of the facial surface (see Fig. 15). We used all the neutral scans of the FRGC v2.0 dataset as the training set and the 816 facial scans with an open mouth as the testing set to perform face recognition.
recognition. The ROC and CMC curves are presented in Fig. 16. The testing set comprised of 816 selected facial scans with an open mouth from the FRGC v2.0 dataset. The resulting rank-1 IR and 0.1% FAR VR are 92.6% and 95.8% respectively.

6.3.3. Effect of environmental variations

This experiment is actually part of the standard FRGC v2.0 protocols (ROC III experiment) as described in [25]. The training set was generated using the facial scans taken during the fall of 2003, and the testing set contained facial scans taken during the spring of 2004. The intentional variations (e.g. the type of background, the location of the face, and the intentional lighting variations) as well as the time interval between both sets make the experiment challenging. We conducted the face verification experiment and the ROC curve is shown in Fig. 17. In the ROC III experiment, the proposed approach achieves a 0.1% FAR VR of 96.7%.

6.4. Performance comparison and timing analysis

In this section, we compare our proposed 3D face recognition approach with the state-of-the-arts along with a computational analysis of each step.

6.4.1. Comparison with the state-of-the-arts

For a fair comparison, we only focus on the approaches which were tested on the FRGC v2.0 and SHREC 2008 datasets. Table 4 provides a comparison of 0.1% FAR VRs with the state-of-the-arts in the cases of “neutral vs. nonneutral” and the ROC III experiments on the FRGC v2.0 dataset along with the “neutral vs. nonneutral” experiment on the SHREC 2008 dataset. The results of other approaches are directly reported from their publications. Also, for a fair comparison, in the case of 3D+2D multimodal approaches, we only consider the results of the 3D modality.

For the FRGC v2.0 standard protocol “neutral vs. nonneutral” and ROC III experiments, we obtained a 0.1% FAR VR of 97.8% and 96.7%, respectively. These results are comparable to, or even better than, the published results as shown in Table 4a. Note that, this comparison is only done with approaches which use “neutral vs. nonneutral” and ROC III experiments, while the aim of this paper is to propose a 3D face recognition system using both neutral and nonneutral faces of different individuals for training in order to address the expression variation problem. In this case (i.e. when we combine the neutral and nonneutral scans in our training set), our approach achieves a superior recognition performance compared to the case where we only use neutral scans for training (Section 6.2.1). For the “neutral vs. nonneutral” experiment of SHREC 2008, we obtained a 0.1% FAR VR of 88.5%, outperforming all the other approaches.

6.4.2. Computational performance

Most of the existing 3D face recognition approaches were based on the surface registration or complex feature matching techniques. Although some of them could perform face verification in near real-time, face identification still remains a challenge, particularly when the size of the gallery is large. In fact, each probe facial scan needs to be matched one-to-one with every facial scan in the gallery. Moreover, most of the existing approaches only reported the time cost of the testing phase, overlooking the time cost of training. However, the computational cost during the training phase is also an important concern for an efficient and practical 3D face recognition system especially in real-world
applications, where the gallery needs to be updated with new enrollments quite often.

We report the consumed time of each step of our proposed approach in the case of “neutral vs. nonneutral” experiment on the FRGC v2.0 dataset. In addition to the time cost for model training and testing, we also report the time cost for the face normalization and ARSs extraction. All the reported consumed time was obtained using a MATLAB and C++ implementation running on a PC with an INTEL Core 2 Quad CPU and 8 GB RAM, and the results are shown in Table 5. These results show that the face normalization and ARSs extraction are very fast (0.28 s and 0.034 s, respectively for each face). During the training phase, the first-stage mapping requires 16.8 s to convert the ARS features of 2410 facial scans to mid-level features. Then, in the second-stage mapping, the SVM takes 6.5 s to train the model using 2410 samples belonging to 466 individuals (classes). During the testing phase, the first-stage mapping requires only 0.67 s to process 1597 facial scans, and in the second-stage mapping SVM takes only 5.4 s to identify 1597 facial scans of 466 individuals. Therefore, our proposed approach only requires 0.67 s in total in the testing phase of the “neutral vs. nonneutral” face identification experiment. In order to make a further comparison, we analyze the computational efficiency of several state-of-the-arts in the following paragraph.

The approach proposed by Kakadiaris et al. [17] is relatively computationally efficient as well as accurate for the task of face recognition. It requires 15 s for data preprocessing and can perform 1000 one-to-one face matching per second. Therefore, such approach requires a total of 744.2 s to perform the same face identification experiment as adopted in this paper. Note that, we have not considered the time required to rank the obtained similarity scores. Mian et al. [9] proposed a rejection classification algorithm to improve the computational efficiency, but their technique involves the usage of the ICP algorithm for 3D face matching. The ICP algorithm is an iterative and computationally expensive process. Their approach requires 4 s for matching a single probe with a gallery of 466 faces. Their approach would therefore require 6388 s if evaluated on our face identification experiment. Another highly accurate system [7] also used the ICP algorithm to match multiple regions of the faces. The authors reported a time of 7.5 s for preprocessing and 2.3 s for the matching of a probe-gallery pair. Following our experimental settings, their approach would therefore require 1711664.6 s. This approach is very slow for face identification, especially, when the number of scans in the gallery is quite large (466 in our case). Recently, Wang et al. [11] proposed a local shape difference boosting based 3D face recognition approach. It requires 0.66 s for matching a probe with a gallery of 466 (FRGC v2.0 dataset). Their approach costs a total of 1054 s for the same face identification experiment as conducted in this paper. As an extension of their previous work [43], Ballihi et al. [16] proposed a 3D face recognition approach based on the differential geometrical facial curves. Their approach involves the AdaBoost algorithm to improve the efficiency. However, it still requires 0.68 s to compare one pair of faces. Therefore, such algorithm needs 506057.4 s to perform our face identification experiment (the time for similarity scores ranking is not considered), which is more than 80,000 times slower than our proposed approach.

7. Conclusions

In this work, we proposed a novel 3D face recognition approach based on local geometrical signatures called facial Angular Radial Signature to effectively approximate the semi-rigid region of a 3D face. We employed KPCA to map the raw ARS facial features to mid-level features to improve the discriminating power. Next, the resulting mid-level features were combined into one single feature vector and fed into an SVM to perform face recognition. We conducted comprehensive experiments on the FRGC v2.0 and SHREC 2008 datasets, and a superior recognition performance was achieved. Based on our experimental results, three conclusions can be drawn. First, using facial scans with different

<table>
<thead>
<tr>
<th>Step</th>
<th>Number of faces</th>
<th>Individuals</th>
<th>Time cost (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face normalization</td>
<td>1</td>
<td>1</td>
<td>0.28</td>
</tr>
<tr>
<td>ARSs extraction</td>
<td></td>
<td></td>
<td>0.034</td>
</tr>
<tr>
<td>Training</td>
<td>KPCA 2410</td>
<td>SVM 466</td>
<td>6.5</td>
</tr>
<tr>
<td>Testing</td>
<td>KPCA 1597</td>
<td>SVM</td>
<td>5.4</td>
</tr>
</tbody>
</table>

The mark “*” means that only the results of their 3D modality are shown from their 3D+2D multimodal approaches.

Table 4
Comparison with the state-of-the-arts. (a) 0.1% FAR VRs of the “neutral vs. nonneutral” and the ROC III experiments on the FRGC v2.0 dataset. (b) 0.1% FAR VRs of the “neutral vs. nonneutral” experiment on the SHREC 2008 dataset.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Neutral vs. nonneutral</th>
<th>ROC III</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mian et al. [14]</td>
<td>92.7%</td>
<td>n/a</td>
</tr>
<tr>
<td>Mian et al. [9]</td>
<td>97.0%</td>
<td>n/a</td>
</tr>
<tr>
<td>Al-Olsaimi et al. [19]</td>
<td>97.8%</td>
<td>94.1%</td>
</tr>
<tr>
<td>Xu et al. [24]</td>
<td>n/a</td>
<td>95.3%</td>
</tr>
<tr>
<td>Queirolo et al. [39]</td>
<td>n/a</td>
<td>96.6%</td>
</tr>
<tr>
<td>Faltermier et al. [7]</td>
<td>n/a</td>
<td>94.8%</td>
</tr>
<tr>
<td>Berretti et al. [15]</td>
<td>91.4%</td>
<td>n/a</td>
</tr>
<tr>
<td>Kakadiaris et al. [17]</td>
<td>n/a</td>
<td>97.0%</td>
</tr>
</tbody>
</table>

**This paper**

97.8% 96.7%

<table>
<thead>
<tr>
<th>Approach</th>
<th>Neutral vs. nonneutral</th>
<th>Neutral vs. nonneutral (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ter Haar et al. [40]</td>
<td>39.3</td>
<td></td>
</tr>
<tr>
<td>Nair et al. [41]</td>
<td>42.6</td>
<td></td>
</tr>
<tr>
<td>Amberg et al. [42]</td>
<td>74.9</td>
<td></td>
</tr>
<tr>
<td>Berretti et al. [15]</td>
<td>80.9</td>
<td></td>
</tr>
<tr>
<td><strong>This paper</strong></td>
<td>88.5</td>
<td></td>
</tr>
</tbody>
</table>

The mark “*” means that only the results of their 3D modality are shown from their 3D+2D multimodal approaches.
expressions for training, the proposed ARS based framework can accommodate expression variations when recognizing an input face. Second, the semi-rigid region of the face contains the most effective and discriminating information, and a more robust 3D face recognition can be achieved when dealing with expressions. Moreover, a nonlinear mapping of the features (that are close in the input space) to a high-dimensional space can resolve the linearly inseparable classification problem, and results in an improved discriminating power. We also provided a computational performance analysis that demonstrates the efficiency of our proposed approach. Because the one-to-one surface registration or complex feature matching between a probe face to every gallery face is not required, the proposed approach enables rapid face recognition and can be applied in practical systems.
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