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Abstract
This report explicates the communication overlapping capabilities of three distributed-memory machines, SGI/Cray T3E, IBM SP-2 with wide nodes, and the ETL EM-X. Bitonic sorting and Fast Fourier Transform are selected for experiments. Various message sizes are used to determine when, where, how much and why the overlapping takes place. Experimental results with up to 64 processors indicated that the communication performance of EM-X is insensitive to various message sizes while SP-2 is the most sensitive. T3E stayed in between. The EM-X gave the highest communication overlapping capability while T3E did the lowest. The experimental results are compared with the analytical results based on LogP and LogGP communication models.

1 Background, Experimental Settings and Results
Distributed-Memory Multiprocessors (DMMs) have been regarded as a viable architecture of scalable and economical design in building large parallel machines to meet the ever-increasing demand for high performance computing. The major problem which hinders the performance of distributed-memory machines is remote memory latency, DMMs distribute data in a way that there is no overlapping or copying of major data. Typical distributed-memory machines incur a lot of latency, ranging from a few to tens of microseconds for a single remote read operation. The gap between processor cycle and remote memory access time becomes wider, as the processor technology is advanced using rigorous instruction level parallelism.

Numerous approaches have been taken to study the communication issues of DMMs. Distributed-memory machines such as T3E [9], AP1000+, and SP-2 [1] provide some hardware support to overlap computation with communication in a way to take some of the burden from the main processor. Multithreaded machines EM-4 [8], EM-X [7] and Tera [5] aim at tolerating remote memory latency through split-phase read mechanism and context switch [6]. It is the purpose of this report to investigate the overlapping capabilities of DMMs. Specifically, we identify when, where, how much and why overlapping takes place.

Three DMMs are used in our experiments, including IBM SP-2 with wide nodes, SGI/Cray T3E, and the laboratory prototype EM-X. The multithreading capability of EM-X was turned off in this study by using only one thread. Instead, the remote by-passing mechanism has been used to be fair with the others. The multithreading capabilities of EM-X are described in [10]. The two benchmark problems, fine-grain bitonic sorting [3] and FFT, have been implemented on the three machines. The SP-2 and T3E versions are written in C with Message-Passing Interface (MPI). The EM-X version is written in C with a thread library, which can run only on the EM-4 and EM-X multithreaded machines. Details of the overlapping versions of bitonic sorting and FFT are described in [11].

The terms elements and integers are used interchangeably throughout this paper, as are segments and messages. The unit for sorting is integers while that for FFT is points. An integer is 4 bytes in EM-X and SP-2 and 8 bytes in T3E. A point consists of real and imaginary parts, each of which is 4 bytes in EM-X and SP-2 and 8 bytes in T3E. The following lists the parameters used in this study:

- $P$ = the number of processors, up to 64.
- $n$ = the total number of data elements, up to 8M (the maximum size which can be run on EM-X).
- $s$ = the number of segments per processor
- $m = nlsP = message size$

Absolute communication times are plotted in Figure 1. We find from the plots that SP2 is very sensitive to message size, favoring message sizes of 512 to 2K elements. On the other hand, EM-X is less sensitive to message size. T3E generally stays in between. In particular, the machine is very efficient for large-sized messages.

Bitonic sorting shows irregular and often higher communication time than FFT. It forms a valley in the performance curve for EM-X, so does FFT for SP2. On the other hand, the T3E communication times continuously decrease as the segment size increases. Recall that FFT has to send twice as many messages because each element has real and imaginary parts. Hence, the FFT communication times should be halved to make a fair comparison with sorting.

In general, increasing the number of processors increases the communication time for these machines when the data size for each processor is fixed. When the number of processors is increased to 64, SP2 and T3E give consistent behavior over the two problems. EM-X, on the other hand, showed there is little change in the communication time when the number of processors is increased to 64.

2 Comparison with Communication Models
The LogP [4] and LogGP models [2] are designed to capture the communication behaviors of distributed-memory machines. The LogP model defines four parameters, $L$ for latency, $o$ for overhead, $g$ for gap between messages, and $P$ for processors for short messages. The LogGP model captures the communication behavior of long messages by adding $G$, where $G$ is the gap between bytes of the same message. Using the five terms, $L, o, g, G, P$ and of the LogGP model, the communication time for a single long message with $k$ bytes on a single processor can be defined as $t_{comm} = 2o + L + (s-1)g + \sum_{i=1}^{s} (k_i - 1)G$.

Let $b$ be the number of bytes per word. Since the message sizes are the same for both benchmarks, we have $k_1 = k_2 = \ldots = k_s = mb$.

The above formulation for sending $s$ consecutive messages on a single processor will be

$$t_{comm} = 2o + L + (s-1)g + \sum_{i=1}^{s} (k_i - 1)G$$

where $b$ is set to 4 for EM-X and SP2 and 8 for T3E. To compare the analytical results with the experimental results shown in Figure 1, let us consider the case with bitonic sorting on SP-2 for $P=64$ and $n=1M$, where we have identified that the maximum communication time occurs when the segment (message) size $m$ is 4 words and the
number of messages (segments) is \( s = n/P*m = 1M/64*4 = 4096 \) segments. Using Eq. (1), we find the maximum communication time, \( t_{\text{max}} \), for \( s=4096 \), and \( m=4 \) as

\[
\begin{align*}
t_{\text{max}} &= 2\alpha + L + (4096 - 1)g + (4*4 - 1)G*4096 \\
&= 2\alpha + L + 4095g + 61440G \\
&= 2\alpha + L + 3g + 65532G \approx 2\alpha + L + 3g + 66G \\
&= 2\alpha + L + 3g + 66G \approx 72G \\
\end{align*}
\]

(2)

\( G \) is typically tens to hundreds of nano seconds whereas \( g \) is several tens of microseconds. Furthermore, \( \alpha, L \) and \( g \) are usually on the similar order. We assume \( G = 0.001g \) [2,4]. Thus, Eq. (2) reduces to

\[
\begin{align*}
t_{\text{max}} &= 2\alpha + L + 3g + 61g \approx 4159g \\
\end{align*}
\]

(3)

Note from Figure 1 that the minimum communication time for bivariate sorting with \( P=64 \) and \( n=1M \) occurred when the message size \( m \) is 4K words and the number of messages (segments) is \( s = n/P*m = 1M/64*4K = 4 \) segments. Using Eq. (1) and the above assumptions on \( g \) and \( G \), we approximate

\[
\begin{align*}
t_{\text{min}} &= 2\alpha + L + (4 - 1)g + (4*4096 - 1)G*4 \\
&= 2\alpha + L + 3g + 66G \\
&= 2\alpha + L + 3g + 66G \\
&\approx 72g \\
\end{align*}
\]

(4)

Taking the ratio of (3) to (4), we find \( t_{\text{max}}/t_{\text{min}} = 4159g/72g = 58 \). The ratio of \( t_{\text{max}}/t_{\text{min}} \) is determined essentially by the number of segments. Note from Table 1 that \( t_{\text{max}} = 8.335 \text{ sec} \) and \( t_{\text{min}} = 0.132 \text{ sec} \), as highlighted. The empirical ratio is thus 63. This analytical result closely matches the experimental result for sorting on SP-2.

For the FFT results with \( m = 4 \) and 1K, the empirical ratio is 4.370/0.084 = 52 (Table 2). Using the analytical model, we have \( t_{\text{max}}/t_{\text{min}} = 4159g/83g = 50 \) which is also close to the empirical result. From these results, we find that the analytical models can reasonably accurately predict the SP-2 communication times. The empirical results for EM-X and T3E, however, do not agree with the analytical results, as discussed below.

---

**Figure 1:** Communication times in seconds on 64 processors.
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### Table 1: Sample execution times (sec) for bitonic sorting with $P=64$, $n=1M$.

<table>
<thead>
<tr>
<th>$# \text{ of seg}$</th>
<th>$\text{seg size (m)}$</th>
<th>EM-X</th>
<th>SP-2</th>
<th>T3E</th>
</tr>
</thead>
<tbody>
<tr>
<td>4096</td>
<td>4</td>
<td>1.009</td>
<td>0.44</td>
<td>0.35</td>
</tr>
<tr>
<td>2048</td>
<td>8</td>
<td>0.387</td>
<td>0.69</td>
<td>0.29</td>
</tr>
<tr>
<td>1024</td>
<td>16</td>
<td>0.360</td>
<td>1.13</td>
<td>0.29</td>
</tr>
<tr>
<td>512</td>
<td>32</td>
<td>0.347</td>
<td>1.68</td>
<td>0.70</td>
</tr>
<tr>
<td>256</td>
<td>64</td>
<td>0.340</td>
<td>2.19</td>
<td>0.75</td>
</tr>
<tr>
<td>128</td>
<td>128</td>
<td>0.337</td>
<td>2.61</td>
<td>0.72</td>
</tr>
<tr>
<td>64</td>
<td>256</td>
<td>0.336</td>
<td>2.71</td>
<td>0.72</td>
</tr>
<tr>
<td>32</td>
<td>512</td>
<td>0.336</td>
<td>2.58</td>
<td>0.70</td>
</tr>
<tr>
<td>16</td>
<td>1K</td>
<td>0.338</td>
<td>1.47</td>
<td>0.70</td>
</tr>
<tr>
<td>8</td>
<td>2K</td>
<td>0.344</td>
<td>2.11</td>
<td>0.70</td>
</tr>
<tr>
<td>4</td>
<td>4K</td>
<td>0.352</td>
<td>1.76</td>
<td>0.69</td>
</tr>
<tr>
<td>2</td>
<td>8K</td>
<td>0.374</td>
<td>1.47</td>
<td>0.69</td>
</tr>
<tr>
<td>1</td>
<td>16K</td>
<td>0.415</td>
<td>2.82</td>
<td>0.69</td>
</tr>
</tbody>
</table>

### Table 2: Sample execution times (sec) for FFT with $P=64$, $n=1M$.

<table>
<thead>
<tr>
<th>$# \text{ of seg}$</th>
<th>$\text{seg size (m)}$</th>
<th>EM-X</th>
<th>SP-2</th>
<th>T3E</th>
</tr>
</thead>
<tbody>
<tr>
<td>4096</td>
<td>4</td>
<td>0.377</td>
<td>0.57</td>
<td>0.48</td>
</tr>
<tr>
<td>2048</td>
<td>8</td>
<td>0.508</td>
<td>0.79</td>
<td>0.59</td>
</tr>
<tr>
<td>1024</td>
<td>16</td>
<td>0.553</td>
<td>13.6</td>
<td>0.59</td>
</tr>
<tr>
<td>512</td>
<td>32</td>
<td>0.523</td>
<td>19.3</td>
<td>0.65</td>
</tr>
<tr>
<td>256</td>
<td>64</td>
<td>0.513</td>
<td>26.1</td>
<td>0.64</td>
</tr>
<tr>
<td>128</td>
<td>128</td>
<td>0.508</td>
<td>31.4</td>
<td>0.69</td>
</tr>
<tr>
<td>64</td>
<td>256</td>
<td>0.508</td>
<td>32.1</td>
<td>0.70</td>
</tr>
<tr>
<td>32</td>
<td>512</td>
<td>0.506</td>
<td>30.1</td>
<td>0.69</td>
</tr>
<tr>
<td>16</td>
<td>1K</td>
<td>0.504</td>
<td>26.4</td>
<td>0.70</td>
</tr>
<tr>
<td>8</td>
<td>2K</td>
<td>0.504</td>
<td>21.5</td>
<td>0.70</td>
</tr>
<tr>
<td>4</td>
<td>4K</td>
<td>0.503</td>
<td>16.3</td>
<td>0.71</td>
</tr>
<tr>
<td>2</td>
<td>8K</td>
<td>0.504</td>
<td>11.5</td>
<td>0.71</td>
</tr>
<tr>
<td>1</td>
<td>16K</td>
<td>0.513</td>
<td>12.6</td>
<td>0.70</td>
</tr>
</tbody>
</table>

In EM-X, for sorting with $P=64$ and $n=1M$, the maximum and minimum communication times for EM-X are 1.005 seconds and 0.124 seconds, resulting in the ratio of 8.1. For FFT, the ratio is
$0.377/0.047 = 8.1$. Unlike SP-2, we can see that the communication behavior of EM-X is highly stable since the ratios are essentially the same across the two different problems. However, these ratios do not match with the analytical ratio of $4222/134 = 32$. The T3E results are also different from the EM-X and SP-2 results. The empirical ratios are 64 and 75, respectively for sorting and FFT. However, the analytical ratios are 32 and 30. The T3E and EM-X results do not agree with the analytical results.

There are several reasons for the discrepancy. First, our assumptions on $L$, $o$, $g$ and $G$ were approximations. It is thus likely that these approximations are not accurate for EM-X and T3E. Indeed, EM-X is a fine-grain machine which communicates with fixed-sized packets. Therefore, the assumptions that $o$, $g$ and $L$ are on the similar order may not be accurate for EM-X.

Second, the parallel programming paradigms used in the machines are different. EM-X employs one-sided communication paradigm based on remote read and write while SP-2 and T3E used two-sided communication based on send and receive. The former does not require synchronization while the latter does [11]. Since the overhead associated with one-sided communication is substantially smaller because of no synchronization requirement, the ratios for EM-X were much smaller than those for SP-2 and T3E. The ratios for T3E were larger than the analytical ones and the largest among
the three machines. We found that these results are amplified due to the fact that the MPI implementation incurs very high overhead, almost 10 times the SHMEM one [12]. This high overhead offset the gain by the T3E’s high-performance network.

Third, the analytical models do not take into consideration the architectural features for communication-computation overlapping, such as communication co-processors, remote by-passing mechanisms, and in turn network contention. EM-X uses a remote by-passing mechanism which does not consume the processor cycles. This misprediction of the analytical models on communication behavior leads us to further investigate the overlapping capabilities embedded in these three machines.

### 3 Communication Efficiency

Figure 2 identifies the efficiency of overlapping for the three machines. Overlapping efficiency is defined as $T_{\text{comm,1}} - T_{\text{comm,s}} / T_{\text{comm,1}}$, where $T_{\text{comm,s}}$ is the communication time for $s$ segments.

The results indicate that EM-X gave the best communication overlapping capability while T3E did the worst. SP-2 remained in between. To further illustrate these results, we classified the communication times into overhead, barrier synchronization, and latency. Overhead refers to the time taken to execute instructions for message preparation. This overhead is fixed and cannot be overlapped with computation since the instructions must be executed to send out packets. Barrier synchronization is not part of the original programs but only used at the end of each iteration to synchronize processors and measure various timings. Latency is the main target for overlapping. Figure 3 shows the distribution of the communication times for $P=64$, $m=8M$.

The reason EM-X gave the best performance, despite the fact that the EM-X multithreading capability was turned off, is because of the remote by-passing mechanism coupled with fine-grain fixed-sized packet communication. While other machines use the main processor cycles for communication, EM-X does not. Figure 3 shows that the EM-X curves are essentially flat compared to others. The reason is EM-X treats messages the same in the low execution level, regardless of their sizes, except when the message is less than 32 words. When a message of $n$ words is sent (remote write), the message is broken into $n$ words. Each word is joined by the destination processor memory address to make an independent packet. Therefore, the difference between a few large messages and many small messages is the number of instructions in the source code level. This is precisely why the overhead curve for EM-X is flat while the overhead for T3E and SP2 forms a valley.

The minimum communication of SP-2 occurs when the message size is 512 to 2K elements. This is obvious because each processor has a 4KB communication buffer. Figure 3 further supports this observation as the sum of the three components are fairly equally weighted in that window. Outside the window, however, SP-2 shows poor communication performance. The reason for the poor performance when the message size is small is because the overhead now becomes the deciding factor. The machine needs to incur very large overhead to generate many small messages. For each small message, some instructions must be executed for message preparation. Overhead is a fixed cost and is not overlapped with computation. When the message size is very large, the overlapping efficiency in SP-2 also drastically reduced because of the small buffer. While there is certainly little overhead, this large-sized messages will occupy the communication channels longer to complete sending/receiving each message, resulting in clogging the bandwidth.

T3E gives essentially no overlapping regardless of the message size. Unlike the other machines, the overall communication time continues to drop even for the largest segment of 1 M words. When the message size is small, the overhead is the dominant factor as in
SP-2. However, for large messages, the latency as well as the overhead continues to drop. The main reason for this little overlapping is its high-throughput network with peak performance of 1.2GB/sec that allows processors to send even fairly large messages with little delay. The plots indicate that T3E gives the lowest latency for large messages among the three because of its high-performance network and large numbers of E-registers dedicated to hide remote memory latency. We believe that the high communication overhead coupled with low latency provides little room to optimize the overall communication time through overlapping.

When the two problems are cross-compared, we find that sorting shows relatively poor overlapping compared to FFT for all three machines. This is due to the ratio of computation to communication. The computation time in theory must be at least the same as or larger than the communication time to effectively mask off the communication time. As we have seen in Table 1, the computation-communication ratios for sorting are on the average 1.5 for EM-X, 0.5 for SP-2, and 0.5 for T3E. These small ratios clearly indicate that there was not enough computation to mask off the communication. However, when the ratios for FFT were increased to 15 (EM-X), 2 (SP-2), and 2 (T3E), the amount of overlapping has improved as the plots indicate. SP-2 has now reached nearly 70% while T3E finally shows a sign of improvement. This increase in overlapping is because the machines can now find the time to mask off some of the communication time.

4 Conclusions

Reducing communication times is key to obtaining high performance on distributed-memory machines (DMMs). This report has examined the communication overlapping capabilities of three

![Figure 2: Efficiency of overlapping for bitonic sorting and FFT on three distributed-memory machines.](image)
DMMs, SGI/Cray T3E, IBM SP-2 and ETL EM-X. Two benchmark problems, bitonic sorting and Fast Fourier Transform, have been selected for experiments. Both problems have been implemented in C with MPI on SP-2 and T3E and with a thread library on EM-X.

Experimental results have indicated that EM-X has shown almost insensitivity to message size because of the remote by-passing mechanism. SP-2 has shown high sensitivity to message size because of the communication buffer of size 4KB. The communication time for T3E has continuously dropped as the message size was increased, showing no size preference, due mainly to the high throughput network and a large number of external registers.

We have found that the empirical results generally do not agree with the analytical results obtained using the LogP and LogGP models. The reasons include (1) the parallel programming paradigm used in each machine, in particular two-sided versus one-sided communication, (2) the approximation of communication parameters, (3) the lack of incorporating the overlapping capabilities in the analytical models, and (4) the runtime dependent network contention.

Bitonic sorting has been found more difficult to reduce communication time than FFT. The communication times for FFT on SP-2 and EM-X have been reduced to 70% by overlapping. However, communication times for sorting have been reduced to 50% to 60%. The discrepancy is due to the large difference in the ratios of computation to communication. The FFT ratio is almost 10 times larger than the sorting ratio. The performance of T3E, however, has shown very limited, essentially none. This negligible performance has stemmed from the high overhead associated with the MPI implementation. A SHMEM implementation will improve the communication performance at the expense of portability.
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