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New methods of identifying the transition rule of a Belousov–Zhabotinskii (BZ) reaction directly from experimental data using cellular automata (CA) models are investigated. The experimental set-up and new techniques for image pre-processing to ensure the identification of representative models are discussed including noise reduction, pixel and color calibration. Two kinds of models, the Greenberg–Hasting model (GHM) and the polynomial CA model are studied in detail. It is shown that the results of identifying a real BZ reacting system are very encouraging and the predicted patterns compare well with the imaged patterns both visually and quantitatively.
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1. Introduction

The Belousov–Zhabotinskii (BZ) chemical reaction, named after Belousov who first discovered the reaction [Belousov, 1958] and Zhabotinskii who continued Belousov’s early work [Zhabotinskii, 1964], is a famous experiment in excitable media. Excitable media like the BZ reaction represent an important class of spatio-temporal system, and are spatially extended systems that support solitary waves that propagate unattenuated over a wide spatial domain. Examples of excitable media include nerve and muscle tissue in living organisms [Hodgkin, 1954; Luo, 1994], chemical reaction systems [Field, 1994], ecological processes [Mollison, 1977], and the aggregation of slime models [Durston, 1973]. Because of the simplicity of the models and the complexity of the generated pattern, excitable media have received increasing attention in the field of spatio-temporal systems because of the possibility of making straightforward analogies between real excitable media systems, partial differential equation models (PDE) (reaction–diffusion equations) and cellular automata (CA). However, only a few investigations have studied the inverse problem, that is how to extract mathematical models directly from real excitable media systems. Solving such problems would fill the gap in the identification of spatio-temporal systems and would open the possibility of controlling the output of such real systems.

In the present paper the identification of a model of a real BZ reaction using a CA model directly from sampled data will be studied. The focus of the paper will be on the practical aspects of imaging a real BZ reaction and the identification of dynamic models of this system because there are very few results on these type of problems in the literature. The study begins with the set-up of the BZ chemical experiment and the acquisition of the reaction patterns over time. Two methods of identifying the underlying rule based on the Greenberg–Hasting model (GHM) and a polynomial model
realization of CA are then introduced to describe the evolution characteristics of the BZ patterns.

The paper is organized as follows. The brief description of excitable media systems using a CA model is presented in Sec. 2. Section 3 provides an overview of the BZ chemical experiment set-up and the data acquisition system. Pre-processing, calibration and the identification and evaluation of the rules to describe the observed patterns are discussed in Sec. 4. Finally, conclusions are given in Sec. 5.

2. CA Models of Excitable Media

Cellular automata (CA) are a class of spatially and temporally discrete mathematical systems characterized by local interactions which can be used to model excitable media. Because of the simple mathematical constructs and distinguishing features, CA have been widely used to model aspects of advanced computation, evolutionary computation, and for simulating a wide variety of complex systems in the real world [Adamatzky, 2001; Andersson, 2002; Li, 2003; Chaudhuri, 1997].

A cellular automata is composed of three parts: a neighborhood, a local transition rule and a discrete lattice structure. The local transition rule updates all cells synchronously by assigning to each cell, at a given step, a value that depends only on the neighborhood.

Many CA models have been studied over the years for modeling excitable media, the most famous of which is the Greenberg–Hasting Model (GHM). The GHM, introduced by Greenberg and Hasting [Greenberg, 1978], was initially used to model neuron excitation and recovery in a network of neurons based on the excited-refractory-excitable definition, but currently, it has been expanded and used in modeling most kinds of excitable media, such as the Belousov–Zhabotinskii system. To assist in solving the inverse problem — that is to identify a model from observed data, this paper starts by investigating how the GHM can generate the patterns whose evolution characteristics are similar to those of the BZ reaction.

The GHM with an output pattern $\gamma_t$ is a very simple cellular automata that emulates excitable media. At each time $t$, $\gamma_t \in \{0, \ldots, N-1\}$ where $x \in \mathbb{Z}^d$. This means that for each $x \in \mathbb{Z}^d$, $\gamma_t(x)$ has one of $N$ possible values $0, \ldots, N-1$, which appear as different colors in computer simulations, so they are usually referred to as colors. Recalling the components of CA, each site of a two-dimensional grid of the GHM at time $t$ is assigned a state $\gamma_t(x, y)$, where $x$ and $y$ denote the location in the grid. The GHM evolution can be determined by three parts: a discrete lattice, a finite neighborhood $R$, and a transition rule. The commonly used lattice types for excitable media are illustrated in Fig. 1. In this paper only the square lattice will be considered. The neighborhood of a cell is the set of cells in both the spatial and temporal dimensions that are directly involved in the evolution of this cell. Typical neighborhood types of excitable media are shown in Fig. 2. The transition rule of a GHM can be determined by three parameters: the number $N$ of all available colors; the number $E$ of excited colors; and the threshold number $T$ of sites needed for excitation.

Denote the cell at position $(x, y)$ at time step $t$ as $c(x; y; t)$.

The state $c(x; y; t) \in \{0, \ldots, N-1\}$ is an integer value, where 0 represents an excitable state, $1, \ldots, E$ represent the excited states, and $E+1, \ldots, N-1$ represent the refractory states. Initializing each cell at time step 0, the GHM updates all cells synchronously by

$$c(x; y; t + 1) = \begin{cases} (c(x; y; t) + 1) \mod N & 1 \leq c(x; y; t) < N \\ 1 & c(x; y; t) = 0 \text{ and } \#(R_c(x; y; t)) \geq T \\ 0 & \text{else} \end{cases}$$

Fig. 1. Lattice types of CA for excitable media. (a) square lattice; (b) triangular lattice; (c) hexagonal lattice.
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Fig. 2. Neighborhood structure types of CA for excitable media. (a) von Neumann structure; (b) Moore structure; (c) Extended Moore structure ($r = 2$).

Fig. 3. Snapshots generated by five different GHM models for simulating excitable media.

where ($\#(R)$ denotes the number of excited sites in $R$, and $R$ denotes the neighborhood of $c(x; y; t)$).

Using this simple rule, different complex patterns with rings and spirals, some snapshots of which are illustrated in Fig. 3, can be generated when different initial values or parameters are used. More information about the lattice, neighborhood and rules can be found in [Zhao & Billings, 2005a].

The main aim of this paper is to identify a model to represent the evolution characteristics of a BZ system using Expression (1) by estimating $N$, $T$ and $E$ directly from the observed patterns of the reaction. Furthermore, an algorithm using a polynomial model to describe the BZ patterns has also been presented using recent research results for the identification of binary CA [Yang, 2003; Zhao & Billings, 2005b].

3. Experiment Design

3.1. Recipe

The chemical processor was prepared in a thin layer BZ reaction using a recipe adapted from Field and Winfree [Winfree, 1972]: “To 67 ml of water, add 2 ml of concentrated sulfuric acid and 5 gm of sodium bromate (total 70 ml). To 6 ml of this in a glass vessel, add 1 ml of malonic acid solution (1 g per 10 ml). Add 0.5 ml of sodium bromide solution (1 g in 10 ml) and wait for the bromine color to vanish. Add 1 ml of 25 mM phenanthroline ferrous sulfate and a drop of Triton X-100 surfactant solution (1 g in 1000 ml) to facilitate spreading. Mix well, pour into a covered 90 ml Petri dish illuminated from below.”

Once the reaction gets started gray rings and spirals can be seen propagating from localized regions on a red background. A snapshot of a typical pattern is shown in Fig. 4(c), where the wave fronts of the observed patterns appear to be quite similar to those of the simulated patterns using the GHM, especially the pattern shown in Fig. 3(e).

3.2. Data acquisition

The experimental apparatus of acquisition is illustrated in Fig. 4(a). To acquire the high quality images a digital camera, which was fixed by a bracket and connected to the computer directly using the USB socket as shown in Fig. 4(b), was used. Operating at full speed, the camera could record at roughly 25 fps (frames per second) with 640 × 480 resolution when using video mode and 1 fps when using single frame mode. Because of the higher image quality of the single frame capture compared with video (the edges of the patterns, which are quite important for identification of the
wave fronts, were always corrupted by high video compression), and the slow velocity of evolution of the BZ reaction, single frame mode was adapted in the present study.

To enhance the images of excitation dynamics and to prevent an inverted or reflected image of the camera in the dish, back lighting was used to illuminate the bottom of the reaction dish. The experiment should ideally be conducted in a darkened environment, because the interference of daylight can change the luminance of the acquired images, which can introduce problems in the following image processing. The images were stored on the computer from the camera using a USB 2.0 connection.

4. Data Processing and Identification of the Rule

The images were acquired with $640 \times 480$ pixel resolution where each pixel had a 24 bit color-scale value. Before identification the acquired raw data must be pre-processed to reduce noise and must then be mapped onto a lattice based on the three components of CA, which involves the calibration of the pixel size and the calibration of the number of colors.

4.1. Pre-processing

The purpose of this step is to reduce noise introduced by experimental devices and enhance the
imaging of the wave fronts, which contain a majority of the evolution characteristics of the excitable state, refractory state and excited state. A pixel with 24 bit color-scale value can be divided into three parts: the red, green and blue components. To determine which distribution efficiently characterizes the wave fronts, the pixels on a horizontal line were sampled, see Fig. 5(a). Figure 5(b) shows the spatial distribution of each of the component values, and it is clear in this case that only the blue component of pixel color can efficiently distinguish between the wave front and the background. Figure 5(c) shows the blue component with the 8 bit gray-scale value extracted from Fig. 5(a), and now most of the noise including the small bubbles on the bottom of the dish and the light spot in the right corner, have been effectively removed leaving the wave fronts highly enhanced.

4.2. Mapping to a lattice

A point in a natural scene could be described by a rectangle of size $2 \times 2$ in a digitized image, or it could also be described by a rectangle of size $3 \times 3$ if a larger magnification was used. For example, in a CA simulation of a pattern a $n_1 \times n_2$ lattice size could be used and if the patterns were captured by a camera the size of the images in the camera could be $m_1 \times m_2$. The main goal of this step is to set up the relationship between the size of the captured

Fig. 5. (a) A snapshot of the sampled image; (b) Values of the red, green and blue components along the raster shown in (a); (c) The blue component of the sampled image.
image (e.g. $m_1 \times m_2$) and the size of the CA lattice (e.g. $n_1 \times n_2$). The calibration of the pixel size can be represented by:

$$k_c = \frac{\text{lattice pattern width}}{\text{raw image width}}$$

where $0 < k_c \leq 1$. If $k_c$ is chosen too small, important information, such as some thin wave fronts, could disappear and the identification can then never determine a correct model. If $k_c$ is too big this may produce a large candidate neighborhood, which could lead to a failure in the identification because of insufficient sampled data (a larger neighborhood will require more data to reveal the full complexity).

With experience over several tests, $k_c = 0.60 \sim 0.98$ always seemed to produce a Moore neighborhood, which is an ideal neighborhood to generate a CA model in a real system without losing important wave fronts.

### 4.3. Color calibration

The GHM has a parameter $N$ which defines the total number of colors, a parameter $E$ which defines the number of excited colors and a parameter $R$ which defines the number of refractory colors, where $N = E + R$. The selection of $E$ can be determined by the thickness of the wave fronts and the selection of $R$ can be influenced by the speed of the wave and the distance between two waves. This is demonstrated in Fig. 6, where black denotes the excited color and red denotes the refractory color.

Figure 6 shows some predicted images using the algorithm introduced in this paper with different $E$ and $R$ values. As illustrated in Fig. 6(a), a small $E(E = 4)$ can produce a thin wave front, which often results in the front breaking up in the prediction images after several time steps. This seems to occur because during image pre-processing, small gaps are produced by the calibration in the wave front because of noise from external light sources or vibrations if a small $E$ is used. Here the word “gap” means the set of pixels which should be set as excited states but which are set as excitable states. The small gap, even one pixel, may diffuse so that in forward prediction steps the gap can become wider. The selection of such a small $E$ should therefore be avoided in our experiments. When a larger $E$ is chosen, illustrated in Figs. 6(b)–6(c), the breaking up of the front trends to become much less and the predicted images are much closer to the real data. If a larger $R$ is selected, the cell needs more time to update from the refractory state to the excitable states, which causes the distance between the two waves to become larger. This effect is shown in Fig. 6(d). Hence, the selection of $E$ and $R$ in this paper will be determined by the measurement of the thickness of the wave and the distance between two waves. After an appropriate value of $E$ and $R$ has been specified, the color calibration procedure can be summarized by the following steps. **Initialization**

Extract the blue component of the raw image, each cell of which has an 8 bit gray-scale value, and then map the image to a latticed pattern, which will be denoted by $W$.

#### 4.3.1. Horizontal calibration

Extract the pixels on each horizontal line or raster $W_y$ of $W$, where $y$ denotes the vertical position. An example of $W_y$ is illustrated by Fig. 7, which shows that each positive segment denotes a wave front and the remaining gaps represent the background. A threshold value $t_b$ was initially selected to distinguish between the wave front and the background. The

![Fig. 6. Predicted images using different $E$ and $R$ values.](image-url)
pixels with the value above $t_b$ can be averaged to $N$ colors. The cells with peak values were set as the excited state and other cells were set as the refractory state.

The peak values of each positive segment are different, for example $p_1 = 92$ and $p_2 = 131$ in Fig. 7. If a global calibration of color is used, it could happen that the cell with value $p_2$ would be set as the excited state and the cell with value $p_1$ would be set as the refractory state, which is unreasonable when considering the raw image, shown in Fig. 5(a). The difference in values between the two peaks may have been caused by a slight variation in the backlight or chemical density, but a visual inspection of Fig. 5(a) suggests that both these pixels should be in the excited state. Therefore, to remove the interference from the apparatus and the chemical material, a method using a local calibration of color will be used in this paper.

Consider the line $W_y$ and assume the peak value of the first positive segment is $p_1$ and the threshold value which distinguishes the wave fronts and the background is $t_b$. The value of the processed cell, denoted by $L_{x,y}$, can then be calculated by

$$L_{x,y} = \begin{cases} \frac{p_1 - v_{x,y}}{I_1} + 1 & \text{when } x_1 \leq x \leq x_2 \\ 0 & \text{else} \end{cases}$$  

(3)

where $x_1$ and $x_2$ denote the front and back horizontal positions of the first wave front segment and $v_{x,y}$ denotes the value at the position $(x, y)$ in $W_y$, and $I_1 = (p_1 - t_b)/N$ represents the calibration of color of the first positive segment. As a simple example, the raw image, shown in Fig. 8(a), will be used to illustrate this method. Inspection of the blue component of the bottom line in Figs. 8(a) and 8(b), clearly shows two wave fronts could be extracted if $t_b$ was set to be around 50. However, from Fig. 8(c), which illustrates the blue component of the top line in the raw image, two positive segments would be judged as one positive segment if $t_b = 50$. This would make some cells, which should be set as the excited state, to be set as the refractory state in the top and bottom parts of the wave front (see Fig. 9(a)). In Figs. 9(a)–9(d) black cells denote the excited states, gray cells denote the refractory states and white cells denote the excitable states. The main aim of $t_b$ is to separate the wave fronts and the background, hence the selection of $t_b$ depends on the luminance of the captured images. This is one of the reasons why the experiment should be conducted in a darkened environment, which should help to keep the luminance of images stable so that $t_b$ can be maintained throughout the evolution.

4.3.2. Vertical calibration
To enhance the results of the horizontal calibration, a vertical calibration was also implemented. The procedure is the same as the horizontal calibration except now the data are extracted vertically. The processed image after vertical calibration is shown in Fig. 9(b).

4.3.3. Synthesized patterns and edge purging
Synthesized patterns were produced by combining the results from the horizontal and vertical calibration using the Eq. (4), where $c_h(x; y; t)$ and $c_v(x; y; t)$ denote the considered cell values produced by the horizontal and vertical calibration respectively, and $c_s(x; y; t)$ denotes the considered cell value in the synthesized pattern.

$$c_s(x; y; t) = \begin{cases} 1 & \text{or } c_v(x; y; t) = 1 \\ \max(c_h(x; y; t), c_v(x; y; t)) & \text{else} \end{cases}$$  

(4)
Inspection of the synthesized pattern in Fig. 9(c) shows that the shape of the wave front is now clearly defined.

The bottom part of Fig. 9(c), which is shown more clearly in Fig. 10(a) shows that there are several cells below the excited cells which have refractory states following the diffusion direction of the wave front. This is unreasonable in excitable media because a cell in an excited or a refractory state will update to a refractory state or excitable state unconditionally, and therefore the wave front in Fig. 9(c) would not diffuse. To try and overcome this problem we developed a method to purge the redundant cells with refractory cells using the movement vector. The movement vector can be calculated using the techniques in [Adamatzky, 2004]. Figure 10(c) shows the movement vector of Fig. 10(a), and indicates that there are some cells at the bottom of the edge with remarkably different movement vectors, these are probably representative of the gradient between the wave front and the background. Therefore, the cells with refractory state with a direction opposite to the diffusion direction of the wave front were reset as excitable states. Figure 10(b) shows the pattern after edge purging, and Fig. 9(d) illustrates the final CA pattern after all the calibration and pre-processing.

4.4. Rule identification

4.4.1. Region selection

In most recent studies of excitable media the evolution of the pattern is assumed to be uniform so that each cell in the pattern has the same transition rule. This may not hold for a real system because there may be noise introduced by data acquisition which could make the rule change. This could occur due to aberration at the edges of the image due to
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Fig. 9. The results of color calibration. (a) The processed pattern by horizontal color calibration; (b) The processed pattern by vertical color calibration; (c) The synthesized pattern by (a) and (b); (d) The final patterns after color calibration.

lens distortion or from imprecise timing during sampling, etc. Hence, it is necessary to select an appropriate region of the image which has a uniform or nearly uniform rule. Ideally, the rule of each cell should be calculated before applying region growing, a popular method in machine vision, to distinguish each region according to different rules. This method starts by choosing an arbitrary seed pixel which is then compared with neighboring pixels according to similarity constraints. The region is then grown from the seed pixel if the neighborhood pixels are similar. However, the disadvantage is that the procedure could result in an incorrect subset region when noise is introduced because the growing would stop when the considered neighboring pixels are noise corrupted and so do not satisfy the similarity constraints. We therefore devised a similar but simpler method which involves dividing the image into $n_s$ squares, and then estimating the threshold number $T$ in the GHM of each part. To provide a visual representation of this procedure the raw image was overlapped by a background color where each color represents a different $T$.

The precision of this method depends on the value of $n_s$. The larger $n_s$ the more precise the region splitting, but with more susceptibility to noise. In this paper, $n_s$ was chosen as 64 for a raw image with $640 \times 480$ pixels. An example is shown in Fig. 11, where the white squares denote the background and the pink squares denote the area with the primary rule, and the areas with other colors may be corrupted by noise. Therefore, the framed region selected from the pink area was chosen as the sample region for the following analysis. There is little information in the literature on calibration and pre-processing but we have found that the methods we have introduced above are critical for good pattern analysis and identification.
Fig. 10. (a) The synthesized pattern without edge purging; (b) The synthesized pattern after edge purging; (c) The movement vector of pattern (a).

Fig. 11. An example of region selection.
4.4.2. Rule identification using the GHM

The evolution of a GHM is determined by four parameters: the neighborhood; the number $R$ of refractory colors; the number $E$ of excited colors; and the threshold number $T$ of sites for excitation. The size of the neighborhood can be influenced by the lattice calibration $k_c$. In this paper, the neighborhood was restricted to a Moore structure and $k_c$ was chosen as 0.95. As related parameters, $R$ and $E$ were specified as 25 and 6 respectively in the current experiment according to the discussion in Sec. 4.3. Therefore, $T$ is the only parameter that needs to be estimated in this step.

To demonstrate the algorithm, 30 successive frames with 1fps sample rate were captured and sampled to provide the data for the identification. Figures 12(a) and 12(b) show the first and 30th frame of the considered region of the raw images respectively, and Figs. 12(c) and 12(d) show the images after pre-processing, calibration and region selection. Consider a snapshot from the selected region at time step $t_i$ and denote this frame as $P(t_i)$. Denote the cell at position $(x, y)$ in $P(t_i)$ as $c(x; y; t_i)$, where $c(x; y; t_i) = 0$ represents an excitable state, $c(x; y; t_i) = 1, \ldots, E$ represent the excited states, and $c(x; y; t_i) = E + 1, \ldots, N - 1$ represent the refractory states. As shown in Eq. (1), the cell $c(x; y; t_i)$ in an excited state or refractory state will update to $c(x; y; t_i) + 1 \bmod N$ unconditionally. Hence, the problem of identification of a GHM can be transformed into finding the rule when the considered cell $c(x; y; t_i)$ in an excitable state will be updated to an excited state at the next step time. Exploiting this observation the dimension of frame $P(t_i)$ can be determined by thresholding and mapping this into a binary frame $P_b(t_i)$ following the rule:

$$c_b(x; y; t_i) = \begin{cases} 1 & 1 \leq c(x; y; t_i) \leq E \\ 0 & (E < c(x; y; t_i) < N) \\ 0 & c(x; y; t_i) = 0 \end{cases} (5)$$

where $c_b(x; y; t_i)$ is the cell at position $(x, y)$ in $P_b(t_i)$.

**Definition 1.** Consider a binary pattern generated by expression (5) and denote the cell at the position $(x; y)$ and at time step $t$ as $c_b(x; y; t)$ and express the neighborhood of $c_b(x; y; t)$ as $\mathcal{R}\{c_b(x; y; t)\}$. Assume the number of cells in $\mathcal{R}\{c_b(x; y; t)\}$ is $n_c$, for example, $n_c = 8$ when the neighborhood is a Moore structure [see Fig. 1(b)]. Define $s_{(i,j)} (i \in \{0, 1\}, j \in \{0, \ldots, n_c\})$ as a counter. $s_{(i,j)}$ increases by 1 if a case is found such that $c_b(x; y; t + 1) = i$ and the number of excited cells among the neighborhood at time step $t$ is $j$ when $c_b(x; y; t) = 0$.

A method for estimating $T$ can now be summarized as:

Using the specified neighborhood and $E$, a group of data $\{s_{(i,j)} : i \in \{0, 1\}, j \in \{0, \ldots, n_c\}\}$ can be collected, where the definition of $s_{(i,j)}$ is given in Definition 1. Scan $\{s_{(i,j)}\}$ and search for $T$, that satisfies

$$s_{(0,T - 1)} > s_{(1,T - 1)} \quad \text{and} \quad s_{(0,T)} < s_{(1,T)}. (6)$$

The collected $s_{(i,j)}$ from the 30 sampled patterns are shown in Table 1, which shows that Expression (6) is satisfied when $j = 3$, so $T$ should be chosen as 3. Finally, the identified GHM for this example can be represented by:

$$c(x; y; t + 1) = \begin{cases} (c(x; y; t) + 1) \bmod R & \text{if } 1 \leq c(x; y; t) < R \\ 1 & \text{else if } \#(\mathcal{R}\{c(x; y; t)\}) \geq E \quad \text{and} \quad c(x; y; t) = 0 \\ 0 & \text{else} \end{cases} (7)$$

4.4.3. Rule identification using a polynomial CA model

According to the recent research in the identification of cellular automata a polynomial model [Yang, 2003] of the form below, may be used to describe the BZ system

$$c(x; y; t) = \theta_0 + \theta_1 c(x - a_1; y - b_1; t - 1) + \cdots + \theta_m (c(x - a_1; x - b_1; t - 1) \times \cdots \times c(x - a_n; y - b_n; t - 1)) (8)$$

<table>
<thead>
<tr>
<th>$i = 0$</th>
<th>$j = 0$</th>
<th>$j = 1$</th>
<th>$j = 2$</th>
<th>$j = 3$</th>
<th>$j = 4$</th>
<th>$j = 5$</th>
<th>$j = 6$</th>
<th>$j = 7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0$</td>
<td>180359</td>
<td>4727</td>
<td>2687</td>
<td>2077</td>
<td>757</td>
<td>107</td>
<td>18</td>
<td>1</td>
</tr>
<tr>
<td>$1$</td>
<td>596</td>
<td>940</td>
<td>1521</td>
<td>2905</td>
<td>2239</td>
<td>342</td>
<td>57</td>
<td>19</td>
</tr>
</tbody>
</table>
where \( c(x - a_1; y - b_1; t - 1), \ldots, c(x - a_n; y - b_n; t - 1) \) denotes the neighborhood of the considered cell \( c(x; y; t) \), and \( \theta_i(i = 0, \ldots, m) \) represent the unknown parameters. Compared with previous studies of CA using polynomial models \( \theta_i \) in Eq. (8) can be real valued.

The neighborhood was chosen as the Moore structure, with \( R = 25 \) and \( E = 6 \). The identification procedure for the BZ reaction based on Eq. (8) can be summarized as:

1. Collect the input–output cases \( \{x_i; y_i\}, i \in \{1, \ldots, M\} \) using the neighborhood and \( E \), where \( M \) denotes the number of collected cases and \( n \) denotes the number of neighborhood cells.

\[
x_i = \{c(x - a_1; y - b_1; t - 1),
    c(x - a_2; y - b_2; t - 1), \ldots,
    c(x - a_n; y - b_n; t - 1)\} \\
y_i = c(x; y; t)
\]  

2. Apply the Orthogonal Least Squares (OLS) algorithm for CA, first proposed by Billings [1988] and recently modified by Mei [2003], to estimate the parameters of Eq. (8) using the collected data set \( \{x_i; y_i\} \).

3. Because the Moore structure has eight cells there will be \( 2^8 = 256 \) potential terms in Eq. (8). However, the Error Reduction Ratio (ERR), which is an inherent parameter of OLS can be used to describe the percentage contribution of each term to the updated cell. The candidate terms can then be ranked and the terms with the largest ERR can be included in the model and all other terms can be discarded. There is always a tradeoff between the model efficiency and the complexity of the model. In the current experiment, 30 terms produced a good model performance and predictions.

Following the procedure above the coefficients of all potential terms were estimated and 30 terms with the largest ERR were selected as the final terms, shown in Table 2.

4.4.4. Model evaluation

We have shown that under normal experimental conditions that it is indeed possible to identify the evolution of the BZ reaction with CA models. To evaluate the identified models visually and quantitatively, One Step Ahead (OSA) predictions were compared with the recorded data. The OSA prediction is defined as

\[
\hat{c}(x; y; t + 1) = f\{c(x; y; t)\}, R_{\hat{c}(x; y; t)} \\
\hat{c}(x; y; t + 2) = f\{\hat{c}(x; y; t + 1)\}, R_{\hat{c}(x; y; t+1)} \\
\vdots \\
\hat{c}(x; y; t + n) = f\{\hat{c}(x; y; t + n - 1)\}, R_{\hat{c}(x; y; t+n-1)}
\]  

where \( f\{\cdot\} \) represents the transition rule and \( n \) denotes the number of steps ahead in the prediction.

Figures 13(a)–13(c) visually show the 10, 50, 80 time step OSA predictions using Eq. (7), and Figs. 13(d)–13(f) show the 20, 60, 100 time step OSA predictions using the identified polynomial model. Both these clearly demonstrate the diffusion characteristics of the BZ patterns. To quantitatively assess the performance of the obtained CA rules we can compare the results of the predictions from the identified models to the actual BZ evolution at a certain time step. To achieve this a correlation coefficient, which takes into account the correct and false cell predictions for the excited state and refractory state, and the correct and false cell predictions for the excitable state will be used. The number of times that a cell with the excited state and refractory state is predicted correctly can be denoted by \( e \), while incorrect predictions will be denoted by \( \bar{e} \). The number of times that a cell with
excitable state is predicted correctly can be denoted by \( r \), with incorrect predictions denoted by \( \bar{r} \). The correlation coefficient, expressed by Eq. (11) below, provides a measure of how well the rule predicted what actually occurred [Mathews, 1975].

\[
C = \frac{er - \bar{e}\bar{r}}{[(e + \bar{e})(e + \bar{r}) (r + \bar{e})(r + \bar{r})]^{1/2}}
\]  

(11)

If the predicted behavior is always correct, then \( C = 1 \). If the predictions are always incorrect, then \( C = -1 \), and if the predictions are completely random, then \( C = 0 \). Comparing the predictions from the identified GHM and polynomial model to the actual growth of BZ patterns for 4-step ahead OSA predictions, the correlation coefficients are shown in Table 3. Table 3 shows the first 3-step ahead predictions from both models are acceptable with a steady decline in the accuracy of predictions. The decreasing trend of the correlation coefficient is due to accumulated prediction inaccuracies and/or noise on the nonlinear system.

The correlation coefficient of the fourth step prediction falls to near zero indicating that the prediction may be suspect. One possible explanation for this appearance is that some new wave fronts are stimulated at this time step in the actual reaction, which are difficult to predict without any knowledge of the source of stimulation. However, this should not result in the conclusion that the CA model identified in this paper is a quantitatively wrong model. Our previous research of excitable media [Zhao & Billings, 2005b] has clearly shown that the method proposed in this paper can identify the simulation of excitable media. The identification of real spatio-temporal systems in realistic environments where noise and measurement errors are unavoidable is always going to be a challenge. Although further research is needed, possibly involving a more control
Table 3. The correlation coefficients obtained through comparing the predictions from the identified GHM and polynomial model to the actual growth of BZ patterns for a 4-step predictions.

<table>
<thead>
<tr>
<th>Model</th>
<th>First Step</th>
<th>Second Step</th>
<th>Third Step</th>
<th>Fourth Step</th>
</tr>
</thead>
<tbody>
<tr>
<td>GHM</td>
<td>0.7232</td>
<td>0.5526</td>
<td>0.3542</td>
<td>0.1136</td>
</tr>
<tr>
<td>Polynomial Model</td>
<td>0.7228</td>
<td>0.5520</td>
<td>0.3511</td>
<td>0.1086</td>
</tr>
</tbody>
</table>

5. Conclusions

New methods of extracting mathematical models of CA directly from real imaged data from a BZ reaction have been presented. A procedure which maps the digital image to a latticed CA pattern has been proposed. New methods of synthesizing the horizontal and vertical calibration were introduced, together with edge purging procedure to remove the gradient between the wave fronts and the background. A new region selection approach was proposed, and procedures for the identification of two CA model types, the GHM and polynomial model, have been described. A comparison of the predictions with the actual patterns both visually and quantitatively shows that the results are very encouraging. The identified models can reproduce...
the patterns with similar dynamic features compared to the actual BZ reaction.

Identification of real reaction systems is often very difficult because of the many factors involved. Moreover, natural data will always be slightly corrupted by the imaging devices during data acquisition. The results in the paper represent preliminary results and many more experiments need to be conducted and all aspects of the data collection and modeling of this complex class of system require further study.
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