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Abstract

In this paper, we propose a new image clustering algorithm, referred to as Clustering using Local Discriminant Models and Global Integration (LDMGI). To deal with the data points sampled from a nonlinear manifold, for each data point, we construct a local clique comprising this data point and its neighboring data points. Inspired by the Fisher criterion, we use a local discriminant model for each local clique to evaluate the clustering performance of samples within the local clique. To obtain the clustering result, we further propose a unified objective function to globally integrate the local models of all the local cliques. With the unified objective function, spectral relaxation and spectral rotation are used to obtain the binary cluster indicator matrix for all the samples. We show that LDMGI shares a similar objective function with the Spectral Clustering (SC) algorithms, e.g., Normalized Cut (NCut). In contrast to NCut in which the Laplacian matrix is directly calculated based on a Gaussian function, a new Laplacian matrix is learnt in LDMGI by exploiting both manifold structure and local discriminant information. We also prove that K-means and Discriminative K-means (DisKmeans) are both special cases of LDMGI. Extensive experiments on six benchmark image datasets demonstrate the effectiveness of LDMGI. We observe in the experiments that LDMGI is more robust to algorithmic parameter, when compared with NCut. Thus LDMGI is more appealing for the real image clustering applications in which the ground truth is generally not available for tuning algorithmic parameters.
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I. INTRODUCTION

In the past decades, a large family of clustering methods were proposed to partition data points into clusters such that the data points within the same group are similar to each other, while the data points in different groups are dissimilar. Many clustering methods have been successfully used for image clustering to better organize, represent and browse images as well as to improve the performances of related applications, such as Content Based Image Retrieval (CBIR), image annotation, and image indexing [6].

Many works [4] [8] [11] [19] [44] have demonstrated that the performances of CBIR systems can be improved by adopting image clustering methods. For example, to improve the performance of CBIR, images are grouped into clusters in [12] by using the classical clustering algorithm K-means as a pre-processing technique. Clustering
algorithms were successfully applied in automatic image annotation systems [16] [20] [30] as well. In [16], the personal album images were first clustered and then a web-based annotation method was developed to obtain the conceptual labels for image clusters, followed by a graph-based semi-supervised learning method to propagate the conceptual labels to the whole photo album. In [17] and [32], the image clustering algorithms were utilized to extract a small subset of representative images for representing the diverse views of the landmarks. It has also been reported that image clustering is helpful for efficient indexing of high-dimensional images [40].

K-means has been frequently used for image clustering because of its simplicity. The traditional K-means clustering algorithm iteratively assigns each data point to the cluster with the closest centroid and updates the centroid of the samples in each cluster. However, the performance of K-means may drop significantly when the dimensionality of the image feature vector is high [5]. To address this problem, a straightforward way is to project the high-dimensional data into a low-dimensional subspace through subspace learning algorithms, e.g., Principal Components Analysis (PCA) and then perform K-means in the lower-dimensional subspace. In recent years, some researchers have shown that Linear Discriminant Analysis (LDA) [5] [36] [42] is a better choice than PCA for data clustering because discriminant information is utilized in LDA. Those researchers suggested simultaneously perform clustering and subspace learning by integrating K-means and LDA into a joint framework [5] [36] [42]. The initial works [5] [36] iteratively employed K-means to generate the cluster labels for LDA and exploited LDA to select the most discriminative subspace for K-means clustering. More recently, Ye et al. proposed a new discriminative K-means (DisKmeans) algorithm to simplify the iterative procedures as a trace maximization problem [42], which can be directly solved. It has been experimentally demonstrated that K-means with LDA outperforms traditional K-means and K-means with PCA for data clustering, because of the utilization of the discriminant information [5] [36] [42]. However, manifold information is not considered in K-means and DisKmeans. Consequently, K-means and DisKmeans can not effectively cluster the data points sampled from nonlinear manifolds.

Beside discriminant information, the manifold structure of data is another crucial property to be considered in data clustering. The well-known spectral clustering (SC) algorithm normalized cut (NCut) [29] and its extension k-way NCut [43] have achieved promising clustering performances in image segmentation and many other applications, in which the similarities among neighboring points are considered to construct a graph for data clustering. However, the Gaussian function is directly adopted to compute a Laplacian matrix in NCut for data clustering, which may be sensitive to the bandwidth parameter in many applications, as reported in [37]. Recently, Local Learning based Clustering (LLC) [38] was proposed to learn a Laplacian matrix for data clustering, which is based on the assumption that the cluster label of each data point can be well predicted by its neighboring data points with a kernel rigid regression function. LLC can be regarded as an SC algorithm [38] as well. While the manifold information is utilized in NCut and LLC, the discriminant information is not sufficiently exploited.

To utilize both manifold information and discriminant information, we propose a new clustering method, namely Clustering using Local Discriminant Models and Global Integration (LDMGI), for image clustering. Similarly to [28] [29] [38] [46], for each data point, we consider a local clique comprising this data point as well as its
neighboring data points. We construct a local discriminant model for each local clique and evaluate the clustering performance of samples in the clique with a variant of the Fisher criterion (referred to as the local discriminant score), which is defined as the ratio of the between-cluster scatter to the total scatter. A larger local discriminant score indicates that the samples in the local clique from different clusters are better separated. To globally integrate the local models, we further propose a unified objective function to maximize the sum of local discriminant scores from all the local cliques. We observe that LDMGI shares an objective function similar to other spectral clustering algorithms (e.g., NCut). Eigenvalue decomposition method is then used to obtain the relaxed continuous valued solution of the scaled cluster assignment matrix, which is further discretized to get the binary cluster assignment matrix for all the samples. When compared with NCut which directly calculates the Laplacian matrix with the Gaussian function, LDMGI learns a new Laplacian matrix by using both manifold structure and local discriminant information, making it more robust for data clustering.

We theoretically prove that K-means and DisKmeans are both special cases of LDMGI. When compared with K-means and DisKmeans, LDMGI can effectively deal with the data points sampled from a nonlinear manifold. It is worth mentioning that K-means clustering and the spectral clustering algorithms are traditionally regarded as two different types of clustering techniques. However, an interesting observation in this paper is that K-means, DisKmeans and the spectral clustering algorithms are connected via LDMGI. That is K-means and DisKmeans are special cases of LDMGI, while LDMGI is a spectral clustering algorithm. While the connection between K-means and NCut has been discovered in [7] in terms of a kernel view, this work presents another new perspective to understand and explain the relationships between K-means (or DisKmeans) and spectral clustering algorithms.

Extensive experiments on six benchmark image datasets (i.e., one object image dataset COIL-20, one digital number image dataset USPS, one human gait image dataset USF HumanID and three face image datasets UMIST, YALE-B and MSRA) demonstrate the effectiveness of LDMGI. When compared with NCut which is sensitive to the bandwidth parameter of the Gaussian function, LDMGI is robust to the algorithmic parameters. The ground truth is generally not available for tuning the parameters of clustering algorithms. Thus, LDMGI is more suitable for real clustering applications.

It is worthwhile to highlight the following aspects of this paper:

• We propose a new clustering algorithm LDMGI, which utilizes both manifold information and discriminant information for data clustering.

• We theoretically prove that K-means and DisKmeans are both special cases of LDMGI. We also show that LDMGI is a type of spectral clustering algorithm. Thus our work provides a new perspective for discovering and understanding the relationships between K-means (or DisKmeans) and other spectral clustering algorithms (e.g., NCut).

• Our work outperforms several existing data clustering methods on 12 publicly available image datasets. LDMGI is also more robust to the parameter, when compared with NCut.

The rest of this paper is organized as follows. In Section II, we introduce the details of the proposed LDMGI
algorithm. The connections between LDMGI and other existing clustering algorithms are discussed in Section III. Experimental results are reported in Section IV. Finally, we conclude this paper in Section V.

II. CLUSTERING USING LOCAL DISCRIMINANT MODELS AND GLOBAL INTEGRATION

A. Local Discriminant Models

Let us define $\mathcal{X} = \{x_1, x_2, ..., x_n\}$ as the image data set to be clustered, where $x_i \in \mathbb{R}^m (1 \leq i \leq n)$ is the $i$-th data point and $n$ is the total number of images. Clustering is to partition $\mathcal{X}$ into $c$ clusters $\{C_j\}_{j=1}^c$. Denote the cluster assignment matrix by $Y = [y_1, y_2, ..., y_n]^T \in \{0, 1\}^{n \times c}$, where $y_i \in \{0, 1\}^{c \times 1} (1 \leq i \leq n)$ is the cluster assignment vector for the image $x_i$. The $j$-th element of $y_i$ is 1 if $x_i \in C_j$, and 0 otherwise. We also denote $X = [x_1, x_2, ..., x_n]$ as the data matrix. For any $d$, we define $1_d \in \mathbb{R}^d$ as a column vector with all its elements equal to 1, $H_d = I - \frac{1}{d} 1_d 1_d^T \in \mathbb{R}^{d \times d}$ as a matrix for centering the data by subtracting the mean of the data. It follows that $H_d = H_d^T = H_d H_d$. Following [43], instead of directly solving the cluster assignment matrix $Y$, we first define the scaled cluster assignment matrix $G$ as follows:

$$G = [g_1, g_2, ..., g_n]^T = Y (Y^T Y)^{-1/2},$$  \hspace{1cm} (1)

in which $g_i$ is the scaled cluster assignment vector for image $x_i$. It is obvious that the $j$-th column of $G$ is given by:

$$G_j = \left[\frac{0, ..., 0, 1, ..., 1}{\sum_{i=1}^{n_j} n_i}, \frac{0, ..., 0}{\sum_{i=j+1}^{n} n_i}\right]^T / \sqrt{n_j},$$  \hspace{1cm} (2)

where $n_j$ is the number of samples in the $j$-th cluster $C_j$. Since $Y^T Y$ is a diagonal matrix, it is easy to verify that:

$$G^T G = (Y^T Y)^{-1/2} Y^T Y (Y^T Y)^{-1/2} = I.$$  \hspace{1cm} (3)

As shown in [9], the total scatter matrix $S_t$ and the between-cluster scatter matrix $S_b$ can be defined as:

$$S_t = \sum_{i=1}^{n} (x_i - \mu)(x_i - \mu)^T = \tilde{X} \tilde{X}^T,$$  \hspace{1cm} (4)

$$S_b = \sum_{i=1}^{c} n_i (\mu_i - \mu)(\mu_i - \mu)^T = \tilde{X} GG^T \tilde{X}^T,$$  \hspace{1cm} (5)

where $\mu_i$ is the mean of samples in the $i$-th cluster $C_i$, $\mu$ is the mean of all samples and $\tilde{X} = X H_n$ is the data matrix after subtracting the mean $\mu$. Intuitively, to better cluster the data, the distance between data from different clusters should be as large as possible while the distance between data from the same cluster should be as small as possible. Inspired by the Fisher criterion [9], the optimal scaled cluster assignment matrix $G^*$ can be obtained by maximizing the following objective function:

$$G^* = \arg \max_G \text{Tr}[(S_t + \lambda I)^{-1} S_b]$$

$$= \arg \max_G \text{Tr} \left((\tilde{X} \tilde{X}^T + \lambda I)^{-1} \tilde{X} GG^T \tilde{X}^T\right)$$

$$= \arg \max_G \text{Tr} \left(G^T \tilde{X}^T (\tilde{X} \tilde{X}^T + \lambda I)^{-1} \tilde{X} G\right),$$  \hspace{1cm} (6)
where the identity matrix $I$ is added to avoid the singular value problem and $\lambda > 0$ is a regularization parameter. Considering that $G^T G = I$, we can also minimize the following objective function to obtain $G^*$:

$$G^* = \arg \min_G Tr \left[ G^T G - G^T \tilde{X}^T (\tilde{X} \tilde{X}^T + \lambda I)^{-1} \tilde{X} G \right].$$

(7)

Note that both the total scatter matrix $S_t$ and the between-cluster scatter matrix $S_b$ in Eq. (6) are defined according to Euclidean distances among the data. Thus, it may be not easy to partition the data sampled from the nonlinear manifold into the correct clusters with such a criterion. Previous manifold learning algorithms [1] [28] [46] and clustering algorithms [29] [38] [47] have demonstrated that it is beneficial to exploit local geometric properties for recovering the intrinsic manifold structure of data. Considering local structure of a manifold to be approximately linear [28], for each data point $x_i$, we consider a local clique $\mathcal{N}_k(x_i)$ comprising $k$ data points including $x_i$ and its $k - 1$ nearest neighbors, and employ a local linear discriminant model to evaluate the clustering results for the data points in $\mathcal{N}_k(x_i)$. The overall clustering results can then be obtained by globally optimizing the local discriminant models of all the local cliques.

Let $F_i = \{i_0, i_1, i_2, \ldots, i_{k-1}\}$ be the index set of the samples in $\mathcal{N}_k(x_i)$, where we set $i_0 = i$. We define $X_i = [x_{i_0}, x_{i_1}, \ldots, x_{i_{k-1}}]$ as the local data matrix comprising all the data points in $\mathcal{N}_k(x_i)$. Given the scaled cluster assignment matrix $G$, we define $G_{(i)} = [g_{i_0}, g_{i_1}, \ldots, g_{i_{k-1}}]^T \in \mathbb{R}^{k \times c}$ as the local scaled cluster assignment matrix for the $i$-th clique, in which $g_{ij}$ is the scaled cluster assignment vector of $x_{ij} \in \mathcal{N}_k(x_i)$ ($j = 0, \ldots, k - 1$). More specifically, $G_{(i)}$ is selected from the scaled cluster assignment matrix $G$, namely:

$$G_{(i)} = S_t^T G,$$

(8)

where $S_t \in \mathbb{R}^{n \times k}$ is the selection matrix with its element $(S_t)_{pq} = 1$, if $p = F_i(q)$; $(S_t)_{pq} = 0$, otherwise. Let $m_p |_{p=1}^c$ be the number of samples in the local clique $\mathcal{N}_k(x_i)$ which are from the $p$-th cluster. Without loss of generality, we assume that the samples in the local clique are reorganized such that the samples from the same cluster are put together. The $j$-th column of $G_{(i)}$ can be written as:

$$G_{(i)}^j = \left[ \frac{0, \ldots, 0, 1, \ldots, 1, 0, \ldots, 0}{\sum_{p=1}^{j-1} m_p, m_j, \sum_{p=j+1}^c m_p} \right]^T / \sqrt{n_j}.$$

(9)

Thus we have:

$$G_{(i)} G_{(i)}^T = [G_{(i)}^1, G_{(i)}^2, \ldots, G_{(i)}^c] [G_{(i)}^1, G_{(i)}^2, \ldots, G_{(i)}^c]^T = \left[ \begin{array}{ccc} K_1 & 0 & 0 \\ 0 & \ddots & 0 \\ 0 & 0 & K_c \end{array} \right],$$

(10)

where $K_p \in \mathbb{R}^{m_p \times m_p}$ is a square matrix with all its elements equal to $1/n_p$ ($1 \leq p \leq c$). We define the local discriminant score for the $i$-th clique as follows:

$$\arg \max_{G_{(i)}} Tr \left[ G_{(i)}^T \tilde{X}_i^T (\tilde{X}_i \tilde{X}_i^T + \lambda I)^{-1} \tilde{X}_i G_{(i)} \right],$$

(11)

where $\tilde{X}_i = X_i H_k$. As shown in Eq. (10), $G_{(i)} G_{(i)}^T$ is a block diagonal matrix. Similar to Eq. (5), $\tilde{X}_i G_{(i)} G_{(i)}^T \tilde{X}_i^T$ still measures the inter-cluster separability of samples within the local clique, and a detailed justification is provided.
in the Appendix. Thus, a larger local discriminant score indicates that the samples in the local clique from different clusters are better separated. Considering the number of samples in each local clique to be small, we impose a regularization term \( Tr \left( G^T (i) H_k G(i) \right) \) to control the capacity of the local discriminant model. Similar to Eq. (7), we have the following objective function for the \( i \)-th local clique:

\[
\arg \min_{G(i)} Tr \left\{ G^T (i) H_k G(i) - G^T (i) \tilde{X}^T_i (\tilde{X}_i \tilde{X}_i + \lambda I)^{-1} \tilde{X}_i G(i) \right\}. \tag{12}
\]

In the following, we show that the objective function in Eq. (12) with the regularization term can be rewritten to Eq. (13) by using lemma-1 and Theorem-1, which can be more efficiently solved when compared with Eq. (11).

**Lemma 1:** For any matrix \( A \), we have \( A(A^T A + \lambda I)^{-1} = (AA^T + \lambda I)^{-1} A \).

**Proof:** It is obvious that \((AA^T + \lambda I)A = A(A^T A + \lambda I)\). Then, we have:

\[
A(A^T A + \lambda I)^{-1} = (AA^T + \lambda I)^{-1}(AA^T + \lambda I)A(A^T A + \lambda I)^{-1} = (AA^T + \lambda I)^{-1} A(A^T A + \lambda I)(A^T A + \lambda I)^{-1} = (AA^T + \lambda I)^{-1} A.
\]

**Theorem 1:** The optimization problem of Eq. (12) is equivalent to the following optimization problem:

\[
\arg \min_{G(i)} Tr \left\{ G^T (i) \left[ H_k (\tilde{X}_i \tilde{X}_i + \lambda I)^{-1} H_k \right] G(i) \right\}. \tag{13}
\]

**Proof:** According to lemma-1 and \( \tilde{X}_i H_k = \tilde{X}_i \), we have:

\[
G^T (i) [\tilde{X}_i^T (\tilde{X}_i \tilde{X}_i + \lambda I)^{-1} \tilde{X}_i] G(i) \\
= G^T (i) [H_k \tilde{X}_i^T (\tilde{X}_i \tilde{X}_i + \lambda I)^{-1} \tilde{X}_i H_k] G(i) \\
= G^T (i) [H_k (\tilde{X}_i^T \tilde{X}_i + \lambda I)^{-1} \tilde{X}_i^T \tilde{X}_i H_k] G(i) \\
= G^T (i) [H_k (\tilde{X}_i^T \tilde{X}_i + \lambda I)^{-1} (\tilde{X}_i^T \tilde{X}_i + \lambda I - \lambda I) H_k] G(i) \\
= G^T (i) [H_k - \lambda H_k (\tilde{X}_i^T \tilde{X}_i + \lambda I)^{-1} H_k] G(i).
\]

Therefore, the optimization problem of Eq. (12) is equivalent to the problem of Eq. (13).

Since \( k \) is the number of samples in each local clique, it is usually much smaller than the dimension of data points. \( \tilde{X}_i^T \tilde{X}_i \) is of size \( k \times k \), so it is much faster to calculate the inverse of \( \tilde{X}_i^T \tilde{X}_i + \lambda I \) in Eq. (13) in comparison to the inverse of \( \tilde{X}_i \tilde{X}_i^T + \lambda I \) in Eq. (12). Additionally, with Eq. (13), the proposed clustering algorithm LDMGI can be easily extended to its kernel version, which will be studied in the future. The objective function of Eq. (13) can be also rewritten as:

\[
\arg \min_{G(i)} Tr \left\{ G^T (i) L_i G(i) \right\}, \tag{14}
\]

where \( L_i = H_k (\tilde{X}_i^T \tilde{X}_i + \lambda I)^{-1} H_k \). \tag{15}
B. Global Integration

To obtain the optimal $G$, we expect that the data points are well separated in all the local cliques. Thus, we propose the following objective function to globally integrate the local discriminant models by summing Eq. (14) over all the local cliques, which can be formulated as:

$$\arg\min_{G} \sum_{i=1}^{n} \text{Tr} \left[ G^{T} L_{i} G_{(i)} \right].$$

(16)

Note that the local scaled cluster assignment matrix $G_{(i)}$ is selected from the scaled assignment matrix $G$, i.e., $G_{(i)} = S_{i}^{T} G$. Then, the objective function in Eq. (16) can be rewritten as:

$$\arg\min_{G} \sum_{i=1}^{n} \text{Tr} \left[ G^{T} S_{i} L_{i} S_{i}^{T} G \right] = \arg\min_{G} \text{Tr} \left[ G^{T} \left( \sum_{i=1}^{n} S_{i} L_{i} S_{i}^{T} \right) G \right].$$

(17)

Let us define:

$$L = \sum_{i=1}^{n} S_{i} L_{i} S_{i}^{T} = [S_{1}, S_{2}, ..., S_{n}] \begin{bmatrix} L_{1} & \cdots & \cdots & \cdots \\ & L_{2} & \cdots & \cdots \\ & & \ddots & \cdots \\ & & & L_{n} \end{bmatrix} [S_{1}, S_{2}, ..., S_{n}]^{T}. $$

(18)

The objective function of LDMGI becomes:

$$\arg\min_{G} \text{Tr} \left( G^{T} L G \right).$$

(19)

As shown in Eq. (1) and Eq. (3), we have two constraints for $G$, which are $G$ is a scaled cluster assignment matrix, i.e. $G = Y (Y^{T} Y)^{-1/2}$, and $G^{T} G = I$. Then the objective function of LDMGI can be written as:

$$\arg\min_{G} \text{Tr}(G^{T} L G) \quad \text{s.t.} \quad G^{T} G = I \quad \text{and} \quad G = Y (Y^{T} Y)^{-1/2}. $$

(20)

In the following Theorem-2, we prove that the matrix $L$ defined in Eq. (18) is a Laplacian matrix. Therefore, the objective function of LDMGI in Eq. (20) has a similar form to NCut [29]. Ncut directly adopts the Gaussian function to compute a Laplacian matrix for clustering, which is sensitive to the bandwidth parameter of the Gaussian function [37]. In contrast, we learn a new Laplacian matrix by employing discriminant information and manifold structure, which is more robust for data clustering.

**Lemma 2:** Given a positive semi-definite matrix $C$, $D C D^{T}$ is a positive semi-definite matrix for any matrix $D$.

**Proof:** $C$ is a positive semi-definite matrix, so we can write $C$ as $C = M^{T} M$. Then, we have $D C D^{T} = D M^{T} M D^{T} = (M D^{T})^{T} (M D^{T})$. Therefore, $D C D^{T}$ is a positive semi-definite matrix.

**Theorem 2:** The matrix $L$ defined in Eq. (18) is a Laplacian matrix.

**Proof:** $L_{i} = H_{k}(\tilde{X}_{i}^{T} \tilde{X}_{i} + \lambda I)^{-1} H_{k}$. It is obvious $(\tilde{X}_{i}^{T} \tilde{X}_{i} + \lambda I)^{-1}$ is a positive semi-definite matrix. According to lemma-2, $L_{i}$ is a positive semi-definite matrix. In addition, we have $H_{k} 1_{k} = (I - \frac{1}{k} 1_{k} 1_{k}^{T}) 1_{k} = 0$. Then, it can be shown that $L_{i} 1_{k} = 0$. Therefore, we conclude that $L_{i}$ is a Laplacian matrix.

Let us define $A = \begin{bmatrix} L_{1} & \cdots & \cdots & \cdots \\ & L_{2} & \cdots & \cdots \\ & & \ddots & \cdots \\ & & & L_{n} \end{bmatrix}$ and $S = [S_{1}, S_{2}, ..., S_{n}]$, then $L = S A S^{T}$. $L_{i}$ is a positive semi-definite matrix, so $q_{i}^{T} L_{i} q_{i} \geq 0, \forall q_{i} \in \mathbb{R}^{k}$. Let us denote $z = n k$. We have $q^{T} A q = \sum_{i} q_{i}^{T} L_{i} q_{i} \geq 0, \forall q = [q_{1}^{T}, q_{2}^{T}, ..., q_{n}^{T}]^{T} \in \mathbb{R}^{z}$. Thus, we conclude that $L_{i}$ is a Laplacian matrix.
\( \mathbb{R}^2 \). Thus, \( A \) is a positive semi-definite matrix. According to lemma-2, \( L = SAS^T \) is a positive semi-definite matrix. In addition, we have \( A1_z = 0 \) and \( S^T1_n = 1_z \). Then, \( L1_n = SAS^T1_n = SA1_z = 0 \). Thus, we can conclude that \( L \) is a Laplacian matrix.

C. Relaxation and Discretization

As shown in [29], the objective function in Eq. (20) is NP hard, because the scaled cluster assignment matrix \( G \) is constrained as \( G = Y(Y^TY)^{-1/2} \). Following [29], we first remove this constraint and relax \( G \) to the continuous-valued domain. That is, the objective function is simplified as \( \min_{G^T G = I} \text{Tr} \left( G^T L G \right) \). Then eigenvalue decomposition method can be used to solve the optimization problem:

\[
Lu_i = \lambda_i u_i, \tag{21}
\]

where \( \lambda_0 < \lambda_1 < \ldots < \lambda_n \) are the eigenvalues and \( u_i |_{i=1^n} \) are the corresponding eigenvectors. It is obvious that there is a trivial solution with \( \lambda_0 = 0 \) and \( u_0 = 1_n \). After removing this trivial solution, we have the optimal solution \( G^* \) of the objective function in Eq. (17):

\[
G^* = [u_1, u_2, \ldots, u_{c-1}, u_c]. \tag{22}
\]

To obtain the cluster assignment matrix \( Y \in \mathbb{B}^{n \times c} \), we then discretize \( G^* \) using spectral rotation [43]. For any orthogonal matrix (referred to as a rotation matrix) \( R \in \mathbb{R}^{c \times c} \), it is easy to show that \( \hat{G}^* = G^* R \) is the solution of the optimization problem \( \min_{G^T G = I} \text{Tr} \left( G^T L G \right) \) as well. Thus the global optimal solution \( G^* \) is not unique. We therefore compute the optimal binary valued cluster assignment matrix \( Y \) which is closest to \( G^* R \). Following [43], we define a mapping function for \( G^* \) as:

\[
Y^* = f^{-1}(G^*) = \text{Diag}(G^* G^*^T)^{-1/2} G^*, \tag{23}
\]

where \( \text{Diag}(G^* G^*^T) \) is the diagonal matrix with the same size and the same diagonal elements of \( G^* G^*^T \). In [43], it has been proven that \( f^{-1}(G^* R) = Y^* R \) and \( Y^* R \) is the optimal solution to the optimization problem in 20. Then, the optimal binary valued solution \( Y \) and the rotation matrix \( R \) can be simultaneously obtained by solving the following optimization problem:

\[
\arg \min_{Y \in \mathbb{B}^{n \times c}, R \in \mathbb{R}^{c \times c}} ||Y - Y^* R||^2
\quad \text{s.t.} \quad Y 1_c = 1_n, R^T R = I. \tag{24}
\]

We iteratively optimize \( Y \) and \( R \) until convergence. For more details, please refer to [43]. We summarize our proposed LDMGI algorithm in the following Procedure-1.

1) For each data point \( x_i \), construct its local clique \( \mathcal{N}_k(x_i), i = 1, \ldots, n \);
2) Compute \( L_i |_{i=1^n} \) according to Eq. (15);
3) Compute \( L \) using Eq. (18);
4) Solve the eigenvalue decomposition problem in Eq. (21) to obtain the optimal $G^* = [u_1, u_2, ..., u_c]$. The trivial solution $u_0 = 1_n$ corresponding to the eigenvalue $\lambda_0 = 0$ is removed;
5) Compute $Y^*$ according to Eq. (23) and solve the optimization problem shown in Eq. (24) using spectral rotation [43].

Procedure-1: The LDMGI Clustering Algorithm.

D. Complexity Analysis

In LDMGI, we first need to compute the matrix $L_i$ in Eq. (15), and the time complexity is $O(k^3)$. Then the total complexity to calculate $n$ matrices $L_i\|_{l=1}^n$ is $O(nk^3)$. Note that the elements of $S_i$ are binary values (i.e., 0 or 1), it is therefore unnecessary to conduct the “multiplication” operation to calculate $S_iL_iS_i^T$ in Eq. (18). Ignoring the complexity of “addition” operations in Eq. (18), the time complexity to calculate $L$ is still $O(nk^3)$, which is linear with respect to the number of samples $n$. The complexity of the eigenvalue decomposition for the matrix $L \in \mathbb{R}^{n \times n}$ is $O(n^3)$. Since the total number of samples $n$ is much larger than $k$ which specifies the number of nearest neighbors, the total complexity of LDMGI is $O(n^3)$.

III. CONNECTIONS WITH PREVIOUS CLUSTERING ALGORITHMS

The most well-known and widely-used clustering algorithms are K-means clustering and spectral clustering. In this section, we discuss the connections between our LDMGI and some representative clustering techniques of K-means and spectral clustering.

A. Connection with K-means

K-means is a simple and frequently used clustering algorithm. The K-means clustering algorithm partitions $n$ data points into $c$ clusters $\{C_j\}_{j=1}^c$ by minimizing the following objective function:

$$\arg \min_{C_j}_{j=1}^c \sum_{j=1}^c \sum_{x_i \in C_j} \|x_i - \mu_j\|^2,$$

where $\mu_j$ is the mean of samples in the $j$-th cluster $C_j$. The traditional K-means clustering algorithm uses an EM-like approach to iteratively assign each data point to the cluster with the closest centroid and update the centroid of the samples in each cluster. In [45], it is proven that the objective function of K-means can be rewritten as:

$$\arg \max_{G^T G = I} Tr(G^T \tilde{X}^T \tilde{X} G),$$

where $\tilde{X} = X H_n$ and $G$ is the scaled cluster assignment matrix. The connection between K-means and LDMGI is discovered as follows.

Proposition 1: K-means is a special case of the proposed LDMGI clustering algorithm, when $k = n$ and $\lambda \to \infty$. 
Proof: When \( k = n \), we have \( G_{(i)} = G \) and \( \bar{X}_i = \bar{X} \). First, we prove \( Tr(G^T H_n G) = c - 1 \):

\[
Tr(G^T H_n G) = Tr\left[ G^T (I - \frac{1}{n} 1_n 1_n^T) G \right] = Tr(G^T G) - \frac{1}{n} Tr(1_n^T GG^T 1_n) = c - \frac{1}{n} Tr\left[ 1_n^T Y(Y^T Y)^{-1} Y^T 1_n \right] = c - \frac{1}{n} Tr\left\{ \begin{bmatrix} n_1, \ldots, n_c \end{bmatrix} \begin{bmatrix} \frac{1}{n_1} & \ldots & \frac{1}{n_c} \\ \ldots & \ldots & \ldots \end{bmatrix} \begin{bmatrix} \frac{1}{n_1} \\ \ldots \\ \frac{1}{n_c} \end{bmatrix} \right\} = c - 1.
\]

Therefore, the objective function in Eq. (12) is equivalent to the objective function in Eq. (11), when \( k = n \).

When \( \lambda \to \infty \), the objective function in Eq. (11) can be rewritten as:

\[
\arg\max_{G^T G = I} \sum_{i=1}^n Tr\left[ G^T \bar{X}_i \bar{X}_i^T (\bar{X} \bar{X}^T + \lambda I)^{-1} \bar{X}_i G \right] = \arg\max_{G^T G = I} Tr(G^T \bar{X} \bar{X}^T G).
\]

Thus, K-means is a special case of LDMGI, when \( k = n \) and \( \lambda \to \infty \).

B. Connection with discriminative K-means (DisKmeans)

Recently, some researchers suggested to simultaneously perform K-means clustering and LDA by optimizing the following objective function [5] [36] [42]:

\[
\arg\max_{W,G} Tr\left[ (W^T (S_t + \gamma I) W)^{-1} W^T S_b W \right] = \arg\max_{W,G} Tr\left[ (W^T (\bar{X} \bar{X}^T + \gamma I) W)^{-1} W^T \bar{X} G G^T \bar{X}^T W \right],
\]

where \( W \) is the projection matrix, and \( G \) is the scaled cluster assignment matrix. The initial works [5] [36] iteratively optimize \( G \) and \( W \) by employing K-means to generate the cluster labels for LDA and using LDA to select the most discriminative subspace for K-means clustering. In [42], Ye et al. have proven that the objective function shown in Eq. (27) can be simplified to the following trace maximization problem:

\[
\arg\max_{G^T G = I} \frac{1}{\gamma} Tr\left\{ G^T \left[ I - (I + \frac{1}{\gamma} \bar{X} \bar{X}^T)^{-1} \right] G \right\}.
\]

Instead of using the iterative procedure, Ye et al. proposed the DisKmeans clustering algorithm in which only \( G \) needs to be solved [5]. The connection between DisKmeans and LDMGI is as follows.

Proposition 2: DisKmeans [42] is a special case of LDMGI, when \( k = n \).

Proof: Again, when \( k = n \), we have \( G_{(i)} = G \) and \( \bar{X}_i = \bar{X} \). As shown in the proof of Proposition-1, we
have $\text{Tr}(G^T H_n G) = c - 1$. Therefore, when $k = n - 1$, the objective function of LDMGI can be rewritten as:

\[
\arg \max_{G^TG = I} \text{Tr} \left[ G^T \tilde{X}^T (\tilde{X} \tilde{X}^T + \lambda I)^{-1} \tilde{X} G \right] = \arg \max_{G^TG = I} \text{Tr} \left[ G^T \tilde{X}^T (I + \frac{1}{\gamma} \tilde{X} \tilde{X}^T)^{-1} \tilde{X} G \right]
\]

\[
= \arg \max_{G^TG = I} \text{Tr} \left\{ G^T \left[ \left( I + \frac{1}{\gamma} \tilde{X} \tilde{X}^T \right)^{-1} \tilde{X}^T \tilde{X} \right] G \right\}
\]

\[
= \arg \max_{G^TG = I} \text{Tr} \left\{ G^T \left[ \gamma \left( I + \frac{1}{\gamma} \tilde{X} \tilde{X}^T \right)^{-1} \left( \frac{1}{\gamma} \tilde{X}^T \tilde{X} + I - I \right) \right] G \right\}
\]

\[
= \arg \max_{G^TG = I} \text{Tr} \left\{ G^T \left[ I - (I + \frac{1}{\gamma} \tilde{X}^T \tilde{X})^{-1} \right] G \right\}. \quad (29)
\]

In the first step, we set $\lambda = \gamma$, and lemma-1 is used in the second step. Therefore, DisKmeans [42] is a special case of LDMGI.

Both DisKmeans and LDMGI make use of discriminant information for clustering. However, manifold information is not utilized in DisKmeans. Thus, DisKmeans cannot effectively cope with data points sampled from a nonlinear manifold. In contrast, LDMGI employs both discriminant information and manifold structure, and it is more robust for data clustering.

C. Connection with spectral clustering

In recent years, several spectral clustering algorithms have been proposed [23] [29] [38]. These algorithms can be generally formulated as the following optimization problem:

\[
\arg \min_{G^TG = I} \text{Tr}(G^T \hat{L} G), \quad (30)
\]

where $\hat{L}$ is a Laplacian matrix. Different spectral clustering algorithms use different Laplacian matrices and the Laplacian matrix plays a key role in spectral clustering.

In the well-known NCut [29] and its extension k-way NCut [43], the Laplacian matrix is defined as:

\[
\hat{L} = I - \frac{1}{2} AD^{-1/2} A D^{-1/2}, \quad (31)
\]

where $D$ is a diagonal matrix with its diagonal elements defined as $D_{ii} = \sum_{j=1}^{n} A_{ij}$ for $i = 1, ..., n$ and the graph affinity matrix $A$ is computed by using Gaussian function:

\[
A_{ij} = \begin{cases} 
\exp \left( -\frac{\| x_i - x_j \|^2}{\sigma^2} \right) & \text{for } i \text{ and } j \text{ are } k\text{-nearest neighbors;} \\
0 & \text{otherwise},
\end{cases} \quad (32)
\]

where $\sigma$ is the bandwidth parameter.

More recently, Wu and Schölkopf proposed a local learning approach for data clustering (referred to as LLC here) [38]. Denote $\mathcal{N}_i = \{x_{i_1}, x_{i_2}, ..., x_{i_k}\}$ as the $k$-nearest neighbor set of $x_i$ excluding $x_i$ and $G = [g^1, g^2, ..., g^c] \in \mathbb{R}^{n \times c}$ as the scaled cluster assignment matrix, in which $g^l = [g_{i_1}^l, ..., g_{i_n}^l]^T \in \mathbb{R}^{n}$ ($1 \leq l \leq c$) is the $l$-th column of $G$. LLC is based on the assumption that the cluster label $g_{i}^l$ of each data point $x_i$ ($1 \leq i \leq n$) can be well predicted by a local model $\tilde{o}^l(x_i) = \sum_{x_j \in \mathcal{N}_i} \beta_{ij}^l K(x_i, x_j)$, where $K$ is a kernel matrix, $\beta_{ij}^l$ are the linear combination coefficients.
LLC adopted a two-step approach to learn a Laplacian matrix for data clustering. In the first step of LLC, a local model is trained for each data point \( x_i \) using the following kernel ridge regression function:

\[
\arg\min_{\beta_l^i \in \mathbb{R}^k} \eta (\beta_l^i)^T K_i \beta_l^i + \| K_i \beta_l^i - g_l(i) \|_2^2,
\]

where \( \eta > 0 \) is a regularization parameter, \( \beta_l^i = [\beta_{li1}, \ldots, \beta_{lik}]^T \), \( g_l(i) = [g_{li1}, \ldots, g_{lik}]^T \), and \( K_i \in \mathbb{R}^{k \times k} \) denotes the sub-kernel matrix, i.e. \( K_i = [K(x_u, x_v)] \) for \( x_u, x_v \in N_i \). In the second step, each locally trained model is used to predict the cluster labels of one data point only. Then the clustering results can be obtained by minimizing the sum of prediction errors of all the local models:

\[
\sum_{\ell=1}^{c} \sum_{i=1}^{n} (g_{li} - o_l(x_i))^2.
\]

Let us define \( \alpha_l^i = k_l^T (K_i + \eta I)^{-1} \) where \( k_l = [K(x_i, x_{i1}), \ldots, K(x_i, x_{ik})]^T \) and \( A = [a_{ij}] \in \mathbb{R}^{N \times N} \) which is constructed as follows: \( \forall x_i, x_j, \) if \( x_j \in N_i \), then \( a_{ij} \) is equal to the corresponding element of \( \alpha_l^i \); otherwise, \( a_{ij} \) equals zero. It has been proven in [38] that the optimization problem shown in Eq. (34) is equivalent to the following optimization function:

\[
\arg\min_{G^T G = I} \quad \text{Tr}(G^T L_l G),
\]

where \( L_l \) is a Laplacian matrix which is defined as \( L_l = (I - A)^T (I - A) \). With Eq. (35), it is obvious that LLC has a form similar to Eq. (30), thus it is a spectral clustering method [38]. Considering that the matrix \( L \) defined in Eq. (18) is also a Laplacian matrix (See Theorem 2), we have the following proposition.

**Proposition 3:** LDMGI is a spectral clustering algorithm, which learns a Laplacian matrix for data clustering by explicitly employing discriminant information and manifold structure.

**Discussions:** NCut, LLC and our LDMGI are all spectral clustering algorithms. They are different because they use different Laplacian matrices for data clustering. Compared with NCut, LDMGI learns a Laplacian matrix for data clustering while NCut directly adopts a Gaussian function to compute the Laplacian matrix for data clustering. As reported in [37], a major disadvantage of using a Gaussian function to compute a Laplacian matrix is that it is sensitive to the bandwidth parameter \( \sigma \). In addition, the discriminant information is not utilized in NCut. On the other hand, LDMGI learns a Laplacian matrix for clustering by using discriminant information and manifold structure, making it more effective and robust for image clustering.

While a Laplacian matrix is also learnt in [38], LLC adopted a two-step approach without having a unified objective function. In contrast, LDMGI has a unified objective function (i.e., Eq. (17)), and the optimization problem can be solved within a single step. Moreover, LDMGI explicitly utilizes the discriminant information by using a variant Fisher criterion, and our experiment demonstrates that LDMGI outperforms LLC for image clustering.

Traditionally, K-means clustering and spectral clustering are regarded as different families of clustering algorithms. While the connection between K-means and NCut has been discussed in [7] in terms of a kernel view, this work presents another new perspective to understand and explain the relationships between K-means (or DisKmeans) and
TABLE I
DATABASES DESCRIPTION.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Sample size</th>
<th>Feature dimension</th>
<th>Number of classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>COIL-20</td>
<td>1440</td>
<td>1024</td>
<td>20</td>
</tr>
<tr>
<td>USPS</td>
<td>9298</td>
<td>256</td>
<td>10</td>
</tr>
<tr>
<td>MNIST-T</td>
<td>5000</td>
<td>784</td>
<td>10</td>
</tr>
<tr>
<td>MNIST-S</td>
<td>6996</td>
<td>784</td>
<td>10</td>
</tr>
<tr>
<td>USF HumanID</td>
<td>2190</td>
<td>704</td>
<td>122</td>
</tr>
<tr>
<td>UMIST</td>
<td>575</td>
<td>644</td>
<td>20</td>
</tr>
<tr>
<td>YALE-B</td>
<td>2414</td>
<td>1024</td>
<td>38</td>
</tr>
<tr>
<td>MSRA</td>
<td>1031</td>
<td>1024</td>
<td>12</td>
</tr>
<tr>
<td>JAFFE</td>
<td>213</td>
<td>676</td>
<td>10</td>
</tr>
<tr>
<td>Pointing04</td>
<td>2790</td>
<td>1120</td>
<td>15</td>
</tr>
<tr>
<td>MPEG7</td>
<td>600</td>
<td>200</td>
<td>30</td>
</tr>
<tr>
<td>HumanEva</td>
<td>5000</td>
<td>48</td>
<td>5</td>
</tr>
</tbody>
</table>

spectral clustering algorithms via LDMGI. That is, K-means and DisKmeans are both special cases of LDMGI, and LDMGI is a type of spectral clustering algorithm as well.

IV. EXPERIMENTS

We compare the proposed LDMGI with K-means, DisKmeans [42] and two spectral clustering algorithms NCut [29] and LLC [38]. For LDMGI, NCut and LLC, spectral rotation [43] is used to obtain the clustering results. For LLC, both a Gaussian kernel (denoted as LLC-G) and a linear kernel (denoted as LLC-L) are used as the kernel function $K(x_i, x_j)$ in Eq. (33).

A. Image Dataset

In our experiments, over 30,000 samples from 12 benchmark databases were used to test the image clustering performance. These databases include one object image database COIL-20 [22], three handwritten digit image databases which are USPS and two sub-databases (referred to as MNIST-T and MNIST-S) of MNIST [18], one human gait image database [27], five face image databases, i.e., YALE-B [10], UMIST [14], MSRA [15], JAFFE [21] and Pointing04 [13], one shape image database MPEG7 [3] and one 3D human pose database HumanEva [31].

The COIL-20 [22] database has 1440 images of 20 objects, with each object containing 72 images captured from different views. The images are resized to $32 \times 32$. The USPS database contains 9298 gray-scale handwritten digit images scanned from envelopes by the U.S. Postal Service. The image size is $16 \times 16$. The MNIST database [18] has a training set of 60,000 examples, and a test set of 10,000 examples with the image size as $28 \times 28$. Considering it is computationally expensive to run all the clustering algorithms on such a large scale database, two sub-databases are chosen from the MNIST database. Following [39], we use the first part of the test set of the MNIST database (referred to as MNIST-T) which is cleaner than the second part [18]. MNIST-T consists of 5000 images of handwritten numbers with each digital number having 500 images. In the second sub-database (referred to as MNIST-S), for each class we randomly sample one handwritten digit image per ten images. Thus, we totally have 6996 images of handwritten numbers in MNIST-S. The USF HumanID database constructed by Sarkar et
al. [27] consists of people walking in elliptical paths in front of the camera. There are up to 32 sequences for each person, and the full data set consists of 1870 sequences from 122 individuals. Similarly as in [27], for each sequence, the binary silhouette images within one gait cycle are averaged to obtain the gray-level average silhouette image. We further resize each average silhouette image to $32 \times 22$ and then represent it as a 704-dimensional feature vector. 2190 images from the first five Probe sets are used in this experiment. The UMIST face image database [14] has 575 multi-view face images of 20 people, covering a broad range of poses from profile to frontal views. The images are resized to $28 \times 23$ pixels. The YALE-B database [10] contains 2414 near frontal images from 38 persons under different illuminations. Each image is resized to $32 \times 32$ and then represented by a 1024-dimensional feature vector. The MSRA face images are collected by Microsoft Research Asia (MSRA) [15]. It contains 12 subjects, captured in two different sessions with different illuminations and backgrounds. The images are resized
TABLE II

<table>
<thead>
<tr>
<th></th>
<th>K-means</th>
<th>DisKmeans</th>
<th>NCut</th>
<th>LLC-L</th>
<th>LLC-G</th>
<th>LDMGI</th>
</tr>
</thead>
<tbody>
<tr>
<td>COIL-20</td>
<td>67.9</td>
<td>68.1</td>
<td>73.6</td>
<td>68.9</td>
<td>72.0</td>
<td>82.4</td>
</tr>
<tr>
<td>USPS</td>
<td>67.4</td>
<td>71.5</td>
<td>78.7</td>
<td>70.1</td>
<td>71.6</td>
<td>81.5</td>
</tr>
<tr>
<td>MNIST-T</td>
<td>56.6</td>
<td>50.4</td>
<td>68.2</td>
<td>66.1</td>
<td>68.5</td>
<td>72.8</td>
</tr>
<tr>
<td>MNIST-S</td>
<td>53.2</td>
<td>51.8</td>
<td>66.2</td>
<td>71.0</td>
<td>71.2</td>
<td>77.9</td>
</tr>
<tr>
<td>USF HumanID</td>
<td>36.9</td>
<td>40.8</td>
<td>42.9</td>
<td>42.6</td>
<td>40.3</td>
<td>43.5</td>
</tr>
<tr>
<td>UMIST</td>
<td>42.9</td>
<td>45.3</td>
<td>60.8</td>
<td>61.3</td>
<td>62.4</td>
<td>69.1</td>
</tr>
<tr>
<td>YALE-B</td>
<td>12.3</td>
<td>43.9</td>
<td>47.7</td>
<td>48.9</td>
<td>49.0</td>
<td>55.1</td>
</tr>
<tr>
<td>MSRA</td>
<td>82.3</td>
<td>84.2</td>
<td>96.6</td>
<td>95.8</td>
<td>95.2</td>
<td>98.1</td>
</tr>
<tr>
<td>JAFFE</td>
<td>84.0</td>
<td>78.4</td>
<td>91.1</td>
<td>89.7</td>
<td>90.6</td>
<td>93.9</td>
</tr>
<tr>
<td>Pointing04</td>
<td>35.8</td>
<td>39.9</td>
<td>73.5</td>
<td>76.1</td>
<td>75.0</td>
<td>77.9</td>
</tr>
<tr>
<td>MPEG7</td>
<td>57.0</td>
<td>64.8</td>
<td>69.2</td>
<td>66.7</td>
<td>69.3</td>
<td>71.8</td>
</tr>
<tr>
<td>HumanEva</td>
<td>50.9</td>
<td>64.0</td>
<td>89.7</td>
<td>80.3</td>
<td>82.5</td>
<td>93.5</td>
</tr>
</tbody>
</table>

The performance is evaluated by comparing the cluster labels from the clustering algorithms and the ground truth labels. We use Clustering Accuracy (ACC) and Normalized Mutual Information (NMI) for performance evaluation in this work.

**Clustering Accuracy (ACC):** For the $i$-th image, let us denote $q_i$ as the clustering result from the clustering
algorithm and $p_i$ as the ground truth label. The ACC is defined as:

$$ACC = \frac{\sum_{i=1}^{n} \delta(p_i, \text{map}(q_i))}{n}$$

where $n$ is the total number of images, $\delta(x, y) = 1$, if $x = y$, and $\delta(x, y) = 0$, otherwise, map($q_i$) is the optimal mapping function that permutes clustering labels to match the ground truth labels. The optimal mapping can be obtained by using the Kuhn-Munkres algorithm [25]. A larger ACC indicates a better performance.

**Normalized Mutual Information (NMI):** Normalized Mutual Information (NMI) is another widely used measure for evaluating the clustering results. For two arbitrary variables $P$ and $Q$, NMI is defined as follows [33]:

$$NMI(P, Q) = \frac{I(P, Q)}{\sqrt{H(P)H(Q)},}$$

where $I(P, Q)$ is the mutual information between $P$ and $Q$ and $H(P)$ and $H(Q)$ denote the entropies of $P$ and $Q$. 

**TABLE III**

<table>
<thead>
<tr>
<th></th>
<th>K-means</th>
<th>DisKmeans</th>
<th>NCut</th>
<th>LLC-L</th>
<th>LLC-G</th>
<th>LDMGI</th>
</tr>
</thead>
<tbody>
<tr>
<td>COIL-20</td>
<td>77.3</td>
<td>77.5</td>
<td>85.0</td>
<td>85.1</td>
<td>86.0</td>
<td>91.1</td>
</tr>
<tr>
<td>USPS</td>
<td>61.2</td>
<td>68.4</td>
<td>83.6</td>
<td>77.6</td>
<td>78.2</td>
<td>86.5</td>
</tr>
<tr>
<td>MNIST-T</td>
<td>50.3</td>
<td>48.4</td>
<td>68.4</td>
<td>61.3</td>
<td>64.2</td>
<td>69.2</td>
</tr>
<tr>
<td>MNIST-S</td>
<td>49.5</td>
<td>46.8</td>
<td>67.3</td>
<td>68.6</td>
<td>66.8</td>
<td>73.9</td>
</tr>
<tr>
<td>USF HumanID</td>
<td>68.9</td>
<td>72.6</td>
<td>75.2</td>
<td>74.8</td>
<td>72.6</td>
<td>76.1</td>
</tr>
<tr>
<td>UMIST</td>
<td>64.5</td>
<td>66.1</td>
<td>79.2</td>
<td>78.2</td>
<td>78.6</td>
<td>86.6</td>
</tr>
<tr>
<td>YALE-B</td>
<td>18.3</td>
<td>55.2</td>
<td>67.1</td>
<td>65.1</td>
<td>64.9</td>
<td>71.1</td>
</tr>
<tr>
<td>MSRA</td>
<td>82.8</td>
<td>85.4</td>
<td>95.6</td>
<td>95.1</td>
<td>94.6</td>
<td>97.2</td>
</tr>
<tr>
<td>JAFFE</td>
<td>88.1</td>
<td>80.7</td>
<td>91.8</td>
<td>89.5</td>
<td>91.3</td>
<td>93.6</td>
</tr>
<tr>
<td>Pointing04</td>
<td>42.8</td>
<td>43.4</td>
<td>79.9</td>
<td>81.3</td>
<td>80.8</td>
<td>84.7</td>
</tr>
<tr>
<td>MPEG7</td>
<td>73.9</td>
<td>76.4</td>
<td>78.7</td>
<td>77.8</td>
<td>79.2</td>
<td>81.2</td>
</tr>
<tr>
<td>HumanEva</td>
<td>43.1</td>
<td>58.2</td>
<td>82.3</td>
<td>65.4</td>
<td>74.9</td>
<td>87.7</td>
</tr>
</tbody>
</table>

**TABLE IV**

<table>
<thead>
<tr>
<th></th>
<th>K-means</th>
<th>DisKmeans</th>
<th>NCut</th>
<th>LLC-L</th>
<th>LLC-G</th>
<th>LDMGI</th>
</tr>
</thead>
<tbody>
<tr>
<td>COIL-20</td>
<td>59.2 ± 3.8</td>
<td>53.5 ± 6.1</td>
<td>68.3 ± 5.3</td>
<td>63.1 ± 3.3</td>
<td>67.5 ± 5.3</td>
<td>75.3 ± 4.9</td>
</tr>
<tr>
<td>USPS</td>
<td>64.9 ± 3.6</td>
<td>69.4 ± 3.7</td>
<td>73.4 ± 6.3</td>
<td>66.6 ± 3.1</td>
<td>70.1 ± 3.9</td>
<td>80.5 ± 5.6</td>
</tr>
<tr>
<td>MNIST-T</td>
<td>55.3 ± 2.6</td>
<td>48.8 ± 3.4</td>
<td>66.2 ± 3.4</td>
<td>66.1 ± 2.3</td>
<td>64.7 ± 3.6</td>
<td>71.5 ± 3.5</td>
</tr>
<tr>
<td>MNIST-S</td>
<td>53.0 ± 4.1</td>
<td>48.6 ± 5.6</td>
<td>64.5 ± 2.0</td>
<td>66.7 ± 3.4</td>
<td>68.2 ± 4.5</td>
<td>76.3 ± 3.4</td>
</tr>
<tr>
<td>USF HumanID</td>
<td>35.9 ± 1.0</td>
<td>39.7 ± 1.1</td>
<td>42.6 ± 0.4</td>
<td>42.3 ± 0.3</td>
<td>40.1 ± 0.2</td>
<td>42.9 ± 0.5</td>
</tr>
<tr>
<td>UMIST</td>
<td>42.7 ± 2.5</td>
<td>43.0 ± 3.2</td>
<td>60.1 ± 0.7</td>
<td>59.6 ± 1.7</td>
<td>59.4 ± 3.2</td>
<td>67.0 ± 1.7</td>
</tr>
<tr>
<td>YALE-B</td>
<td>11.3 ± 0.7</td>
<td>41.1 ± 3.1</td>
<td>46.2 ± 1.5</td>
<td>48.5 ± 0.6</td>
<td>46.7 ± 0.6</td>
<td>55.0 ± 1.2</td>
</tr>
<tr>
<td>MSRA</td>
<td>81.7 ± 2.7</td>
<td>85.1 ± 2.2</td>
<td>95.2 ± 2.6</td>
<td>94.6 ± 2.7</td>
<td>91.4 ± 3.3</td>
<td>95.9 ± 2.2</td>
</tr>
<tr>
<td>JAFFE</td>
<td>71.3 ± 10.7</td>
<td>75.6 ± 9.4</td>
<td>83.9 ± 6.5</td>
<td>82.8 ± 6.8</td>
<td>79.7 ± 5.6</td>
<td>90.4 ± 6.0</td>
</tr>
<tr>
<td>Pointing04</td>
<td>35.2 ± 1.5</td>
<td>36.3 ± 4.2</td>
<td>70.6 ± 3.2</td>
<td>72.9 ± 3.3</td>
<td>70.2 ± 2.9</td>
<td>77.2 ± 1.9</td>
</tr>
<tr>
<td>MPEG7</td>
<td>56.5 ± 4.1</td>
<td>58.4 ± 3.9</td>
<td>66.9 ± 1.8</td>
<td>64.0 ± 2.2</td>
<td>65.9 ± 2.0</td>
<td>68.0 ± 3.2</td>
</tr>
<tr>
<td>HumanEva</td>
<td>55.5 ± 7.0</td>
<td>59.1 ± 6.9</td>
<td>79.3 ± 9.7</td>
<td>70.6 ± 7.6</td>
<td>81.5 ± 4.4</td>
<td>89.2 ± 6.1</td>
</tr>
</tbody>
</table>
$NMI$ is defined as [33]:

$$NMI = \frac{\sum_{l=1}^{c} \sum_{h=1}^{c} t_{l,h} \log \left( \frac{n_{l,h}}{t_l t_h} \right)}{\sqrt{\left( \sum_{l=1}^{c} t_l \log \frac{t_l}{n} \right) \left( \sum_{h=1}^{c} t_h \log \frac{t_h}{n} \right)}},$$

(38)

where $t_{l,h}$ is the number of samples in the intersection between the cluster $C_l$ and the $h$-th ground truth class. Again, a larger NMI indicates a better clustering result.

C. Performance Comparison

Several parameters need to be set beforehand for these clustering techniques. The total number of clusters $c$ is provided for all the clustering algorithms. For LDMGI, NCut and LLC, we also need to determine the parameter $k$ which specifies the number of nearest neighbors. Generally speaking, $k$ should be set as a small number to preserve the local manifold structure. In this work, we observe that the performances of three algorithms LDMGI, NCut and LLC generally achieve the best performance on all image datasets, when $k = 5$. To fairly compare their performances, we fix $k$ as 5 for all the three algorithms on all the image databases. We need to determine the optimal parameter $\gamma$ in Eq. (28) for DisKmeans, $\eta$ in Eq. (33) for LLC, $\sigma$ in Eq. (32) for NCut, and $\lambda$ in Eq. (15) for our LDMGI. For fair comparison, we set these parameters as $\{10^{-8}, 10^{-6}, 10^{-4}, 10^{-2}, 10^{0}, 10^{2}, 10^{4}, 10^{6}, 10^{8}\}$ and then report the best clustering results from the optimal parameters. Different parameters may be used for different databases (See Fig. 2 and Fig. 3).

The results of all clustering algorithms depend on the initialization [43]. As suggested in [41], for all the clustering algorithms, we independently repeat the experiments for 20 times with random initializations to reduce
Fig. 2. Performance variations (ACC) of NCut [43], LLC-G [38], DisKmeans [42] and our LDMGI with different parameters. DisKmeans is denoted by DKM in the figure for better illustration.
Fig. 3. Performance variations (NMI) of NCut [43], LLC-G [38], DisKmeans [42] and our LDMGI with different parameters. DisKmeans is denoted by DKM in the figure for better illustration.
the statistical variation. For clustering algorithms DisKmeans, LLC, NCut and LDMGI, we also need to search for the best parameters in the set \{10^{-8}, 10^{-6}, 10^{-4}, 10^{-2}, 10^{0}, 10^{2}, 10^{4}, 10^{6}, 10^{8}\}. Thus, on each database 20 rounds of clustering are performed for K-means, and 180 rounds of clustering are performed for other clustering algorithms. In Tables II and III, we report the best results from these 20 or 180 rounds of clustering corresponding to the best objective values in terms of ACC and NMI respectively. For NCut, LLC-G, DisKmeans and our LDMGI, we also find that the best results for each parameter corresponding to the best objective values from twenty rounds of random initializations. To compare the parameter sensitivity of different algorithms, we plot the performance variations of these algorithms with different parameters in Fig. 2 (resp. Fig. 3) in terms of ACC (resp. NMI). For each clustering algorithm, we also calculate the the mean ACC (resp. NMI) from twenty rounds of random initializations for each parameter and then we additionally report the best mean ACC (resp. NMI) together with the standard deviation corresponding to the optimal parameter in Table IV (resp. Table V). Significance test is conducted with the significance level of 0.05 and the results are reported in able IV and Table V. From these results, we have the following observations:

1) When comparing two global clustering approaches (i.e., Kmeans and DisKmeans [42]), we find that DisKmeans is generally better than K-means, which demonstrates that the utilization of discriminant information is useful to improve the image clustering performance. We also observe that ACC (resp. NMI) on Yale-B database is significantly improved from 12.3 (resp. 18.3) to 43.9 (resp. 55.2) by using DisKmeans instead of Kmeans. Our observation is also consistent with the prior work [5] [36] [42], which indicates that it is helpful to utilize discriminative information for data clustering and subspace learning.

2) Three local clustering approaches (i.e., NCut [43], LLC (LLC-L and LLC-G) [38] and our LDMGI) are generally better than K-means and DisKmeans. It demonstrates that NCut, LLC and LDMGI can effectively make use of the essential manifold structure of the images which is not considered in the global clustering methods K-means and DisKmeans. Note that the local manifold structure has been experimentally shown to be useful in dimension reduction [15] and data clustering [38]. This observation confirms that local data structural information is crucial for image clustering.

3) As shown in Tables II and III, NCut outperforms LLC-G (or LLC-L) on some databases and NCut is worse than LLC-G (or LLC-L) on other databases. In other words, there is no consistent winner between NCut and LLC-G (or LLC-L) on all the databases. We also observe that LLC-G is generally better than LLC-L, possibly owing to the utilization of nonlinear kernel function in the local regression model.

4) From Tables II and III, we observe that our method LDMGI achieves the best results over all the 12 datasets in terms of ACC and NMI. As shown in Tables IV and V, LDMGI also outperforms K-means, DisKmeans, NCut [43], LLC (LLC-L and LLC-G) in terms of mean ACC and NMI over all the 12 databases. When comparing LDMGI with the second best result from NCut on COIL-20 database, the mean ACC (resp. NMI) is significantly improved from 68.3% to 75.3% (resp. from 82.3% to 90.0%). Judged by t-test (with a significance level of 0.05), LDMGI is significantly better than K-means, DisKmeans, NCut, LLC (LLC-L and LLC-G) in 11 out of 12 databases.
These results demonstrate that LDMGI can effectively utilize local manifold structure as well as the discriminant information for image clustering.

5) Except for the simplest clustering algorithm K-means, one parameter needs to be set beforehand for other clustering algorithms (i.e., $\gamma$ in Eq. (28) for DisKmeans, $\eta$ in Eq. (33) for LLC, $\sigma$ in Eq. (32) for NCut, and $\lambda$ in Eq. (15) for our LDMGI). From Fig. 2 and Fig. 3, we can clearly observe that DisKmeans and NCut are sensitive to their parameters. When comparing NCut with LLC-G, we observe that NCut is more sensitive to the bandwidth parameter of the Gaussian function. Our observation that NCut is sensitive to the bandwidth parameter is consistent with the prior work [37].

6) From Figs. 2 and 3, we also observe that LDMGI is more robust to the algorithmic parameter $\lambda$, when compared with NCut [29], LLC-G [38] and DisKmeans [42]. A possible reason is that our LDMGI learns a Laplacian matrix for data clustering during which both local data structural information and discriminant information are used. In real applications, ground truth is generally not available for tuning the parameters of clustering algorithms. Thus, LDMGI is more suitable for real image clustering applications because LDMGI is not only accurate but also stable to the algorithmic parameter.

7) For all the clustering algorithms, we also observe that the ACCs in Table II (resp. NMIs in Table III) corresponding to the best objective values are generally higher than the mean ACCs in Table IV (resp. the mean NMIs in Table V). Since it is still a non-trivial task to obtain the globally optimal solutions for the clustering algorithms, it is reasonable to choose the clustering results from the optimal initialization corresponding to the best objective values in the practical clustering applications.

**Discussions about Features:** Pose, illumination and expression are three major challenges in face recognition. Therefore, the clustering performances on UMINST database [14] (with strong pose variation) and Yale-B database [10] (with significant illumination variation) using the low-level gray-scale intensity features are relatively poor, when compared with the results on other databases. The explanation is the extracted gray-scale intensity features are not discriminant enough to effectively group face images into different subjects in these cases. Similarly, it has been reported that human identification performance on USF HumanID database [27] is also poor using the gray-scale intensity features extracted from average silhouette images when the images are captured from different types of surfaces (e.g., grass and concrete) [27]. One can employ more discriminant features to improve the clustering performance.

Here, we take UMIST face database as an example to test the clustering performance using Gabor feature [39]. We extracted 40 Gabor features with five different scales and eight different orientations [39], so each image is then represented as a 25760-dimensional feature vector. We additionally take MPEG7 shape image database as another example to test the clustering performance by directly using the gray-scale intensity values as features. Specifically, the size of each shape image is $60 \times 100$, thus we represent each image as a 6000-dimensional feature vector. Again, we independently perform all the clustering algorithms for 20 times with random initializations. We report the clustering results corresponding to the best objective values in Table VI and report the mean ACC and NMI.
TABLE VI
Performance comparison (ACC and NMI %) of K-means, DisKmeans [42], NCut [43], LLC (LLC-L and LLC-G) [38] and LDMGI. In this table, we report the best ACC and NMI corresponding to the best objective value from multiple random initializations and parameters.

<table>
<thead>
<tr>
<th></th>
<th>K-means</th>
<th>DisKmeans</th>
<th>NCut</th>
<th>LLC-L</th>
<th>LLC-G</th>
<th>LDMGI</th>
</tr>
</thead>
<tbody>
<tr>
<td>UMIST-Gabor (ACC)</td>
<td>41.7</td>
<td>44.9</td>
<td>76.4</td>
<td>68.5</td>
<td>73.6</td>
<td>84.0</td>
</tr>
<tr>
<td>UMIST-Gabor (NMI)</td>
<td>61.2</td>
<td>63.2</td>
<td>87.1</td>
<td>77.7</td>
<td>84.4</td>
<td>90.4</td>
</tr>
<tr>
<td>MPEG7-Gray (ACC)</td>
<td>55.5</td>
<td>58.2</td>
<td>57.2</td>
<td>57.3</td>
<td>53.6</td>
<td>61.2</td>
</tr>
<tr>
<td>MPEG7-Gray (NMI)</td>
<td>68.7</td>
<td>68.9</td>
<td>69.7</td>
<td>69.8</td>
<td>65.9</td>
<td>72.6</td>
</tr>
</tbody>
</table>

TABLE VII
Performance comparison (MEAN ACC and NMI ± STANDARD DEVIATION %) of K-means, DisKmeans [42], NCut [43], LLC (LLC-L and LLC-G) [38] and LDMGI. The experiments are independently repeated for twenty times. The results shown in boldface are significantly better than the others, with a significance level of 0.05.

<table>
<thead>
<tr>
<th></th>
<th>K-means</th>
<th>DisKmeans</th>
<th>NCut</th>
<th>LLC-L</th>
<th>LLC-G</th>
<th>LDMGI</th>
</tr>
</thead>
<tbody>
<tr>
<td>UMIST-Gabor (ACC)</td>
<td>41.2 ± 2.7</td>
<td>41.6 ± 2.4</td>
<td>73.3 ± 1.9</td>
<td>68.2 ± 1.9</td>
<td>72.1 ± 2.7</td>
<td><strong>78.7 ± 3.1</strong></td>
</tr>
<tr>
<td>UMIST-Gabor (NMI)</td>
<td>57.9 ± 2.6</td>
<td>58.4 ± 2.4</td>
<td>85.6 ± 0.8</td>
<td>77.6 ± 1.0</td>
<td>84.1 ± 0.6</td>
<td><strong>87.5 ± 1.4</strong></td>
</tr>
<tr>
<td>MPEG7-Gray (ACC)</td>
<td>49.7 ± 4.2</td>
<td>51.3 ± 3.6</td>
<td>56.5 ± 1.3</td>
<td>55.9 ± 1.2</td>
<td>56.5 ± 1.3</td>
<td><strong>58.1 ± 1.9</strong></td>
</tr>
<tr>
<td>MPEG7-Gray (NMI)</td>
<td>64.5 ± 2.8</td>
<td>65.6 ± 2.1</td>
<td>69.5 ± 0.2</td>
<td>69.4 ± 0.5</td>
<td>69.5 ± 0.2</td>
<td><strong>71.6 ± 0.9</strong></td>
</tr>
</tbody>
</table>

Together with the standard deviation in Table VII. The performance variations of NCut, LLC-G, DisKmeans and our LDMGI with different parameters are shown in Fig 4. In Table VI, Table VII and Fig 4, we refer the results on UMIST and MPEG7 shape image databases as UMIST-Gabor and MPEG7-Gray in order to distinguish the new results and the previous results shown in Tables II, III, IV and V, and Figs. 2 and 3.

From these results, we observe that the clustering performances of most of the algorithms on UMIST database are improved by using Gabor features, when compared with the gray-scale intensity features. Similarly, we also observe the clustering performances of most of the methods degrade on MPEG7 shape image database by using the gray-scale intensity features, when compared with the features obtained by using MDS algorithm based on the pairwise distances calculated with shape context algorithm [2]. Therefore, feature is another important factor for image clustering and it is crucial to use discriminant feature in the real image clustering applications. However, the design of discriminant features is data-dependent and thus it is out of the scope of this piece of work, which will be investigated in the future. It is worth mentioning again that our method LDMGI still achieves the best results using alternative features and it is also more stable to the algorithmic parameter λ. Moreover, it is also significantly better than other methods (See Table VII). Again, it demonstrates that LDMGI can effectively utilize both manifold structure and the discriminant information for image clustering.

V. Conclusions

Observing that discriminant information and manifold information are both crucial for image clustering, we have proposed a new clustering algorithm, referred to as Clustering with Local Discriminant Models and Global Integrations (LDMGI). For each data point, we consider a local clique comprising this data point and its neighboring data points. A local discriminant model is used to measure the clustering performance of samples in each local
clique. To globally integrate the local models from all the cliques, we further propose a unified objective function. We observe that LDMGI shares a similar objective function as SC algorithms (e.g., NCut). Thus, the optimal cluster assignment matrix can be obtained by employing spectral relaxation and spectral rotation. Moreover, the connections between LDMGI and other existing clustering algorithms are theoretically analyzed. Our experiments demonstrate that LDMGI outperforms other existing clustering methods and LDMGI is also more robust to algorithmic parameter, when compared with NCut. In the future, we will investigate how to extract more discriminant image features to further improve the clustering performance as well as study how to automatically determine the optimal parameters for LDMGI.

APPENDIX

In this Appendix, we provide detailed justification for our local discriminant model. In practice, we prove that $Tr(\tilde{X}_iG(i)\tilde{G}^T(i)\tilde{X}_i^T)$ in Eq. (11) can be used to measure the inter-cluster separability of samples in the local clique. Let us define a graph for the $i$-th clique with each node corresponding to one data point $x_u \in \mathcal{N}_k(x_i)$. We also
denote the graph similarity matrix $A \in \mathbb{R}^{k \times k}$ as:

$$A = \begin{bmatrix} B_1 \\ \vdots \\ B_c \end{bmatrix} - G_{(i)}G_{(i)}^T = \begin{bmatrix} B_1 \\ \vdots \\ B_c \end{bmatrix} - \begin{bmatrix} K_1 & 0 & 0 \\ 0 & \ddots & 0 \\ 0 & 0 & K_c \end{bmatrix},$$

(39)

where $K_p \in \mathbb{R}^{m_p \times m_p}$ is the square matrix defined in Eq. (10) with all its elements equal to $1/n_p$ ($1 \leq p \leq c$), and $B_p \in \mathbb{R}^{m_p \times k}$ is a matrix with all its elements equal to $m_{ip}/m_p$ ($1 \leq p \leq c$).

According to the definition of $A$ in Eq. (39), we observe that $A_{uv} > 0$ if $x_u \in \mathcal{N}_k(x_i)$ and $x_v \in \mathcal{N}_k(x_i)$ are from different clusters, and $A_{uv} < 0$ if $x_u$ and $x_v$ are from the same cluster. Following [1], for the samples $x_u \in \mathcal{N}_k(x_i)$ and $x_v \in \mathcal{N}_k(x_i)$, we use the following objective function to measure the inter-cluster separability:

$$\arg \max_{G_i} \sum_{x_u, x_v} ||x_u - x_v||^2 A_{uv}. \quad (40)$$

The above objective function has a two-fold explanation [1]. If the samples $x_u$ and $x_v$ are from the same cluster, (i.e., $A_{uv} < 0$), the distance between $x_u$ and $x_v$ should be smaller to maximize the objective function. Likewise, if the samples $x_u$ and $x_v$ are from different clusters (i.e., $A_{uv} > 0$), the distance between $x_u$ and $x_v$ should be larger to maximize the objective function. Thus, if we use Eq. (39) to define the graph similarity matrix $A$, the objective function in Eq. (40) measures the inter-cluster separability.

Let us define the corresponding Laplacian matrix of $A$ as $L_A = D - A$, where $D$ is the corresponding diagonal matrix with its element as $D_{uu} = \sum_v A_{uv}$. For any $u$, we have:

$$D_{uu} = \sum_{v=1}^k A_{uv} = \frac{m_{ip}}{kn_p} \times k - \frac{1}{n_p} \times m_{ip} = 0. \quad (41)$$

Thus, $L_A$ can be rewritten as:

$$L_A = D - A = - \begin{bmatrix} B_1 \\ \vdots \\ B_c \end{bmatrix} - G_{(i)}G_{(i)}^T = G_{(i)}G_{(i)}^T - \begin{bmatrix} b_1 \\ \vdots \\ b_c \end{bmatrix}^T \mathbf{1}_k^T, \quad (42)$$

where $b_p \in \mathbb{R}^{m_p}$ is a vector with all its elements equal to $m_{ip}/m_p$ ($1 \leq p \leq c$). For any Laplacian matrix $L_A$, we have $L_A = H_k L_A H_k$. Considering that $\mathbf{1}_k^T H_k = 0$, we arrive at:

$$L_A = H_k L_A H_k = H_k \left( G_{(i)}G_{(i)}^T - \begin{bmatrix} b_1 \\ \vdots \\ b_c \end{bmatrix} \mathbf{1}_k^T \right) H_k = H_k G_{(i)}G_{(i)}^T H_k. \quad (43)$$

Finally, according to [1], the objective function in Eq. (40) can be rewritten as:

$$\sum_{x_u, x_v} ||x_u - x_v||^2 A_{uv} = Tr(X_i(D - A)X_i^T) = Tr(X_i L_A X_i^T) = Tr(X_i H_k L_A H_k X_i^T) = Tr(X_i H_k G_{(i)}G_{(i)}^T H_k X_i^T) = Tr(\tilde{X}_i G_{(i)}G_{(i)}^T \tilde{X}_i^T). \quad (44)$$
Thus, we conclude that $\text{Tr}(\tilde{X}_i G_{(i)} G_{(i)}^T \tilde{X}_i^T)$ can be used to measure the inter-cluster separability of samples in the local clique.
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