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Abstract

Cognitive radio is envisioned to be an enabling radio technology for future wireless networks. In this paper, we study the capacity scaling laws for cognitive radio ad hoc networks (CRNs), i.e., how each individual node’s capacity scales as the number of nodes in the network increases. This effort is critical to the fundamental understanding of the scalability of such network. However, due to the heterogeneity in available frequency bands at each node, the asymptotic capacity is much more difficult to develop than prior efforts for other types of wireless networks. To overcome this difficulty, we introduce two auxiliary networks $\zeta$ and $\alpha$ to analyze the capacity upper bound and lower bound. We derive the capacity results under both the protocol model and the physical model. Further, we show that the results developed by Gupta and Kumar for the simple single-channel single-radio (SC-SR) networks are special case under the results for CRNs.
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1 Introduction

Cognitive radio (CR) [19] is a revolutionary radio technology that enjoys unparalleled advantages over traditional hardware-based radio. Traditional hardware-based radio is custom-designed for a specific function and protocol, and cannot be easily modified or re-programmed. On the other
hand, a CR is based on software-defined radio (SDR) [19] and has the additional capabilities of spectrum sensing, learning, and adaptation. A CR can modify or re-program its functionality and protocols based on new application requirements or environmental changes. From spectrum perspective, a CR enables dynamic spectrum access, allowing the precious spectrum space to be utilized more efficiently. From application perspective, a CR promises to enable the convergence of various disparate radio communication devices onto the same platform. It is envisioned that CR will be the core radio technology for wireless networks in the future.

A fundamental problem that has generated much interest in the wireless network research community is the asymptotic capacity problem. Such problem is concerned with the capacity scaling laws of the underlying wireless network, i.e., how the individual node’s capacity scales as the number of nodes increases. The study of such scaling laws is considered critical to the fundamental understanding of the underlying network. Since the pioneering work by Gupta and Kumar [5] on simple single-channel single-radio (SC-SR) networks, there has been active research on studying capacity scaling laws for other types of networks, e.g., for multi-channel networks [1, 2, 9], and for wireless networks with various physical layer technologies [3, 10, 13, 17, 21].

In this paper, we are interested in exploring capacity scaling laws for a cognitive radio ad hoc network (CRN). Due to the flexibility (and thus much larger design space) that comes with a CRN, none of the existing results can be easily extended to a CRN. For instance, the available frequency bands at one node in a CRN (which may include any unused bands by primary users) may not be identical to those at the other nodes in the network, due to its geographical location and local spectrum availability. Such heterogeneity in frequency bands at each node poses a significant challenge in analyzing capacity bounds.
1.1 Main Contributions

In this paper, we study asymptotic capacity for a CRN under both the protocol and the physical models [5] (see Section 3). We consider a random multi-hop CRN with \( n \) nodes, with each node acting as a source node and transmitting data to a randomly chosen destination node. The per-node throughput \( \lambda(n) \) is defined as the data rate that can be sent from each source to its destination. We aim to analyze the maximum asymptotic per-node throughput (or per-node capacity). Our main contributions are summarized as follows.

- Under the protocol model, we show that the lower and upper bounds for \( \lambda(n) \) in a random CRN are \( \Omega\left(\frac{C_\alpha}{\sqrt{n \ln n}}\right) \) and \( O\left(\frac{C_\zeta}{\sqrt{n \ln n}}\right) \), respectively (denoted as \( \lambda(n) \in [\Omega\left(\frac{C_\alpha}{\sqrt{n \ln n}}\right), O\left(\frac{C_\zeta}{\sqrt{n \ln n}}\right)] \)), where \( C_\alpha \) is the minimum link capacity over all links and \( C_\zeta \) is the sum of capacity over all available bands in the CRN. Note that we include the constant terms \( C_\alpha \) and \( C_\zeta \) in the scaling results to show their potential impacts (similar to that in [5] which includes a constant term \( W \)). The analysis of capacity bounds is quite challenging, due to heterogeneous available bands on each link in a random CRN. The main novelty in our analysis is the creation of two auxiliary networks \( \zeta \) and \( \alpha \) that transform the original heterogeneous bands to homogenous bands on each link for asymptotic analysis. The conception of auxiliary network \( \zeta \) is intuitive and enables us to extend the results by Gupta and Kumar [5] to obtain an upper bound. However, creating auxiliary network \( \alpha \) for lower bound analysis is not trivial. We show that a naive approach will yield zero for the lower bound, which is not useful (see Section 4.2.1). Instead, we offer a non-conventional approach to construct auxiliary network \( \alpha \), which enables us to obtain a meaningful lower bound. Note that even after proper construction of auxiliary network \( \alpha \), Gupta-Kumar’s approach does not admit straightforward solutions and cannot be applied directly to obtain the capacity lower bound for the original CRN. This is because that although we can apply Gupta-Kumar’s approach
to obtain a capacity lower bound for the auxiliary network $\alpha$, there does not appear to be an obvious connection between this capacity lower bound (for auxiliary network $\alpha$) and that for the original heterogeneous CRN. One cannot make a straightforward claim that the capacity lower bound for auxiliary network $\alpha$ is also a capacity lower bound for the original CRN without a rigorous proof, since a feasible solution to $\alpha$ may not be feasible to the original CRN. To obtain a meaningful capacity lower bound for the original CRN, we propose a two-step approach: (1) find a feasible solution for auxiliary network $\alpha$; and (2) transform this solution to a feasible solution to the original CRN.

- Under the physical model, we focus on the general case where each node is allowed to perform independent power control. We show that $\lambda(n)$ in a random CRN is $\lambda(n) \in \left[\Omega\left(\frac{C}{\sqrt{n \ln n}}\right), O\left(\frac{C}{n^{1/\gamma}}\right)\right]$. In addition, we also give the result for the special case where power control is synchronized on all nodes in the network (as done in [5]). Our capacity analysis again hinges upon the two auxiliary networks $\zeta$ and $\alpha$. Again, the challenge here is the analysis for the lower bound. We exploit our earlier results for the protocol model and prove that by properly setting interference range, a feasible solution to $\alpha$ under the protocol model is also a feasible solution under the physical model. Subsequently, we transform this feasible solution to $\alpha$ to a feasible solution to the original CRN and prove its correctness.

1.2 Paper Organization

The rest of this paper is organized as follows. Section 2 reviews related work on asymptotic capacity studies and offers a perspective of our work in relation to others. In Section 3, we describe the details of network setting for a CRN in our study. In Section 4, we explore capacity scaling law under the protocol model. Built upon the results in Section 4, we further explore capacity scaling law under the physical model in Section 5. Section 6 concludes this paper.
2 Related Work

Since the seminal work by Gupta and Kumar [5] on capacity scaling laws for a wireless network, there has been growing interest in this important area. In [5], two types of ad hoc networks, namely, random networks and arbitrary networks, are considered. In an arbitrary network [5], each node can be arbitrarily placed and can arbitrarily choose its destination. Thus, in order to maximize the network capacity, a node is always inclined to choose a nearby node as its destination to avoid multihop routing. Given the underlying assumption for an arbitrary network, its capacity has limited utility in practice. On the other hand, in a random network [5], the topology of the network is randomly generated and cannot be changed arbitrarily afterwards. Given its generality and realistic assumption, its capacity has significant application in practice. In this paper, we focus on random networks. Related work on random ad hoc networks can be further divided into the following two categories, namely, unicast capacity (e.g., [1, 2, 5, 9]) and multicast/broadcast capacity (e.g., [6, 11, 15, 22]). Given the focus in this paper is on unicast capacity, we will mainly review related work in this category.

In [5], Gupta and Kumar showed that for a random network, its capacity is $\Theta\left(\frac{C}{\sqrt{n \ln n}}\right)$ under the protocol model, and is $[\Omega\left(\frac{C}{\sqrt{n \ln n}}\right), O\left(\frac{C}{\sqrt{n}}\right)]$ under the physical model with synchronized power control, where $C$ is the channel capacity. In Sections 4 and 5, we will show that the result in [5] is a special case of ours.

In [1, 2, 9], unicast capacity of multi-channel ad hoc networks was investigated under the protocol model. In [1], Bhandari and Vaidya studied the capacity of multi-channel single-radio (MC-SR) networks where there are a set of channels in the network and each node can only switch to a subset of these channels. In [9], Kyasanur and Vaidya studied unicast capacity of multi-channel multi-radio (MC-MR) networks where the number of bands used at a node is limited by the number of radios at the node. In [2], Dai et al. extended the work of [9] on MC-MR networks.
with consideration of directional antennas. All these prior efforts are based on traditional hardware-based radios. There are some fundamental differences between these prior efforts and ours in this paper. First, in these prior works, the set of channels available to each radio is the same as those on the other radios in the network, while in our CRN, the set of bands available at each node may be different. This difference is the result of traditional hardware-based radio’s inability to perform spectrum sensing and thus must be pre-assigned to a set of channels on each node, while in a CRN, each node can perform spectrum sensing and may have a different set of available frequency bands depending on spectrum availability at its location (i.e., bands unused by primary users). Second, for traditional hardware-based radio, each radio interface has limited capability, e.g., one radio can only work on one channel at any time and may not be able to switch channel on a per-packet basis. That is, at any time instance, the number of bands that can be active at a node is limited by the number of radios at the node. On the other hand, a CR that we consider in this paper is assumed to be much more powerful and can work on many bands at the same time. That is, a CR can access to many more bands simultaneously than a hardware-based radio if needed.

To date, work on asymptotic capacity for CRNs remains very limited. In [16], Vu et al. studied the capacity of a CRN for the simple single-hop case, where \( n \) pairs of cognitive transmitter and receiver wish to communicate simultaneously in the presence of a single primary transmitter-receiver link. They showed that the sum-rate of the \( n \) cognitive links scales linearly with \( n \) as \( n \to \infty \). In [20], Yin et al. considered a secondary CRN co-located with a primary ad hoc network under the assumption that the primary network must be sparser than the secondary network. They showed that the primary network and the secondary network both can achieve the same throughput scaling law as what Gupta and Kumar [5] established for a stand-alone wireless network. Jeon et al. [8] studied both the case where the primary network is an ad hoc network and the case where the primary network is an infrastructure-supported wireless network. They also showed that the
primary network and the secondary network both can simultaneously achieve the same throughput scaling law as a stand-alone ad hoc network regardless of whether the primary network is an ad hoc network or an infrastructure-supported network. However, the general case where there are heterogeneous available bands is not considered. Further, the assumption that the secondary network is denser than the primary network may be overly restrictive.

Finally, there have been some recent efforts on studying capacity scaling laws under specialized wireless communication technologies, e.g., Gaussian channel model [3] (via adaptive modulation and coding scheme), ultra-wide band (UWB) [21], directional antennas [14], multiple-input multiple-output (MIMO) [13], network coding [10], and multiple-packet reception (MPR) [17]. These works are orthogonal to ours (on CR) and thus naturally lead to a different set of results on capacity scaling laws.

3 Network Model

We consider a CRN consisting of \( n \) nodes positioned randomly in a unit square area. In a CRN, each node senses a set of spectrum bands that it can use [12], which may include the set of bands not used by primary users. Thus, a CRN has a unique property that the set of available frequency bands \( \mathcal{B}_i \) at a node \( i \) depends on its location and may not be identical to that of another node in the network. A node \( i \) can transmit to a node \( j \) on a particular band only if this band is available to both nodes \( i \) and \( j \). More formally, denote \( \mathcal{B}_{ij} = \mathcal{B}_i \cap \mathcal{B}_j \) the set of common available bands at both nodes \( i \) and \( j \). We have the following constraint.

\[
\text{A band } m \text{ can be used on link } (i, j) \text{ only if } m \in \mathcal{B}_{ij}. \tag{1}
\]

This constraint must be considered explicitly for a CRN, although it is implicitly assumed under wireless networks with traditional radios. Note that we only consider a static instance of a CRN. The temporal dynamics of available bands at each node over time is not considered and will be
explored in future work.

Denote $\mathcal{E}$ the set of all links in a CRN, and $\mathcal{B} = \bigcup_{(i,j) \in \mathcal{E}} \mathcal{B}_{ij}$ the union of available bands over all links in the network. Note that $\mathcal{B}$ does not include those isolated bands that are available at a node but not at its neighbor(s). For a CRN, the bandwidth of each band may also be different, leading to different capacities on different bands. Denote $C_m$ the capacity on band $m$ and $C_{ij} = \sum_{m \in \mathcal{B}_{ij}} C_m$, i.e. the aggregated link capacity on link $(i, j)$ if it uses all its available bands.

For interference modeling, we consider both the protocol model and the physical model. Under the protocol model, a node $i$ can successfully transmit data to a node $j$ on a band $m \in \mathcal{B}_{ij}$ at time $t$ if and only if

- Receiving node $j$ is within the transmission range of node $i$, i.e.,

$$d_{ij} \leq r(n),$$

where $d_{ij}$ is the distance between nodes $i$ and $j$ and $r(n)$ is the transmission range. Constraint (2) implicitly sets a constraint on routing, i.e., it defines a set of possible candidate nodes (within the transmission range) as the next-hop node.

- For any other link $(k, l)$ that is active on band $m$ at the same time, it is required that $d_{kj} \geq (1 + \Delta)r(n)$, where $(1 + \Delta)r(n)$ represents an interference range, which is intended to keep concurrent transmitting node $k$ farther away from producing non-negligible interference on node $j$. More formally, we have

$$d_{kj} \geq (1 + \Delta)r(n) \text{ for each link } (k, l) \in \mathcal{E}^m(t)$$

and $(k, l) \neq (i, j),$ (3)

where $\mathcal{E}^m(t)$ is the set of links in the network that are active on band $m$ at time $t$. (3) implicitly sets a constraint on scheduling, i.e. it defines conflict relationships among all the links in the network.
Table 1: Notation.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a(n)$</td>
<td>The size of a small square cell</td>
</tr>
<tr>
<td>$B_{ij}$</td>
<td>The set of available bands on link $(i,j)$</td>
</tr>
<tr>
<td>$B_\zeta$</td>
<td>$\bigcup_{(i,j) \in E} B_{ij}$, the union of available bands over all links in a CRN</td>
</tr>
<tr>
<td>$B_\alpha$</td>
<td>The set of available bands on each link in the auxiliary network $\alpha$</td>
</tr>
<tr>
<td>$C_m$</td>
<td>The capacity of band $m$</td>
</tr>
<tr>
<td>$C_{ij}$</td>
<td>$\sum_{m \in B_{ij}} C_m$, the aggregated link capacity on link $(i,j)$</td>
</tr>
<tr>
<td>$C_\zeta$</td>
<td>Each link’s capacity in the auxiliary network $\zeta$</td>
</tr>
<tr>
<td>$C_\alpha$</td>
<td>Each link’s capacity in the auxiliary network $\alpha$</td>
</tr>
<tr>
<td>$E$</td>
<td>The set of all links in a CRN</td>
</tr>
<tr>
<td>$E^m(t)$</td>
<td>The set of links that are active on band $m$ at time $t$</td>
</tr>
<tr>
<td>$g_{ij}$</td>
<td>The channel gain on link $(i,j)$</td>
</tr>
<tr>
<td>$n$</td>
<td>The number of nodes in a CRN</td>
</tr>
<tr>
<td>$p(n)$</td>
<td>The common transmission power at all nodes under synchronized power control</td>
</tr>
<tr>
<td>$p_{ij}^m(t)$</td>
<td>The transmission power used by node $i$ to transmit to node $j$ on band $m$ at time $t$ under independent power control</td>
</tr>
<tr>
<td>$r(n)$</td>
<td>The common transmission range of all nodes under the protocol model</td>
</tr>
<tr>
<td>$\text{SINR}_{ij}$</td>
<td>The SINR on link $(i,j)$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>An auxiliary network used for developing capacity lower bounds</td>
</tr>
<tr>
<td>$\beta$</td>
<td>A SINR threshold for successful transmissions in the physical model</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>A parameter to set the interference range in the protocol model</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Ambient noise power</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Path loss index</td>
</tr>
<tr>
<td>$\lambda(n)$</td>
<td>Per-node throughput of a random CRN with $n$ nodes</td>
</tr>
<tr>
<td>$\psi$</td>
<td>A feasible solution</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>An auxiliary network used for developing capacity upper bounds</td>
</tr>
</tbody>
</table>

Note that under the protocol model, the transmission range $r(n)$ is assumed to be the same at all nodes. Thus, the same (synchronized) transmission power $p(n)$ is used at all nodes.

Under the physical model, each node is allowed to perform independent power control. Denote $p_{ij}^m(t)$ the power used by node $i$ to transmit to node $j$ on band $m \in B_{ij}$ at time $t$. Such a transmission is successful if and only if the signal-to-interference-and-noise-ratio (SINR) satisfies

$$\text{SINR}_{ij} = \frac{g_{ij} \cdot p_{ij}^m(t)}{\eta + \sum_{(k,l) \neq (i,j)} \sum_{m \in E^m(t)} g_{kj} \cdot p_{kl}^m(t)} \geq \beta ,$$

where $g_{ij} = d_{ij}^{-\gamma}$ is the channel gain over link $(i,j)$, $\gamma \geq 2$ is the path loss index, $\eta$ is the ambient noise power, and $\beta$ is the SINR threshold.

Under the above setting for a CRN, we consider a common throughput $\lambda(n)$ for each node
(source) in the network to its randomly selected destination. The goal of capacity scaling law is to find the maximum $\lambda(n)$ that can be achieved by considering multi-hop routing and time-slotted scheduling. Table 1 lists notation used in this paper.

4 Asymptotic Capacity under the Protocol Model

In this section, we analyze the capacity scaling law under the protocol model. As discussed in Section 1, the root of the difficulties associated with a CRN is the heterogeneity of available bands among the links. To overcome this difficulty, we create two auxiliary networks $\zeta$ and $\alpha$ to facilitate our analysis. In Section 4.1, we develop a capacity upper bound with the help of auxiliary network $\zeta$. The lower bound analysis is given in Section 4.2, which is more challenging and interesting. The main difficulty here is how to create an appropriate auxiliary network $\alpha$ to facilitate the analysis and how to use this auxiliary network $\alpha$ to obtain a capacity lower bound.

The result of this section can be summarized as follows (see Theorems 1 and 2).

Under the protocol model, the capacity of a CRN with $n$ nodes is $\lambda(n) \in [\Omega(\frac{C_\zeta}{\sqrt{n \ln n}}), O(\frac{C_\alpha}{\sqrt{n \ln n}})]$ almost surely when $n \to \infty$.

4.1 A Capacity Upper Bound

To address the heterogeneity problem in each node’s available bands, we propose to construct an auxiliary network to facilitate our analysis. Our goal is to have an auxiliary network with the following two characteristics: (i) homogeneous bands setting, i.e., the sets of available bands on all links are the same; (ii) given a CRN, its capacity is upper bounded by its corresponding auxiliary network. If we can get such an auxiliary network, then we can focus on developing the capacity upper bound for this auxiliary network with homogenous bands setting, which is also a capacity upper bound for the original CRN.
Such an auxiliary network can be constructed by adding some extra bands to the set of available bands on each link so that the sets of available bands on all the links are identical. More formally, we have the following definition for this auxiliary network.

**Definition 1 (Auxiliary network $\zeta$)** An auxiliary network $\zeta$ contains all the nodes and links in the original CRN and the same source-destination pairs. The set of available bands on all links in auxiliary network $\zeta$ is defined as $B_\zeta$, where $B_\zeta = \bigcup_{(i,j) \in E} B_{ij}$, i.e., the set of all available bands in the network.

Since the frequency bands resource in this auxiliary network is no less than the original CRN, we will have the following lemma.

**Lemma 1** Under the protocol model, for any given CRN (with heterogenous available bands on each link), its capacity is no more than the capacity of its corresponding auxiliary network $\zeta$.

Lemma 1 is easily verified since any feasible routing and scheduling solution to a CRN is also feasible to its corresponding auxiliary network $\zeta$. Given the homogenous auxiliary network $\zeta$, we can now apply the result by Gupta and Kumar [5] and obtain its capacity upper bound as $O\left(\frac{C_\zeta}{\sqrt{n \ln n}}\right)$, where $C_\zeta = \sum_{m \in B_\zeta} C_m$. Based on Lemma 1 and this capacity upper bound for $\zeta$, we have the following theorem.

**Theorem 1** Under the protocol model, a capacity upper bound for a CRN with $n$ nodes is $O\left(\frac{C_\zeta}{\sqrt{n \ln n}}\right)$ almost surely when $n \to \infty$.

**4.2 A Constructive Lower Bound**

The solution to find a lower bound is much more difficult. Note that, to develop a capacity lower bound for a CRN under the protocol model, it is sufficient to construct a feasible solution that
(a) A 4-node CRN, where \( B_1 = \{ I, II, V \} \), \( B_2 = \{ I, II, III, V \} \), \( B_3 = \{ I, III, IV, V \} \) and \( B_4 = \{ II, III \} \).

(b) The corresponding auxiliary network \( \alpha \), where the set of available bands at each node is \{II, III\}.

Figure 1: An example illustrating how to construct auxiliary network \( \alpha \).

satisfies all the constraints (see Section 3). This feasible solution can thus serve as a lower bound. But due to the heterogeneity of available bands on different links, band assignment becomes a very difficult problem if we want to construct a feasible solution directly.

### 4.2.1 Construct Auxiliary Network \( \alpha \)

Recognizing that a direct approach to construct a feasible solution is not likely to be fruitful, we again resort to creating a homogeneous auxiliary network to facilitate our analysis. However, such a homogeneous auxiliary network is not so straightforward this time, as we illustrate in the following naive approach.

**A naive approach:** Recall that in the development of a capacity upper bound, we define the available bands on each link in the auxiliary network \( \zeta \) to be the union of available bands on all links in the network. To get a capacity lower bound, one might consider to define the available bands on each link in the auxiliary network \( \alpha \) by taking the intersection of available bands among all links in the network. Unfortunately, such a approach may not work as it may lead to an empty set. In this case, we will have a trivial 0 capacity as lower bound, which is not useful. As an
example, consider the simple 4-node CRN in Fig. 1(a). The available bands for each link are the common bands at two nodes. We show the available bands on each link and corresponding capacity of each band in Fig. 1(a). For instance, the bands on link (1, 2) is the inter-section of available bands on nodes 1 and 2, which are I, II, and V. The capacity of band I is 6, the capacity of band II is 4, and the capacity of band V is 2, respectively. We can see that although there are some bands on each link, there does not exist a single band that is common on all links.

Our approach: In our approach, we first identify the bottleneck link with the minimum capacity in the original CRN. We then use the set of available bands on the bottleneck link to construct an auxiliary network. We again use the CRN in Fig. 1(a) as an example. The bottleneck link in the network is the link between nodes 2 and 4, which has the smallest capacity (i.e., 4 + 3 = 7) among all the links in the network. To construct the auxiliary network, we retain the same topology structure, except that the set of available bands on each link is now set to the same as that on the bottleneck link in the original CRN (see Fig. 1(b)). Although such construction may appear strange at first glance, its benefits will soon become clear when we analyze the lower bound (see Lemma 5).

More formally, we define our auxiliary network as follows.

Definition 2 (Auxiliary network α) An auxiliary network α contains all the nodes and links in the original CRN and the same source-destination pairs. The set of available bands on each link in the auxiliary network is defined as $B_\alpha = B_{ij}$, where link $(i, j)$ denotes the bottleneck link in the original CRN, i.e., $C_{ij} = \min\{C_{kl}, \forall (k, l) \in E\}$.

Comparing link capacities in the original CRN and in the auxiliary network, we have the following property.

Property 1 For the capacity of each link $(k, l)$ in the original CRN, we have $C_{kl} \geq C_\alpha$, where $C_\alpha$ is defined as $\sum_{m \in B_\alpha} C_m$. 
Note that we do not consider the trivial case where a node does not have any band in common with its neighboring nodes. Such isolated node will lead to a zero capacity.

For the homogenous auxiliary network $\alpha$, we can again apply the result in [5] to obtain its capacity lower bound. A capacity lower bound (for auxiliary network $\alpha$) does not offer us a straightforward solution to a capacity lower bound to the original CRN, which is our main interest. Further, there does not appear to be an obvious connection between the two since a feasible solution to the auxiliary network $\alpha$ is, in general, not feasible to the original CRN.

To derive a capacity lower bound for the original CRN, we propose a two-step approach: (1) find a feasible solution for auxiliary network $\alpha$; and (2) transform this solution to a feasible solution to the original CRN. We now elaborate each step in the rest of this section.

### 4.2.2 Find a Feasible Solution for Auxiliary Network $\alpha$

We now construct a feasible solution $\psi_\alpha$ for auxiliary network $\alpha$. In this solution, we need to design both a routing scheme and a scheduling scheme. Our routing scheme follows a cell-based approach. That is, we divide the unit square area into small cells such that there is at least one node in each cell almost surely when $n \to \infty$ (see Lemma 3). For each source-destination pair, the straight line that connects them will pass through a number of cells. One node is chosen from each of these cells as a relay for multi-hop routing.

To avoid interference, scheduling must be performed along with cell-based routing. We can build a conflict graph to model interference relationships among the links, with each vertex representing a link in the auxiliary network and each edge between two vertices representing a conflict. We analyze the maximum number of conflict links to a link (or the maximum degree in the conflict graph) and then apply the result for graph coloring to obtain a scheduling scheme. Afterward, we obtain a complete solution with the following throughput.
Figure 2: Multi-hop routing from a source node $s$ to its destination node $d$.

**Lemma 2** Under the protocol model, we can construct a feasible solution $\psi_\alpha$ to auxiliary network $\alpha$ with a throughput of $\lambda_\alpha(n) = \Omega\left(\frac{C_\alpha}{\sqrt{n \ln n}}\right)$.

Now we give details for routing and scheduling in the above discussion.

**Routing Scheme:** We develop a cell-based routing scheme. We divide the unit square into small square cells of size $a(n) = \sqrt{\frac{n}{\ln n}} \times \sqrt{\frac{n}{\ln n}} = \frac{\ln n}{n}$ and set the transmission range $r(n) = \sqrt{5}a(n)$ so that any node in one cell can transmit to another node in its four neighboring cells. Now, we draw a line to connect each source-destination pair, which passes through some cells. One node is chosen from each of these cells to relay the traffic from the source node to its destination. See Fig. 2 as an example.

Such a routing scheme requires at least one node in each cell. We call a cell without any node an “empty” cell. We have the following lemma.\(^1\)

**Lemma 3** For auxiliary network $\alpha$ with $n$ nodes and the cell size of $a(n) = \frac{\ln n}{n}$, there is no

\(^1\)Similar results were also presented in [4] and [7], but with a larger $a(n)$ ([4] assumed that $a(n) \geq 2 \ln n/n$ while [7] assumed that $a(n) = 3 \ln n/n$).
empty cell almost surely when \( n \to \infty \). That is, the routing scheme is feasible almost surely when \( n \to \infty \).

**Proof** In auxiliary network \( \alpha \), each node can be in any cell with equal probability of \( \frac{\ln n}{n} \). For a particular cell, the probability of this cell is an empty cell is \( (1 - \frac{\ln n}{n})^n \). Therefore, the probability that an empty cell exists is no more than \( \frac{n}{\ln n} (1 - \frac{\ln n}{n})^n \). When \( n \to \infty \), this probability is

\[
\lim_{n \to \infty} \frac{n}{\ln n} (1 - \frac{\ln n}{n})^n = \lim_{n \to \infty} \frac{n}{\ln n} (1 - \frac{\ln n}{n})^{-\frac{n}{\ln n}(-\ln n)}
\]

\[
= \lim_{n \to \infty} \frac{n}{\ln n} e^{-\ln n}
\]

\[
= \lim_{n \to \infty} \frac{1}{\ln n}
\]

\[
= 0 ,
\]

where the second equality holds because \( \lim_{n \to \infty} \frac{n}{\ln n} \to \infty \) and \( \lim_{x \to \infty} (1 - \frac{1}{x})^{-x} = e \). This shows that the probability of the existence of an empty cell is low, i.e., there is no empty cell almost surely when \( n \to \infty \). This completes the proof. \( \square \)

**Scheduling Scheme:** In our solution, we design the same scheduling scheme for all bands, i.e., once a link is active, it treats all bands in \( B_\alpha \) as one aggregated band. We consider time-slot based scheduling, i.e., we divide one time frame into multiple time slots to satisfy the protocol model scheduling constraint (3).

To analyze the performance of our scheduling scheme, we need to know the number of conflicting links for each link \((i, j)\), which directly affects the number of time slots for scheduling and capacity. Two links are in conflict if they cannot be active on the same band at the same time. Then, we have the following lemma on the number of conflicting links for any link in the network.
Lemma 4 Under our routing scheme for auxiliary network $\alpha$ with $n$ nodes, the number of conflicting links for any link is upper bounded by $O(n\sqrt{a(n)})$ almost surely when $n \to \infty$.

Proof Note that for a link $(i, j)$, there are two cases where a link $(k, l)$ can be its conflicting link. One case is that link $(k, l)$ interferes with link $(i, j)$ and the other case is that link $(k, l)$ is interfered by link $(i, j)$. In this proof, for a given link $(i, j)$, we first analyze the number of conflicting links that interfere with link $(i, j)$.

Since the routing scheme is cell-based, we first analyze the number of interfering cells and then analyze the number of conflicting links in an interfering cell. Suppose that the receiver of link $(i, j)$ is in cell $Q$. We say a cell $Q'$ is an interfering cell with respect to cell $Q$ if and only if the distance between a transmitting node in cell $Q'$ and a receiving node in cell $Q$ is no more than $(1 + \Delta)r(n)$. Referring to Fig. 3 and following similar idea in [4, 7], we can obtain that the number of interfering cells to cell $Q$ is no more than $c_1 = (2\lceil(1+\Delta)r(n)/\sqrt{a(n)}\rceil + 1)^2 = (2\sqrt{5}(1 + \Delta) + 1)^2$, which is a constant.
Next, we analyze the number of links that interfere with link \((i, j)\) in each interfering cell. Clearly, this number is no more than the number of transmissions in this cell. Based on the routing scheme discussed earlier, the number of transmissions in a cell is equal to the number of source-destination lines intersecting this cell, which is \(O(n \sqrt{a(n)})\) almost surely when \(n \to \infty\) [4].

Combining the above results, the number of conflicting links that interfere with link \((i, j)\) is given by \(c_1 O(n \sqrt{a(n)}) = O(n \sqrt{a(n)})\) almost surely when \(n \to \infty\).

Following the same token, we can obtain the same result on the number of conflicting links that are interfered by link \((i, j)\). Then the number of all conflicting links for a link \((i, j)\) is upper bounded by \(O(n \sqrt{a(n)}) + O(n \sqrt{a(n)}) = O(n \sqrt{a(n)})\) almost surely when \(n \to \infty\). This completes the proof.

To schedule these conflict links, we use a conflict graph to model them. Each link in the auxiliary network corresponds to a vertex in the conflict graph, and any conflict in the auxiliary network is represented by an edge connecting two corresponding vertices in the conflict graph. If we use different vertex-color to represent each time slot, then the scheduling problem reduces to the well-studied vertex-color problem. Using Lemma 4, the degree of each vertex in the conflict graph will be at most \(c_2 \cdot n \sqrt{a(n)}\) for some constant \(c_2\) almost surely when \(n \to \infty\). Then the required number of colors is at most \(1 + c_2 \cdot n \sqrt{a(n)}\) [18]. So we can divide one time frame into at most \(1 + c_2 \cdot n \sqrt{a(n)}\) equal length time slots for scheduling. Therefore, the achievable throughput \(\lambda_\alpha(n)\) is given by

\[
\lambda_\alpha(n) \geq \frac{C_\alpha}{1 + c_2 \cdot n \sqrt{a(n)}}
\]

\[
= \frac{C_\alpha}{1 + c_2 \sqrt{n \ln n}}
\]

\[
= \Omega \left( \frac{C_\alpha}{\sqrt{n \ln n}} \right),
\]
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where the second equality holds because $a(n) = \frac{\ln n}{n}$.

### 4.2.3 Obtain a Feasible Solution to the Original CRN

In the last step, we find a feasible solution $\psi_{\alpha}$ to the auxiliary network that has a throughput of $\lambda_{\alpha}(n) = \Omega(\frac{C_{\alpha}}{\sqrt{n \ln n}})$. Based on $\psi_{\alpha}$, we now define a feasible solution $\psi$ to the original CRN. In $\psi$, for routing, we follow the same routing scheme as that in $\psi_{\alpha}$. For scheduling, if a link $(i, j)$ is active on all bands in $B_{\alpha}$ in a time slot under solution $\psi_{\alpha}$ (recall that in $\psi_{\alpha}$, once a link is active, it uses all bands in $B_{\alpha}$), then we let this link be active on all bands in $B_{ij}$ in the same time slot under solution $\psi$. Given that each link has more diverse bands in the original CRN than in $\alpha$, solution $\psi$ constructed in this manner is also feasible. This result is stated in the following lemma.

**Lemma 5** The constructed $\psi$ is a feasible solution to the original CRN under the protocol model and its throughput $\lambda(n) = \lambda_{\alpha}(n)$.

**Proof** To show $\psi$ is feasible, we need to show that constraints (1), (2), and (3) hold under $\psi$. Based on the construction of $\psi$, it is clear that band assignment constraint (1) holds. Furthermore, routing constraints (2) also holds under $\psi$ by the construction of $\psi$ and the feasibility of $\psi_{\alpha}$. Before we show that scheduling constraint (3) holds under $\psi$, we need to analyze the relationship between $E_{\psi}^m(t)$ (the set of active links on a band $m$ at time $t$ under $\psi$) and $E_{\psi_{\alpha}}(t)$ (the set of active links at time $t$ under $\psi_{\alpha}$). Note that $E_{\psi}^m(t)$ is different for different band $m$. But under $\psi_{\alpha}$, once a link is active, it uses all bands in $B_{\alpha}$. Thus, $E_{\psi_{\alpha}}(t)$ does not depend on bands. Based on the construction of $\psi$, we have that a link $(i, j) \in E_{\psi}^m(t)$ if and only if $m \in B_{ij}$ and under $\psi_{\alpha}$, link $(i, j)$ is active at time $t$ under $B_{\alpha}$. Thus, we have

$$E_{\psi}^m(t) = \{ (i, j) : m \in B_{ij}, (i, j) \in E_{\psi_{\alpha}}(t) \} \subseteq E_{\psi_{\alpha}}(t).$$

(5)

Now we are able to show that (3) also holds under $\psi$. Consider a link $(i, j) \in E_{\psi}^m(t)$. It is clear
from (5) that any other link \((k, l) \in \mathcal{E}^m(t)\) is also in \(\mathcal{E}_{\psi}(t)\), i.e., a link that is active on band \(m\) at time \(t\) under \(\psi\) is also active at time \(t\) under \(\psi_\alpha\). Then, since (3) holds under \(\psi_\alpha\), (3) should also hold under \(\psi\). Thus, solution \(\psi\) is feasible.

Finally, we analyze the throughput achieved by \(\psi\). For each link \((i, j)\), since we have \(C_{ij} \geq C_\alpha\) by Property 1, the achieved capacity on each link \((i, j)\) under \(\psi\) is no less than that under \(\psi_\alpha\). Since link capacity constraint holds on each link under \(\psi_\alpha\) and the same routing scheme is used in \(\psi\), link capacity constraint also holds on each link under \(\psi\). Thus, the same throughput \(\lambda(n) = \lambda_\alpha(n)\) is achieved by \(\psi\).

Combining Lemmas 2 and 5, we have the following capacity lower bound for a CRN.

**Theorem 2** Under the protocol model, the capacity of a CRN is \(\lambda(n) = \Omega\left(\frac{C_\alpha}{\sqrt{n \ln n}}\right)\) almost surely when \(n \to \infty\).

## 5 Asymptotic Capacity under the Physical Model

In this section, we analyze the capacity scaling law under the physical model. We consider both the special case where nodes are allowed to perform synchronized power control and the general case where each node is allowed to perform independent power control. For the spacial case, the result can be summarized as follows (see Theorems 3 and 5).

*Under the physical model with synchronized power control on all nodes, the capacity of a CRN with \(n\) nodes is \(\lambda(n) \in \left[\Omega\left(\frac{C_\alpha}{\sqrt{n \ln n}}\right), O\left(\frac{C_\alpha}{\sqrt{n}}\right)\right]\) almost surely when \(n \to \infty\).*

For the general case, the result can be summarized as follows (see Theorems 4 and 5).

*Under the physical model with independent power control on each node, the capacity of a CRN with \(n\) nodes is \(\lambda(n) \in \left[\Omega\left(\frac{C_\alpha}{\sqrt{n \ln n}}\right), O\left(\frac{C_\alpha}{n^{1/\gamma}}\right)\right]\) almost surely when \(n \to \infty\), where \(\gamma\) is the path loss index.*
5.1 Finding An Upper Bound

We again employ auxiliary network $\zeta$ (see Definition 1) to facilitate our analysis. Similar to Lemma 1 for the protocol model, we have the following lemma for the physical model.

**Lemma 6** Under the physical model, for any given CRN, its capacity is no more than the capacity of its corresponding auxiliary network $\zeta$, regardless whether independent or synchronized power control on each node.

For the homogenous auxiliary network $\zeta$ with synchronized power control, we can apply the results in [5] and obtain its capacity upper bound as $O\left(\frac{C\zeta}{\sqrt{n}}\right)$. Then based on Lemma 6, we have the following capacity upper bound for the original CRN.

**Theorem 3** Under the physical model with synchronized power control on all nodes, a capacity upper bound for a CRN with $n$ nodes is $O\left(\frac{C\zeta}{\sqrt{n}}\right)$ almost surely when $n \to \infty$.

For the general case with independent power control on each node, we have the following lemma for auxiliary network $\zeta$. The proof is given in the appendix.

**Lemma 7** Under the physical model with independent power control on each node, the capacity of auxiliary network $\zeta$ is $\lambda_{\zeta}(n) = O\left(\frac{C\zeta}{n^{\gamma/\gamma}}\right)$ almost surely when $n \to \infty$.

Combining Lemmas 6 and 7, we have the following theorem.

**Theorem 4** Under the physical model with independent power control on each node, the capacity of a CRN is $\lambda(n) = O\left(\frac{C\zeta}{n^{\gamma/\gamma}}\right)$ almost surely when $n \to \infty$. 
5.2 Construction of A Lower Bound

Similar to the case under the protocol model, we employ our auxiliary network $\alpha$ (see Definition 2) and follow the two-step approach (as we did in Section 4.2) to construct a lower bound, although the details are different.

**Step 1: A Feasible Solution for Auxiliary Network $\alpha$.** We now need to construct a feasible solution for auxiliary network $\alpha$. However, constructing a feasible solution for the physical model is more difficult than that for the protocol model. This is because that under the protocol model, we only need to consider distance in scheduling constraint (3). But under the physical model, we also need to consider power control in the SINR constraint (4).

Given that we have developed a feasible solution $\psi_\alpha$ for the protocol model, we hope to use this result and develop a feasible solution for the physical model. We observe that if we set the parameter $\Delta$ in the protocol model “large enough”, then $\psi_\alpha$ is also a feasible solution for the physical model. This is because a large $\Delta$ will impose more constraints on conflict graph, and thus reduce interference from neighboring nodes in the protocol model solution. As a result, the SINR at a receiver can be made large enough to satisfy the physical model SINR constraint (4). In this case, $\psi_\alpha$ is also a feasible solution for the physical model. This insight is the basis of the following lemma.

**Lemma 8** Under the physical model, we can construct a feasible solution $\psi_\alpha$ to auxiliary network $\alpha$ with a capacity of $\lambda_\alpha(n) = \Omega(\frac{C_\alpha}{\sqrt{n} \ln n})$.

**Proof** In this proof, we show that if we set

$$\Delta \geq \left( \frac{p(n)\beta}{2r(n)^2(p(n) - \beta p(n)^\gamma)} \right)^{\frac{1}{1+\gamma}} - 1,$$  \hspace{1cm} (6)
where \( p(n) \) is the transmission power used in the protocol model solution \( \psi_\alpha \), then the solution \( \psi_\alpha \) developed for the protocol model (in Section 4.2.2) is also feasible under the physical model.

First, we show that the physical model SINR constraint (4) is satisfied under \( \psi_\alpha \). Based on the construction of \( \psi_\alpha \) in Section 4.2.2, we know that once a link \( (i,j) \) is active, other nodes within a square with side length \( 2(1 + \Delta)r(n) + \sqrt{a(n)} \), which is centered on the cell where node \( j \) is located, cannot transmit (see Fig. 3). Note that node \( j \) may be located on the boundary of the unit square. Thus, the number of links that make interference to link \( (i,j) \) is at most

\[
\lfloor \frac{2(1 + \Delta)r(n) + 1}{2(1 + \Delta)r(n) + \sqrt{a(n)}} \rfloor^2 - 1
\]

\[
\leq \left( \frac{2(1 + \Delta)r(n) + 1}{2(1 + \Delta)r(n) + \sqrt{a(n)}} \right)^2 - 1
\]

\[
= \frac{[1 - \sqrt{a(n)}][4(1 + \Delta)r(n) + \sqrt{a(n)} + 1]}{[2(1 + \Delta)r(n) + \sqrt{a(n)}]^2}
\]

\[
< \frac{2}{[2(1 + \Delta)r(n) + \sqrt{a(n)}]^2}
\]

\[
< \frac{2}{4[(1 + \Delta)r(n)]^2}
\]

\[
= \frac{1}{2[(1 + \Delta)r(n)]^2},
\]

where the third inequality holds by \( 1 - \sqrt{a(n)} < 1 \) and \( 4(1 + \Delta)r(n) + \sqrt{a(n)} \to 0 < 1 \) when \( n \to \infty \). Based on the construction of \( \psi_\alpha \), the interference at receiving node \( j \) from each of these...
links will be at most \( \frac{p(n)}{[1+\Delta]r(n)} \). Therefore, we have

\[
\text{SINR}_{ij} > \frac{p(n)/r(n)^\gamma}{\eta + \frac{1}{2[(1+\Delta)r(n)]^2} \frac{p(n)}{[1+\Delta]r(n)}^\gamma}
\]

\[
= \frac{r(n)^{-\gamma}}{\eta p(n)^{-1} + \frac{1}{2}([1+\Delta]r(n))^{-(2+\gamma)}}
\]

\[
\geq \frac{r(n)^{-\gamma}}{\eta p(n)^{-1} + [\beta^{-1}r(n)^{-\gamma} - \eta p(n)^{-1}]^\gamma} = \beta,
\]

where the third inequality holds by (6). Thus, under \( \psi_\alpha \), for each link \((i,j)\) that is active on a band \( m \in B_{ij} \) at time \( t \), the SINR constraint (4) holds. Therefore, the power control and scheduling schemes in \( \psi_\alpha \) are also feasible under the physical model. Furthermore, the achieved capacity on each link under the physical model is equal to that under the protocol model. As a result, link capacity constraint is still satisfied on each link under the physical model and the achieved throughput under the physical model will be the same as that under the protocol model, which is \( \Omega(\frac{C_\alpha}{\sqrt{n \ln n}}) \) almost surely when \( n \to \infty \).

In this solution, the same transmission power \( p(n) \) is used at all nodes (i.e., synchronized power control). Note that a feasible solution under synchronized power control is also a feasible solution under independent power control. Thus, under the physical model, a lower bound on the capacity of auxiliary network \( \alpha \) is \( \lambda_\alpha(n) = \Omega(\frac{C_\alpha}{\sqrt{n \ln n}}) \) almost surely when \( n \to \infty \) for both independent power control and synchronized power control.

\( \square \)

**Step 2: Obtain a Feasible Solution to the Original CRN.** We now need to transform the feasible solution constructed in Step 1 for auxiliary network \( \alpha \) to a feasible solution to the original CRN. This transformation is similar to that in Section 4.2.3, except that we need to verify that the constructed solution is feasible for the physical model, i.e., the SINR constraint (4). We state our result in the following lemma.
Lemma 9 Under the physical model, we can construct a feasible solution \( \psi \) to the original CRN with a throughput \( \lambda(n) = \lambda_\alpha(n) \).

Proof We construct \( \psi \) by using the same routing scheme as that in \( \psi_\alpha \). The power control and scheduling schemes in \( \psi \) are constructed as follows. Let each link \((i, j)\) be active on all bands in \( B_{ij} \) at time \( t \) whenever it is active on all bands in \( B_\alpha \) under \( \psi_\alpha \). Also, we set the transmission power \( p(n) \) as that in \( \psi_\alpha \).

For a link \((i, j)\) that is active on a band \( m \) at time \( t \) under \( \psi \), its SINR is

\[
\text{SINR}_{ij}(\psi) = \frac{g_{ij} \cdot p(n)}{\eta + \sum_{(k,l) \neq (i,j)} g_{kj} \cdot p(n)} \geq \frac{g_{ij} \cdot p(n)}{\eta + \sum_{(k,l) \neq (i,j)} g_{kj} \cdot p(n)} = \text{SINR}_{ij}(\psi_\alpha) \geq \beta ,
\]

where the second inequality holds because \( E^m_\psi(t) \subseteq E^m_\psi_\alpha(t) \) in (5), and the last inequality holds because \( \psi_\alpha \) is feasible. Thus, under \( \psi \), for each link \((i, j)\) that is active on a band \( m \in B_{ij} \) at time \( t \), the SINR constraint (4) holds. Therefore, the power control and scheduling schemes in \( \psi \) are feasible.

For each link \((i, j)\), since we have \( C_{ij} \geq C_\alpha \) in Property 1, the total achieved link capacity under \( \psi \) is no less than that under \( \psi_\alpha \). Since the same routing scheme is used, this routing scheme in \( \psi \) is also feasible. Thus, \( \psi \) is a feasible solution with a throughput \( \lambda_\alpha(n) \). Again, since the same transmission power \( p(n) \) is used at all nodes, this solution is a feasible solution under both synchronized power control and independent power control. Thus, for the physical model, a lower bound for the capacity of a CRN is \( \lambda(n) = \lambda_\alpha(n) \) under both independent power control and synchronized power control.

Based on Lemmas 8 and 9, we have the follow theorem on lower bound of a CRN capacity.
Theorem 5 Under the physical model, the capacity of a CRN is $\lambda(n) = \Omega(\frac{C_\alpha}{\sqrt{n \ln n}})$ almost surely when $n \to \infty$.

6 Conclusion

In this paper, we studied capacity scaling laws for cognitive radio ad hoc networks (CRNs) under both the protocol and the physical models, respectively. The main novelties in this work are: (1) the design of suitable auxiliary networks to analyze a network with heterogeneous bands, and (2) the analysis of relationship between solutions under the auxiliary networks and solutions to the original CRNs. Although our results for CRN share similar form to those results by Gupta-Kumar for single-channel single-radio network, our problem is much more challenging and the approach is far beyond a simple extension of that in [5]. The results in this paper fill an important gap in the fundamental understanding of CRNs.
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Appendix

Proof of Lemma 7: In this proof, instead of analyzing capacity directly, we analyze the total distance traversed by all data generated over a time duration $T$ (i.e., $\lambda_\zeta(n)nT$), which we call aggregate capacity-distance over $T$, denoted as $ACD_T$. Note that $ACD_T$ is similar to the transport capacity in [5]. We find that there exists an inequality relationship between $ACD_T$ and throughput $\lambda_\zeta(n)$ and a constant upper bound for $ACD_T$ can be computed. As a result, we can compute an upper bound for throughput $\lambda_\zeta(n)$.

We begin our proof by finding an inequality relationship between $ACD_T$ and throughput $\lambda_\zeta(n)$. During $T$, the network can transport $\lambda_\zeta(n)nT$ units of data in total. For a particular unit of data $b$, let $h(b)$ denote the number of hops on the path from its source to its destination and $d(q,b)$ denote the length of the $q$-th hop. Then we have

$$ACD_T = \sum_{b=1}^{\lambda_\zeta(n)nT} \sum_{q=1}^{h(b)} d(q,b) \geq \lambda_\zeta(n)nT\bar{D},$$

(7)

where $\bar{D}$ is the average distance between source and destination nodes.
Then we develop an upper bound for $ACD_T$. Since the function $f(x) = x^\gamma$ is convex for any $\gamma \geq 2$, we have

$$
\left( \sum_{b=1}^{\lambda_c(n)n^T} \frac{1}{H} h(b) \sum_{q=1}^{\lambda_c(n)n^T} d(q, b) \right)^\gamma \leq \frac{1}{H} \sum_{b=1}^{\lambda_c(n)n^T} \sum_{q=1}^{\lambda_c(n)n^T} d^\gamma(q, b),
$$

where $H = \sum_{b=1}^{\lambda_c(n)n^T} h(b)$ is the total number of hops traversed by all data in $T$. This gives us

$$
ACD_T = \sum_{b=1}^{\lambda_c(n)n^T} \sum_{q=1}^{\lambda_c(n)n^T} d(q, b)
\leq H \left( \frac{1}{H} \sum_{b=1}^{\lambda_c(n)n^T} \sum_{q=1}^{\lambda_c(n)n^T} d^\gamma(q, b) \right)^{\frac{1}{\gamma}}
= H^{1-\frac{1}{\gamma}} \left( \sum_{b=1}^{\lambda_c(n)n^T} \sum_{q=1}^{\lambda_c(n)n^T} d^\gamma(q, b) \right)^{\frac{1}{\gamma}}.
$$

(8)

Now we analyze $H$ and $\sum_{b=1}^{\lambda_c(n)n^T} \sum_{q=1}^{h(b)} d^\gamma(q, b)$. We first obtain an upper bound for $H$. Note that a node that is receiving cannot transmit on the same band at the same time. Therefore, in any given time slot, at most $\frac{n}{2}$ nodes can transmit simultaneously in one band. For each link $(i, j)$, its capacity is $C_\zeta$. Thus, the total bits that can be transmitted by all nodes during $T$ is at most $\frac{nC_\zeta T}{2}$, i.e.,

$$
H \leq \frac{nC_\zeta T}{2}.
$$

(9)

We now find an upper bound for $\sum_{b=1}^{\lambda_c(n)n^T} \sum_{q=1}^{h(b)} d^\gamma(q, b)$. Consider a transmission from node $i$ to node $j$ on channel $m$. Since the SINR constraint (4) holds at node $j$, we have

$$
\frac{p_{ij}^m(t)/d_{ij}^\gamma}{\eta + \sum_{(k,l) \neq (i,j)} \sum_{(k,l) \in I^n(t)} p_{kl}^m(t)/d_{kj}^\gamma} \geq \beta.
$$
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Adding the signal power from node $i$ in the denominator, we have
\[
\frac{p_{ij}^m(t)/d_{ij}^\eta}{\eta + \sum_{(k,l)\in E^m(t)} p_{kl}^m(t)/d_{kj}^\gamma} \geq \frac{\beta}{\beta + 1}.
\]

Based on this observation, we can develop an upper bound on $d_{ij}^\eta$ as follows.
\[
d_{ij}^\eta \leq \frac{\beta + 1}{\beta} \cdot \frac{p_{ij}^m(t)}{\eta + \sum_{(k,l)\in E^m(t)} p_{kl}^m(t)/d_{kj}^\gamma} \leq \frac{\beta + 1}{\beta} \cdot \frac{p_{ij}^m(t)}{\eta + \sum_{(k,l)\in E^m(t)} p_{kl}^m(t)/(\sqrt{2})^\gamma} < \frac{\beta + 1}{\beta} \frac{p_{ij}^m(t)}{\sum_{(k,l)\in E^m(t)} p_{kl}^m(t)/(\sqrt{2})^\gamma},
\]
where the second inequality holds by $d_{kj} \leq \sqrt{2}$. Summing over all the simultaneous transmissions on band $m$, we have
\[
\sum_{(i,j)\in E^m(t)} d_{ij}^\eta \leq \frac{\beta + 1}{\beta} \cdot \frac{\sum_{(i,j)\in E^m(t)} p_{ij}^m(t)}{\eta + \sum_{(k,l)\in E^m(t)} p_{kl}^m(t)/(\sqrt{2})^\gamma} = (\sqrt{2})^\gamma \frac{\beta + 1}{\beta}.
\]

Summing the above inequality over all bands in $B_\zeta$ and over time duration $T$, we have
\[
\sum_{b=1}^{\lambda_\zeta(n)nT} \sum_{q=1}^{\lambda_\zeta(b)} d^\gamma(q,b) = \sum_{m\in B_\zeta} \int_0^T \sum_{(i,j)\in E^m(t)} d_{ij}^\eta < C_B \cdot (\sqrt{2})^\gamma (\beta + 1) T. \tag{10}
\]

By (8), (9), and (10), we have
\[
\lambda_\zeta(n)nT < \left( \frac{nC_\zeta T}{2} \right)^{1/\gamma} \left[ (\sqrt{2})^\gamma (\beta + 1) \right]^{1/\gamma} C_\zeta T \]

\[
= \frac{nC_\zeta T}{\sqrt{2}} \left[ \frac{2(\beta + 1)}{n\beta} \right]^{1/\gamma}. \tag{11}
\]
Finally, we can develop an upper bound on $\lambda_\zeta(n)$. Based on (7) and (11), we have

$$\lambda_\zeta(n) n T \bar{D} \leq ACD_T < \frac{nC_\zeta T}{\sqrt{2}} \left[ \frac{2(\beta + 1)}{n\beta} \right]^{\frac{1}{\gamma}}.$$

Thus,

$$\lambda_\zeta(n) < \frac{C_\zeta}{\sqrt{2}D} \left[ \frac{2(\beta + 1)}{n\beta} \right]^{\frac{1}{\gamma}} = O \left( \frac{C_\zeta}{n^{1/\gamma}} \right).$$

This completes the proof. \hfill \Box