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ABSTRACT
Software reuse is the use of software resources from all stages of the software development process in new applications. Rather the opportunistically reuse (e.g., by cutting and pasting code snippets from existing programs into new programs), we consider here the systematic reuse. This paper introduces a novel framework that helps identify automatically the segments of software that can be reused in building new software. This framework based on a UML use case textual specification and a recent natural language processing technique called Textual Entailment. We argue that such approach will reduce software development cycle time and cost and improve software quality.
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1. INTRODUCTION

Software reuse is the process of creating software systems from existing software rather than building software systems from scratch. [1]. Reuse has been a popular topic of discussion for over three decades in the software engineering community and still on. There are two main categories for reuse: opportunistically software reuse and Systematic software reuse. Opportunistically reuse means to choice the appropriate source code parts/components that can be used in the new software system from old ones. Many developers have successfully applied reuse opportunistically, e.g., by cutting and pasting code snippets from existing programs into new programs. Opportunistic reuse works fine in a limited way for individual programmers or small groups. However, it does not scale up across business units or enterprises to provide systematic software reuse.

Systematic software reuse means constructing and applying multi-use assets like architectures, patterns, components, and frameworks as assets base. This assets base uses to derive the appropriate parts that are useful to build the new software systems. Systematic reuse is a promising means to reduce development cycle time and cost, improve software quality, and leverage existing effort.

It has long been recognized that reuse in the early development phases of an application can reduce the effort of producing new software and improve their quality. In this paper, we present a novel framework that helps identify automatically the segments of software that can be reused in building new software. This framework based on a UML use case textual specification and a recent natural language processing technique called Textual Entailment.

The concept textual entailment is a new approach that is applied in natural language processing field [2] [3]. It used to indicate the state in which the semantics of natural language written text can be inferred from the semantics of another one. Especially, if the truth of a text segment entails the truth of another text segment. This paper addresses using textual entailment approach in the software reuse field. This new approach based on the use case stage inside the software development cycle. This stage is one of the earliest stages in the software development life cycle. Textual use case describes the necessary steps required to illustrate the behavior of actors outside the system with the use cases that lies inside the system.

The rest of the paper is organized in the following way. Section 2 gives a brief introduction to text entailment approach. In Section 3, introduces briefly textual use case. Section 4 illustrates our motivation example that will play role to clarify our ideas in next sections. Section 5 proposes our textual entailment reuse software framework that automatically checks whether the new system/subsystem can be inferred from software asset database and then generates the new system/subsystem from the old use case scenarios. Section 5 addresses related research topics to our research. Lastly, Section 6, we draw attention for some conclusions and some idea about future works.

2. TEXT ENTAILMENT APPROACH

Textual entailment defines the task that requires to recognize, given two text fragments, whether the meaning of one text can be inferred (entailed) from another text. More concretely, textual entailment (TE) is defined as a directional relationship
between pairs of text expressions, denoted by $T$ - the entailing "Text", and $H$ - the entailed "Hypothesis". We say that $T$ entails $H$ if the meaning of $H$ can be inferred from the meaning of $T$, as would typically be interpreted by people. For example, given the texts:

1. A Union Pacific freight train hit five people.
2. A Union Pacific freight train struck five people.

It is clear that the meaning of the second one can be inferred from the meaning of the first one. Therefore, it is said that textual entailment exists between both texts. This somewhat informal definition is based on (and assumes) common human understanding of language as well as common background knowledge. It is similar in spirit to evaluation of applied tasks such as Question Answering (QA) and Information Extraction (IE), in which humans need to judge whether the target answer or relation can indeed be inferred from a given candidate text.

In fact, one of the fundamental characteristic of natural language is the variability of text semantic expression, where the same meaning can be expressed by, or inferred from, different texts. This natural language characteristic may be considered as the language ambiguity twin problem. Both can be combined to form the many-to-many mapping between language expressions and meanings during the language processing approaches. Many natural language processing applications, such as question answering, information extraction, multi-document summarization, and machine translation evaluation, need a model for this variability characteristic in order to recognize that a particular target meaning can be inferred from different text variants. Although there are many different applications that are need similar models for text semantic variability. This problem has been addressed many times in a different application-oriented manners and method views that are evaluated by their impact on final application performance. For example, one of the earliest applications of text similarity is perhaps the vectorial model in information retrieval (IR), where the document most relevant to an input query is determined by ranking documents in a collection in reversed order of their similarity to the given query [4].

Overall, these various approaches become difficult to compare such various practical methods that were developed within different applications under the same framework conditions. Furthermore, researchers within one application area might not be aware of relevant methods that were developed in the context of another application. This leads to big challenge to build a clear framework that has clear generic task definitions and evaluations. Recently, there are two consecutive attempts to investigate such challenge: the first Recognizing Textual Entailment Challenge (15 June 2004 - 10 April 2005) [2] and the second Recognizing Textual Entailment Challenge (1 October 2005 - 10 April 2006) [3]. Both try to promote an abstract generic task that captures major semantic inference needs across applications. However, as in other evaluation tasks, these challenges give a new definition of textual entailment from operational view and corresponds to the judgment criteria given to the annotators who decide whether this relationship holds between a given pair of texts or not.

Recently there have been a few suggestions in the literature to regard entailment recognition for texts as an applied, empirically evaluated, task (cf. [5]). Textual entailment is also related, of course, to formal literature about logical entailment and semantic inference. It may be noted that from an applied empirical perspective, much of the effort is directed at recognizing meaning-entailing variability at the lexical and syntactic levels, rather than addressing relatively delicate logical issues. It seems that major inferences, as needed by multiple applications, can indeed be cast in terms of textual entailment.
For example, a QA system has to identify texts that entail a hypothesized answer. Given the question "What does Peugeot manufacture?", the text "Chretien visited Peugeot's newly renovated car factory" entails the hypothesized answer form "Peugeot manufactures cars".

Similarly, for certain information retrieval queries the combination of semantic concepts and relations denoted by the query should be entailed from relevant retrieved documents. In IE entailment holds between different text-variants that express the same target relation. In multi-document summarization a redundant sentence, to be omitted from the summary, should be entailed from other sentences in the summary. And in machine translation evaluation a correct translation should be semantically equivalent to the gold standard translation, and thus both translations should entail each other. Therefore, it is expected that the textual entailment recognition is a suitable generic task for evaluating and comparing applied semantic inference models.

Eventually, such efforts promote the development of entailment recognition "engines" which provide useful generic modules across applications (see [6] [2] [3]).

3. TEXTUAL USE CASES

A use case is a technique for modeling the functional requirements of systems and systems-of-systems as perceived by outside users, called actors. A use case is a coherent unit of externally visible functionality provided by a system unit and expressed by sequences of messages exchanged by the system unit and one or more actors of the system unit. Each use case provides one or more scenarios that convey how the system should interact with actors to achieve a specific business goal or function. Use case actors may be end users or other systems. The purpose of the use case model is to list the actors and use cases and show which actors participate in each use case without revealing the internal structure of the system [7]. In the fact, the main motivation for using use cases is that the use case model represents the conceptual center of the software development cycle and able to drive everything that follows in the software life cycle.

In the traditional approach, natural languages, like plain English, is used for writing the use cases. A strong benefit of this approach is that use cases are comprehensible to a wide audience. A textual use case describes the possible scenarios of the future system, by showing how a particular goal is achieved by the System under Design (SuD) [8] and its surrounding actors in a sequence of steps. A step of a textual use case describes an action that is either a request or information passed between an actor and SuD actors, or an action internally processed by SuD (Figure 1 shows a fragment of a textual use case). These steps are forming the main success scenario specification, with extensions and variations specifying additional scenarios. Although there are slightly different methodologies to represent the use cases, the basic idea is same that a use case is usually specified as a sequence of steps forming the main success scenario specification, with extensions and variations specifying additional scenarios. In general, the structure of the textual descriptions is defined as template, providing generic guidelines as to how to specify the generated scenarios by means of main success scenario, its extensions, and variants, plus which fields should be included in the header of a use case.
In the practical approach, graphical representation of such process is easier to produce and to understand. Use case diagrams are graphical depictions of the relationships between actors and use cases and between a use case and another use case. In both cases, use cases and use case diagrams should be documents that users can interpret easily.

4. MOTIVATING EXAMPLE

We introduce the textual entailment approach to reuse software through a simple example. The example presents the use case representation for sell apartment system. This example shows a part of the dynamic phase of real estate system [9] that manages buying and/or selling the apartments. The textual use case for the proposed example is listed as follows:

**Use Case Name:** Sell Apartment

**System Textual Use Case Summary:**

*The seller lists the Apartment, a buyer purchases the Apartment, and the agent guides them through the process and offers advice, caution, and recommendation.*

**Basic Course of Events:**

1. The seller selects an agent.
2. The system responds by assigning an agent and notifying the seller’s agent.
3. The seller lists the Apartment to sell.
4. The system responds by displaying this Apartment in the Apartment listing and linking it for searches.
5. The buyer selects an agent.
6. The buyer reviews the Apartment listing by entering search criteria.
7. The system responds by displaying properties that match the buyer’s search criteria.
8. The buyer finds an Apartment and makes an offer on it.
9. The system responds by notifying the seller and the seller’s agent.
10. The seller responds to the offer with a counteroffer.
11. The system responds by notifying the buyer and the buyer’s agent.
12. The buyer and the seller agree to terms.
13. The system responds by recording the agreement.
14. The buyer indicates that a loan is required.
15. The system responds by locating an appropriate loan provider.
16. The buyer and the loan provider agree to loan terms.
17. The system responds by recording the terms of the loan.
18. The buyer and seller close on the Apartment.
19. The system responds by recording the details of the close.

**Pre-conditions:** N/A  
**Post-conditions:** N/A

Figure 1 is the corresponding use case diagram for sell apartment example above. The use case diagram shows actors interacting with use cases. In this example, we have three actors; buyer, seller, and advisor. These actors interact with each others to achieve the objective of the sell apartment use case, which to sell an apartment. However, in our approach we will concentrate ourselves to textual use case model only.

**Figure 1 Sell Apartment Use Case Diagram**

Suppose there is another software group wishes to model a new system for buying/selling a house. Perhaps the context use case description will be like these cases:

**S1:** *From available house selling list, a shopper acquires the house, and the agent helps them.*

and

**S2:** *The buyer looking for house in the selling list, the owner sales the house and the real state guides them.*

In both cases, we can see that they have the same semantic meaning of the previous example summery (let us gives this summery by SO). However, in the first case the meaning of S1 can be entailed from the meaning of S0. The second case is semantically equivalent to the given example S0 from the natural textual view. Here we will restrict ourself to study the first case in which the meaning of some sentence can be entailed from another sentence. However, we argue that same framework proposed here (next section) can be extending to cover such cases.

Suppose we consider T = S0 as the text and H = S1 as the Hypothesis. It clear that T entails H, this can done automatically by extracting the similar lexical words, for example, we use here the WordNet [10]; the lexical database for English language. In
our example, *buyer* and *shopper* have the same lexical mean. Also the verbs *purchases* and *acquires* and the nouns *apartment* and *house* have the same semantics (as shown in figure 2).

As a result from this semantic similarity, it clears that the basic course of events for both systems will be same. Only we need to change the similar lexical entities to its equivalent in the new system. This is a simple task, which can be done automatically by using the results of extracting the similar lexical words from WordNet. However, here the example is simple for sake of simplicity; we may have that the structure of both sentences is different although the meaning is same. In that case, we have to build the parser trees [6] for both sentences, then matching the corresponding nodes in both trees to check the lexical similarity between words. Only in such approach we must pay attention to negation that may be found in one of these sentences.

This motivate us to use textual entailment to automatically checks whether the new system/subsystem can be inferred from software asset database and then generates the new system/subsystem from the old use case scenarios. As it is well known that the use case stage one of the earliest stages for software development cycle, we argue that using this approach will save a lot of efforts and will make the cost low.

5. TEXTUAL ENTAILMENT SOFTWARE REUSE FRAMEWORK

Figure 3 sketches our proposal framework to employ textual entailment approach to automatically reusable the software systems/subsystems. The framework can be separated into main two stages:

5.1 New Use Case Request Stage

New textual use case summery is submitted to the frame work. Almost any text editing tool can be used in this stage.
5.2 Lexical Textual Entailment Processor

This stage considers the kernel for our framework. The new context use case entity is checked whether it possible to entailed from the software Asset database. Depends on the result of this processor that either it is true or false, we can go further into one of these two sub-stages:

5.2.1 Scenarios Generator:
As the lexical textual entailment processor success to find that the new use case entity entails from the software asset database, it start automatically to generate the new scenarios that corresponds to the new entity.

5.2.2 Design New Use Case:
The new use case request did not find inside the software database and it is need to design manually the new scenario for it. After this done, we add it to our software asset database to enhance our asset base by new use case scenario.

![Figure 3 Textual Entailment Software Reuse Framework](image)

6. RELATED WORK

There are some works that combine the natural language processing techniques and software development methodology. None of them has been used this new approach mentioned here. For example, Mencel [8] have proposed a way to derive a behavior specification from a textual use case by employing linguistic tools. By identifying the communication actions he able to describe how the principle attributes of the action described by a use case step can be acquired from the parser tree of the sentence specifying the step. This parse tree constructed using the proposed linguistic tool.

Osborne and MacNish [11] use natural language processing techniques to aid the development of formal descriptions from requirements expressed in controlled natural language (CL). Also, a rule-based parser is used to analyze natural language
requirements with the goal to assign Logical Form (LF) to natural language requirement specifications; focus is put on resolving parsing errors and ambiguities. In the controlled language selection, it is pointed out that a too restrictive controlled language may be irritating to use (and read), as well as hard to learn and to follow.

Rolland and Proix [12] argues that the requirements engineering process should be supported by a CASE tool based on a linguistic approach. They present a requirement engineering support environment that generates the conceptual specification from a description of the problem space provided through natural language statements. Rule-based parsing is employed to generate a conceptual schema; later, the requirements are validates by paraphrasing the original requirements – generating natural language sentences from the conceptual schema.

7. CONCLUSIONS AND FUTURE WORK

This article presented the application of the textual entailment method in a new application domain, the area of software development. More precisely the software reuse field. We consider the systematic software reuse. This paper introduced a novel framework that helps identify automatically the segments of software that can be reused in building new software. This framework based on a use case textual specification stage that employs in the earliest software development life cycle. Therefore we argue that using this approach will save a lot of efforts and will make the software cost low.

As future work, we intend to integrate the use of lexical textual entailment and the syntactical textual entailment to check not only the sentences that have same syntactic structure but also the sentences with different syntactic structure but have the same semantic means.
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