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Abstract—The cloud computing paradigm provides a shared pool of resources and services with different models delivered to the customers through the Internet via an on-demand dynamically-scalable form charged using a pay-per-use model. The main problem we tackle in this paper is to optimize the resource provisioning task by shortening the completion time for the customers’ tasks while minimizing the associated cost. This study presents the Dynamic Resources Provisioning and Monitoring (DRPM) system, a multi-agent system to manage the cloud provider’s resources while taking into account the customers’ quality of service (QoS) requirements as determined by the service-level agreement (SLA). Moreover, DRPM includes a new Virtual Machine (VM) selection algorithm called the Host Fault Detection (HFD) algorithm. The proposed DRPM system is evaluated using the CloudSim tool. The results show that using the DRPM system increases resource utilization and decreases power consumption while avoiding SLA violations.
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I. INTRODUCTION

The world witnesses rapid advancements in the software used daily. With the emergence of new online services, the users have a continuously increasing need for more resources (such as computational power, memory, permanent storage, network bandwidth, etc.). Thus, the challenge of maintaining a high quality of service lies at the heart of the competition between companies. New technologies especially cloud computing offer companies a chance to provide high-quality online services with minimal cost.

The customers under the cloud computing paradigm are relieved from the burden of owning and operating the physical infrastructure required for their businesses. This means that they do not have to worry about developers and programming teams. Moreover, the customers need not worry about how or where the required tasks are performed; they only care about the cost of using the resources, the services they can get from the cloud providers and the quality of services guarantees. The cloud providers are the ones worrying about achieving efficient utilization and provisioning of resources (be it hardware or software resources), using intelligent ways to monitor and manage the resources, and applying different methods to get the best quality of service guarantees without causing any violation in the service-level agreement (SLA). These are some of the important challenges facing the cloud providers.

Dynamic Resource Provisioning. In cloud computing, elasticity refers to the degree of automatic adaptation in resource provisioning in response to the continuous changes in the customer’s workload and demands. This is basically achieved by automatically, scaling up or scaling down the resources assigned to a certain customer. Such mechanism matches as closely as possible the available resources with the current demands of the customers [1]. So, elasticity can be simply put as avoiding both the overprovisioning and the underprovisioning problems leading to good dynamic resource provisioning [2].

The overprovisioning problem can occur when the reserved resources for a certain customer exceed its demands as shown in the left part of Figure 1. In the figure, the red line represents the allocated resources based on the peak load, which is correctly estimated leading to zero SLA violations. However, without elasticity through non-peak times, resources are wasted (the shaded area represents the wasted resources). On the other hand, the underprovisioning problem can occur when the reserved resources are not suitable to the current customer’s demands. This problem causes SLA violations leading to losing revenue and customers. The underprovisioning problem can have multiple cases as shown in the middle and right parts of Figure 1, respectively. In these figures, the shaded areas represent the SLA violations, which can vary over time depending the customer’s demands [2].

To address the resource provisioning problems discussed in the previous paragraph, dynamic resource provisioning is utilized [2]. The resource capacities are scaled up or down over time depending on the customer’s demands as shown in Figure 2. Such policies are already employed in several systems [3], [4]. One famous example is Amazon’s Web Services (AWS) used on Amazon’s EC2 system.1

Cloud Resource Monitoring. Resource and application monitoring in cloud computing is very important for both the cloud customers and providers. The cloud customers need to monitor their applications and the reserved resources for them to make sure their tasks are working without any problem and to be able to make more accurate future requests for resources and thus avoid paying for resources that will not be used. On the other hand, the cloud providers need to monitor the resource utilization and collect information about it to make better provisioning decisions and prevent any violation in the SLA. Moreover, the resource monitoring encompasses collecting information about resources and using this information to make decisions related to other components in the cloud environment [5].

1http://aws.amazon.com/autoscaling
Fig. 1. The overprovisioning and underprovisioning problems [2].

Fig. 2. Dynamic resource provisioning for the current customers demands over time.

Amazon’s AWS provides to its customers a feature called CloudWatch. This feature offers the customers the ability to monitor their applications on AWS and the resources assigned to them. Also, this feature provides the system administrators and developers the ability to track and collect different performance metrics, react immediately, and gain insights to maintain their applications and businesses seamlessly. CloudWatch can monitor custom metrics produced by cloud customers for their applications and services and can also monitor AWS resources such as Amazon RDS (Relational Database Service) and Amazon EC2.

In this study, we focus on the dynamic resource monitoring and provisioning problems in Infrastructure as a Service (IaaS) cloud computing. The objective is to get the best resource utilization and the shortest completion time of the customers’ tasks while minimizing the cost such as reducing energy consumption. So, we need some mechanisms to reduce the number of virtual machines (VMs) migrations and reduce the number of active physical machines to reduce the energy consumption. Moreover, we need some mechanisms to manage and formulate cloud customers’ requests to increase resource utilization.

The rest of this paper is organized as follows. Section II presents a literature review. In Section III, we present our system model and evaluate it in Section IV. Finally, we conclude in Section V.

II. RELATED WORKS

As mentioned the previous section, the dynamic resource provisioning mechanism has the ability to adapt in an automatic manner to the changes occurring on the customers’ workload and demands at any time. This is achieved by scaling up or down the resources through a set of algorithms, rules and policies to match as closely as possible the available resources with the current workload and demands, thus, avoiding both the overprovisioning and the under-provisioning problems [3], [4], [1], [2].

The resource and application monitoring in the cloud computing is very important for both the cloud provider and the customers. Several mechanisms are suggested for the customers to monitor their applications and reserved resources to make sure their tasks work according to the SLA that has been agreed upon in advance between the cloud provider and the customers in addition to being able to make more accurate future requests for resources. As for the cloud providers, the monitoring mechanisms allow them to monitor their resource utilization in order to maintain their customers’ applications running seamlessly and avoid any SLA violation [5].

There are several cloud computing frameworks that have specific mechanisms to monitor and provision their resources. In this section, we will describe some of the most popular frameworks in the field of cloud computing and their mechanisms.

The Open Cloud Computing Interface (OCCI) Framework by Venticinque et al. [6] supports provisioning, monitoring and auto configuration for the cloud resources to satisfy the application requirements at infrastructure level (IaaS cloud computing service model). The OCCI includes a set of protocols and API with independent vendor and neutral platform, which solve different problems in management of common tasks with satisfaction of integration, portability and interoperability requirements including autonomic scaling, deployment and monitoring.

The CREATE framework architecture by Duong et al. [7], is an extensible and reusable web service based framework with a set of resource provisioning algorithms for dynamic resource provisioning and adaptation on-demand under the IaaS cloud computing service model. The framework was built to interact with different local resource managers, and to manage several sets of resources assimilated from different cloud providers. The design of their framework is flexible and easily extensible.

CREATE has three main components including resource sets (RSS) monitoring and managements service (RMM), RSSs adaptation service (RA) and Cloud clustering service (CC). The first component RMM service is designed to manage the resources configuration and to collect information about the resources and status of RSS workload, although the RA service is designed to manage at the same time many of RSSs, the last component CC service is designed to obtain or release re-
sources from different cloud providers by flexible REST-based interface. The authors in CREATE framework present six resource adaptation algorithms: Job-Number-Parallel (JNP), Job-Number-Sequential (JNS), Job-Time-Parallel (JTP), Job-Time-Sequential (JTS), Hybrid-Parallel (HP) and Hybrid-Sequential (HS).

The main objectives of resource adaptation algorithms in CREATE framework is to minimize the jobs’ completion time and at the same time reduce the cost and overhead of resources. The authors in evaluation methodology that used many different realistic workload scenarios to evaluate and assess the resource adaptations algorithms, the result of their evaluation proves the robustness and effectiveness of some algorithms.

The Aneka system proposed by Vecchiola et al. [8] is a .NET-based application platform-as-a-Service (PaaS) for cloud computing, which offers a set of APIs and runtime environment applications through multiple programming models, and deploying them on private and public cloud computing platforms like Amazon EC2 and GoGrid. The Aneka system offers a resource provisioning mechanism based on SLA orientation. This mechanism works as if the system receives new tasks from cloud customers. It estimates the time needed to complete these tasks in order to finish with current available resource and compare it with SLA deadline time. If the estimation time to complete new tasks is larger than the SLA deadline time, then the system continues working, otherwise, the system scales up the cloud resources and continues work to avoid any SLA violation.

The Elastic-JADE system, proposed by Siddiqui at al. [9], has three parts (user, local machine and Amazon EC2 cloud), which allows it to automatically scale (up or down) Amazon EC2’s resources through JADE platform when heavily loads occur in the local platform. When the resources in local machine exceed a certain threshold (heavily loads occur), the local resources (processing and memory) expend through management agent component in both platform (local machine and Amazon EC2 cloud). The management agent in local machine is responsible for monitoring the complete system in both platforms, communicate with the management agent in Amazon EC2 cloud and send command messages for scale up or down of resources depending on system load.

The Amazon Web Services (AWS) provide customers with an auto-scaling mechanism to scale up or down the Amazon EC2 virtual machines automatically according to the workload and demand changes. This mechanism can save the customers money and improve the performance of Amazon EC2 virtual machines. Moreover, AWS provides the CloudWatch feature, which offers the customers the ability to monitor their applications and assigned resources on AWS, in addition to providing the system administrators and developers the ability to track and collect performance metrics, react immediately, and gain insights to maintain their applications and businesses seamlessly. CloudWatch can monitor custom metrics produced by cloud customers for their applications and services and can also monitor other resources such as Amazon RDS DB and Amazon EC2.

The Coasters framework proposed by Hategan et al. in [10] offers both usability and performance goals by building a uniform framework that allows multiple services to access cloud and grid resources. In other word, it is a uniform access and resources provisioning for cloud and grid computing systems. The Coasters system is coupled with the Swift scripting language to support parallel execution of different jobs. One main advantage of the Coasters system is usability as it does not require users to log into remote systems and prepare services or configure compute nodes. Moreover, since the coaters system defines a real path between the client and the service provider, it attains noticeable performance gains.

Bonvin et al. [11] proposed the Scattered Autonomic Resources (Scarce) framework, a multi-agent platform to dynamically manage the resources using an economic-based approach. The agents run on the server side and are responsible for managing the resources and continually checking the systems health.

III. System Model

In this section, we present the details of our proposed Dynamic Resource Provisioning and Monitoring (DRPM) system. The DRPM system is a multi-agent system that takes into account several factors such as the utilization of cloud provider resources, customers satisfaction and power consumption.

The DRPM system has three main phases: monitoring, analysis and execution. The objective of the first phase is to monitor the cloud provider’s resources such as computational power (henceforth referred to as CPU), memory (henceforth referred to as RAM), permanent storage (henceforth referred to as storage), network bandwidth (henceforth referred to as BW), etc., in addition to monitoring the customers’ tasks and demands. The raw data from this phase are analyzed in the second phase to improve resource management by generating optimized decisions regarding the VM’s specification to be allocated for each customer’s request depending on the SLA. These decisions are sent to the third phase for execution.

As shown in Figure 3, the DRPM system consists of two main layers: the customers’ applications layer and cloud provider’s resources layer. The provider’s resources include a set of datacenters each with a large number of physical machines (hosts). Each host has specific characteristics (in terms of CPU, RAM, storage and BW) to host multiple VMs. Moreover, it has monitoring sensors to measure the utilization of its resources and the execution of the customers’ applications on it. The applications layer consists of a set of customers having several jobs possibly spanning multiple VMs. Each job is associated with specific performance goals specified in the SLA (e.g., time to complete their tasks, number of requests for specific time periods).

The multi-agent components include a global utility agent and a set of local utility agents. Each customer is assigned a local agent responsible for reformulating its requests based on a regression analysis of its history to estimate the amount of resources that will actually be used (avoiding the over-provisioning problem) without causing an SLA violation (avoiding the under-provisioning problem). The local agent sends the reformulated requests to the global agent, which is responsible for the actual provisioning of the resources by communicating with the hypervisors of the physical machines in the different datacenters under the cloud provider’s control.
The global utility agent should take into account the limitations on the provider’s resources in addition to various performance metrics such as power consumption. In the following paragraphs, more detailed discussion of the local utility agents as well as the global utility agent is presented.

The Local Utility Agents. The main responsibility for each local utility agent is to monitor the customer assigned to it and build a history of its resource utilization, basically, by keeping track of how much of its requested resources it actually uses. Once a new request for a VM with specific characteristics is received from the customer, the local utility agent utilizes the history it has built in reformulating the customer’s requests to better match its actual usage. The objective of such reformulation is to avoid both the overprovisioning and the underprovisioning problems while taking into account other issues such as the number of request per time unit, response time, etc. The output of reformulating step is sent to the global utility agent which is responsible for the actual provisioning of the resources. The architecture of a local utility agent is depicted in Figure 4 whereas Figure 5 depicts the flowchart of a local utility agent.

The local utility agent use simple regression analysis to reformulate cloud customer requests by predicting the value of the wasted resources depending on customer request. Regression analysis can be used to predict the value of a random variable \( Y \) whose value depends on the value of an independent variable \( X \) by using least squares linear regression equation \( \hat{y} = b_0 + b_1x \) where \( b_0 \) is a constant which can be computed as \( b_0 = \bar{y} - b_1 \bar{x} \), \( b_1 \) is the regression coefficient which can be computed as \( b_1 = \frac{\sum [(x_i - \bar{x})(y_i - \bar{y})]}{\sum (x_i - \bar{x})^2} \), and \( \hat{y} \) is the predicted value of the dependent variable.\(^3\) In the following, we show how can these equations be used to estimate the amount of resources that will actually be used based on the history of requests made by the same user. For the sake of simplicity, the discussion below pertains to one specific resource (CPU). Other resources such as RAM, storage and BW can be estimated similarly.

The following equation is used to estimate the value of the CPU that will actually be used by the customer as a function of the current as well as the previous requests made by the same customer.

\[
EC = (RC - WC) + B,
\]

where \( EC \), \( RC \) and \( WC \) represent the estimated, currently requested and wasted CPU, respectively. As for \( B \), it is a parameter whose value determines whether to act conservatively or aggressively based on the estimated values of the resources to be used. Note that, in this work, overestimating the amounts of resources to be used leads to wasted resources whereas underestimating them leads to SLA violations. In general, wasting some resources is a price most cloud providers are willing to pay to avoid SLA violations. However, this need not be the case all the time. By setting the value of \( B \)

properly, the cloud providers are given control over the trade-off between saving resources and incurring SLA violations. Large values of $B$ are suitable for conservative behavior since it inflates the estimated values and leaves little room for errors in the estimates (SLA violations). On the other hand, for the scenarios in which the cloud provider cares more about saving resources than SLA violations, small values of $B$ are more suitable. Some of the experiments conducted is dedicated to the different potential values of $B$ and their effect on the performance of the system (See Section IV).

Now, the following equation is used to compute the wasted CPU.

$$WC = RC \times C_1 + C_0,$$

where $C_1$ and $C_0$ are computed as follows.

$$C_1 = \frac{\sum_{i=1}^{C} [(P_{RC_i} - \bar{P_{RC}}) \times (WC_i - \bar{WC})]}{\sum_{i=1}^{C} (P_{RC_i} - \bar{P_{RC}})^2},$$

$$C_0 = \bar{WC} - C_1 \times \bar{P_{RC}}.$$

In the above equations, $\bar{X}$ represents the average of $X$ and $P_{RC}$ is an array containing the latest $C$ requests made by the same customer.

**The Global Utility Agent.** The main responsibility for the global utility agent is to manage the reformulated requests coming from the local utility agents. This constitutes communicating with the hypervisors of the physical machines to provision the requested resources, notifying the local utility agents of the details of the provisioned resources and notifying the hypervisors of the physical machines upon the completion of a customer’s job to reclaim the allocated resources. While determining how to allocate resource, the global utility agent must take into account several performance goals such as reducing the number of active physical machines, reducing the number of VM migrations, etc. Figure 6 depicts the architecture of the global utility agent.

In general, a VM migration occurs when its hosting physical machine is facing an overloading problem or an underloading problem. If a physical machine is being largely underutilized, the VM placement algorithm (such as Inter Quartile Range (IQR), Local Regression (LR), Local Regression Robust (LRR), Median Absolute Deviation (MAD) and Static Threshold (THR)) migrates all hosted VMs from the underloaded host to another one so that the underloaded hosts can be turned off to save on electricity. On the other hand, if a physical machine is being overloaded, the VM placement algorithm calls one of VM selection algorithms (such as Maximum Correlation (MC), Minimum Utilization (MU), Random Selection (RS) and Minimum Migration Time (MRT)) to determines which VMs to migrate [12].

In this study, the global utility agent uses a novel VM selection algorithm called Host Fault Detection (HFD). This algorithm determines which VMs to migrate when the hosted physical machine is being overloaded depending on the cause of the overload. It then chooses the VM with the maximum effect on the cause of the overload. E.g., if the RAM is the cause of the overload, then HFD selects the VM with the max allocated RAM to be migrated. It uses the power-aware best fit decreasing (PABFD) VM placement algorithm to determine where to migrate VMs. Despite its simplicity, the HFD algorithm outperforms other selection algorithms as shown in the following section.

**IV. Experiments and Results**

To evaluate the performance of the proposed DRPM system (along with its novel RR and HFD algorithms), an extended version of ClouSim [13] called TeachCloud [14] is employed. CloudSim is one of the first and globally accepted simulation environments for the cloud computing paradigm.

In the part related to the RR algorithm, we assume that the customers are conservative in their requests. This means that a customer always requests more resources than it will actually use to avoid resorting to the generally expensive task of requesting additional resources for a customer’s job during the execution of the job. We evaluate the effect of the RR algorithm by measuring SLA violations in addition to free and wasted capacities. Similar to the discussion in last section, the focus here is on one specific resource, CPU (measured in MIPS), to simplify the presentation of ideas.

As for the HDF VMs selection policy, we compare it with other VMs selection policies like MC, MU, RS and MMT and evaluate it on several aspects such as energy consumption, number of VM migrations, number of host shutdowns, and SLA violations.

**A. Experiments Setup**

We use for each experiment the same settings used in [12]. We use four types of virtual machines and two types of physical machine deployed in a single datacenter. All experiments are carried out under the dynamic workload with 50 cloudlets for a simulation period of 24 hours in which the scheduling interval (new resource usage time) is 300 seconds. Tables I, II, III and IV show the characteristics of the VMs, the physical machines, the datacenter and the cloudlets, respectively.
B. Reformulation Requests (RR) Algorithm Experiments

As mentioned in Section III, the RR algorithm uses regression analysis to estimate the amount of resources a customer would actually use based on the current and past resource requests from the same customer and how much of them were actually used. This section shows several experimentation result on the RR algorithm. We assume that the customers are conservative in their requests. This means that a customer always requests more resources than it will actually use to avoid resorting to the generally expensive task of requesting additional resources for a customer’s job during the execution of the job. All experiments are conducted under dynamic workload with different values for $B$ ranging from -15% to 15%. In each one of these experiments, the value of $B$ is set at the beginning and it remains fixed throughout the experiment. However, $B$ need not be a fixed parameter; it can be set dynamically. We performed an additional experiment with adaptive value of $B$ computed as the average of previous MIPS violations normalized against the range of requested MIPS.

The results of the experiment are shown in Figures 7 and 8 highlighting the advantages and disadvantages of using the proposed system for different values of $B$ (including the adaptive one). Figure 7 shows the advantages of the proposed system manifested in MIPS savings. Figure 8, on the other hand, shows the cost of the proposed system manifested in SLA violations. Specifically, the figure shows the percentage of requests for which an SLA violations related to insufficient MIPS occur (henceforth referred to as MIPS violations) in addition to the total free and wasted MIPS.

To study the gains from using the DRPM system, consider Figure 7. The first part of the figure shows the average percentage of the saved MIPS. As expected, with an aggressive value of $B$, the amount of MIPS savings is high. However, generally speaking, the percentages of this figure are relatively low. The reason for this is that they do not really show the full potential of the proposed system. These percentages are computed by dividing the amount of saved MIPS over the amount of requested MIPS. For example, if a customer requests a virtual machine with 2000 MIPS and the RR algorithm reformulate the request to become 1800 MIPS, then a saving of 10% is attained. However, if the customer actually use 1800 MIPS out of the requested 2000 MIPS, then it can be viewed that RR reformulated the request to attain 100% of the potential savings. The second part of Figure 7 shows the average percentages of possible savings computed by dividing the amount of saved MIPS over the difference between the amount of requested MIPS and the amount of actually used MIPS. The figure shows that the proposed system steadily achieves high percentages of possible savings with the value of $B$ having minimal impact.

After taking a look at the advantages of the proposed system, it is time to look into the price at which these gains come by considering Figure 8. The first part of the figure shows the percentage of MIPS violation, which is the main cost (disadvantage) of using the DRPM system. It can be clearly seen that with the increase of the value of $B$, the percentage of MIPS violations decreases, which is in accordance with the arguments of Section III. Following the same argument, having a conservatively large value of $B$ will definitely decrease the amount of available resources (the second part of Figure 8) and increase the amount of wasted resources (the last part of Figure 8). The middle part shows the amounts of free MIPS, which is negatively affected by large values of $B$. Finally, the
Fig. 8. The disadvantages of the DRPM system for different values of $B$. The last part shows the average percentages of the wasted MIPS. Obviously, with a conservative behavior, it is expected that the wasted resources be high.

Figures 7 and 8 show the trade-off between the saved resources and the SLA violations in an evident way. Now, it is up to the cloud provider to balance these two factors to serve its best interest. Note that, from these figures, adaptively setting the value of $B$ gives a similar behavior to statically setting it to around 7.5%, which represents a very good balance between the gains (in terms of saved MIPS) and the losses (in terms of SLA violations).

C. Host Fault Detection (HFD) Policy Experiments

The experiments in this section are dedicated to study the performance of the Host Fault Detection (HFD) VM selection policy. HFD is tested under dynamic workload through several VMs allocation policies and comparison between HFD and other VM selection policies. Figure 9 shows the result of comparisons between HFD and other VMs selection policies. Specifically, we consider the following four selection policies: the Maximum Correlation (MC) policy, the Minimum Migration Time (MMT) policy, the Minimum Utilization (MU) policy and the Random Selection (RS). We compare the different selection policies under consideration with two different allocation policies: the Inter Quartile Range (IQR) policy and the Local Regression (LR) policy. The performance of the selection policies is evaluated from different aspects. Specifically, we consider energy consumption, VM migrations, SLA violations and host shutdowns.

Figure 9 shows the total energy consumption of the five selection policies under consideration. The left side of the figure is generated considering the IQR allocation policy whereas the right side is generated considering the LR allocation policy. From these figures, HFD outperforms all other selection policies under all settings with MC and RS being the closest to HFD. However, the advantage of using HFD is sometimes marginal with improvements in the range [2%, 7%] under the IQR policy and in the range [1%, 4%] under the LR policy. Finally, it is worth mentioning the noticeable gain in power consumption of LR compared with IQR under all policies.

Figure 10 shows the number of VM migrations of the five selection policies and the two allocation policies under consideration. Similar to the energy consumption comparison, HFD outperforms all other selection policies under all settings with MC and RS being the closest to HFD. However, the advantage of using HFD here is more obvious with improvements in the range [8%, 20%] under the IQR policy and in the range [2%, 25%] under the LR policy. Finally, it is worth mentioning the huge savings in terms of VM migrations attained by LR compared with IQR under all policies.

Figure 11 shows the percentage of SLA violations of the five selection policies and the two allocation policies under consideration. Unlike the previous comparisons, HFD outperforms MC (by 8%) and MMT (by 1%) while being outperformed by MU (by 6%) and RS (by 2%) under the IQR policy. As for the LR policy, HFD is being outperformed (by [3%, 12%]) by all other selection policies. Finally, it is worth mentioning the huge savings in terms of VM migrations attained by IQR compared with LR under all policies.

Figure 12 shows the number of host shutdowns of the five selection policies and the two allocation policies under consideration. Unlike the previous comparisons, HFD outperforms MC (by 8%) and MMT (by 1%) while being outperformed by MU (by 6%) and RS (by 2%) under the IQR policy. As for the LR policy, HFD is being outperformed (by [3%, 12%]) by all other selection policies. Finally, it is worth mentioning the huge savings in terms of VM migrations attained by IQR compared with LR under all policies.
Fig. 12. Comparison of the VM selection policies in terms of hosts shutdowns.

selection policies and the two allocation policies under consideration. Similar to the energy consumption comparison, HFD outperforms all other selection policies under all settings with MC and RS being the closest to HFD. However, the advantage of using HFD here is more obvious with improvements in the range [6%, 14%] under the IQR policy and in the range [2%, 18%] under the LR policy. Finally, it is worth mentioning the huge savings in terms of host shutdowns attained by LR compared with IQR under all policies.

V. Conclusion

This study presented the Dynamic Resources Provisioning and Monitoring (DRPM) system, a multi-agent system to manage the cloud provider’s resources while taking into account the customers’ quality of service (QoS) requirements as determined by the service-level agreement (SLA). Moreover, DRPM includes a new Virtual Machine (VM) selection algorithm called the Host Fault Detection (HFD) algorithm. The proposed DRPM system is evaluated using the CloudSim tool. The results show that the DRPM system allows the cloud provider to increases resource utilization and decreases power consumption while avoiding SLA violations.
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